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Abstract

This report aims to provide the basic vocabulary and illuminate the issues associated with the nature of problem types. The concepts presented come from the writings of R. Cyert and J. March and refer to the three types of problems that organisations face. Each type of problem will be illustrated along with its appropriate problem solving process. The impact of the types of problems to the design and development of Information Systems is discussed. The report provides a starter set of references and initial bibliography on the subject.
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1   INTRODUCTION

Despite some notable successes, information systems (IS) projects can, and still do, fail dramatically [1]. Projects that are delivered late, out of budget, failing to meet the specifications and disappointing their users have consistently appeared on regular computing literature. It is what some consider the Information Systems community paradox [2]: despite impressive advances in technology, problems are more abundant than solutions; organisations experience rising costs instead of cost reductions, and information systems misuse and rejection are more frequent than acceptance and use.

The literature has extensive accounts of the possible reasons for IS failure. This paper will present another such reason: information systems developed as solutions to the wrong type of problem. In order to mobilise the thinking around this reason, the paper presents the following short case study as an example of the environment in which this kind of IS failure occurs.

The case was first presented in the Harvard Business Review [3] and refers to Lenox Insurance Company and its information systems ventures during the years 1994 to 1997. The company’s vision could be summarised in the words of its CEO and president: “Distribution [of information] is the name of the game”. Based on that vision, Lenox’s newly appointed CIO conceived, promoted and led the development of Lifexpress, a sophisticated computer-aided system that enabled the company’s more than 10,000 agents nationwide to conduct business with their customers and prospects in ways that had seemed next to impossible just a few years earlier. Lifexpress let an agent, using a laptop computer, develop a thorough financial profile of a customer, identify and explore Lenox’s most appropriate policies, conduct an initial actuarial analysis, compare in detail how Lenox stacked up against competitors’ ratings and performance, and generate all the necessary paperwork on-site to consummate a sale. A process that had taken anywhere from four to six weeks could now be completed in a few days or, in some instances, a matter of hours.

Within the last few weeks however, as Lenox’s IS staff finished rolling out the system, the CIO was no longer certain which accomplishments mattered. In the time it had taken Lenox to deliver Lifexpress, two competitors had launched similar systems, and Lenox’s executives were growing concerned that the multimillion dollar project would not have the impact in the marketplace that they hoped for.

The CIO and the IS department were suspected to be accountable for more than the creation and implementation of the system. Representative of the management’s feelings was the Chief Financial Officer’s statement to the CIO: “it’s your system - we made this tremendous investment based on your recommendations – you predicted that Lifexpress would improve productivity and help the sales force close on more new policies”.

Lifexpress was delivered on time, on budget, and met all the specifications that were agreed by the board. However, the resulting system was not satisfactory – the new system would not provide Lenox with an improved bottom line, increased market share or a competitive advantage. In the best case, it would only catch up with what the competition was already offering.

This paper is not concerned with identifying the guilty party in this IS failure. It is rather concerned with demonstrating the phenomenon that leads to such failures. Lenox’s IS department, and its CIO, tried to solve a business problem (i.e. the distribution of information) as though it had the characteristics of a technical problem (i.e. the development of a distributed system) – predictably, the solution to the technical problem did not provide the solution to the business problem.

Given the habitual mindset of the CIO, she framed the problem according to the precepts embedded in her repertoire of skills. By following an inappropriate problem-solving process, the CIO solved the wrong problem, expertly. Such cases are not infrequent; in fact, this kind of inappropriate framing occurs countless times in the design and development of Information Systems that aim to address a business objective. This paper aims to illustrate the dynamics of such cases by exploring the different types of problems and the impact they have in the design and development of Information Systems. 

To illustrate the different types of problems we return to the classification of problem types first advocated by R. Cyert and J. March in the 1960s. Their thinking is important because it signifies a shift in Organisational Theory that still holds true today. Together with H. Simon, they departed from the era of bureaucracy and talked about political influence and conflict within organisations, decision making and problem solving, satisficing and the limits of human rationality.

R. Cyert and J. March classified problems as well-structured, ill-structured, or wicked and in this section these types are adumbrated in the next section. The problem-solving process pertinent to each type of problem is illustrated in the section three, followed by a discussion on the particular characteristics between the problem-solving process pertinent to well-structured problems compared to the one for ill-structured problems. The final section … 

2   THE TYPES OF PROBLEMS

A well-structured problem is one that is routine, occurs frequently and lends itself to solution by habit, Standard Operating Procedures (SOPs), etc. [4]. Because they occur frequently, it is expected that solutions for such problems are both established within organisations. Such solutions are usually stated and described in policy and procedure manuals, training materials, or any description of a company’s workflow. For example, estimating the stock re-order timing and quantity for a production plant is a well-structured problem which can be solved by applying mathematical formulas to estimate the “Economic Order Quantity” point. The solution will be documented, distributed and followed by all appropriate personnel.

An ill-structured problem is one that requires formulating alternatives in the light of expectations and goals, and choosing the one that meets at least, the minimum level of acceptability [5]. For example, choosing the packaging design of a product is a problem that requires formulation of alternatives based on customer preferences, design ideas, and required impact on the target market according to the business’s goals and objectives. While parts of this problem may be well-structured (e.g. estimating the costs of each suggested design), most parts of it require judgement, intuition, creativity, rules of thumb. Such problems occur less frequently than well-structured problems and even when they appear to re-occur (e.g. when a company manufactures many products for each of which it needs to decide a packaging design), the parameters of each occurrence remain individual and characteristic to the problem they pose.

It is difficult – and not often attempted – to seek to establish solutions for such problems. Each time an ill-structured problem occurs, past experiences, folk memory, and gut feeling are employed along side record searching and number crunching techniques for its resolution.

At the end of the spectrum of ill-structured problems we find the wicked problems. They are called wicked because they defy conventional problem solving techniques. For example, the problem of choosing plant locations for an international company is a wicked problem. Each of the stakeholders has particular preferred solutions, relative strength and varying capacities to influence the decision [6]. Plants open and shut down according to operating costs, expected/realised profits, environmental concerns, trade-offs, political pressure, level of anticipated subsidies, etc. One will not find documented solutions for such problems; they are instead tackled individually, by all the stakeholders, through some participative/consultative process over a period of time. It is common to find that when agreement among the involved parties is reached, it rarely maximises the benefits of each involved party; it is rather the result of negotiation between all involved parties, agreeing to a solution that is most satisfying to each party involved.

3   THE PROBLEM-SOLVING PROCESS

Each type of problem is resolved through a process undertaken in order to yield a solution. This problem-solving process encompasses the thinking that is directed toward a solution of the specific problem and involves both the formulation of responses and the selection among these possible responses [7]. In other words, the problem-solving process is not the implementation of an established solution but, rather, the thinking and activity that was undertaken in order to reach that established solution.

The nature of such a process depends on the nature of the problem under consideration. The length, rigour, characteristics, deliverables of the problem-solving process, vary with the degree of structure that the problem under consideration presents. In the next section, the problem-solving process for well-structured and ill-structured problems will be illustrated and compared. Each problem-solving process will be presented in four broad stages of the lifecycle of an Information System: analysis, synthesis, construction, and appraisal.

3.1   The Problem-Solving Process for Well-Structured Problems

As already mentioned, well-structured problems occur frequently and that allows for the environment in which they occur enough to be examined. At the analysis stage, this is the first stop for information during the problem-solving process: the search for the conditions in which such a problem occurs. For example, stock re-ordering is a problem that occurs at regular intervals, usually every 28 days. As the environment of such a problem is clear and specific (i.e. stock needs to be re-ordered when current stock levels reach or are just below the ‘safety’ quantity), the specification of the problem remains the same every time it occurs (i.e. re-order stock when stock levels are low).

When the conditions for the problem to occur are identified, the next step in the problem-solving process is to collect information on the parameters of the problem. Information for well-structured problems is usually available at the start of the problem-solving process; it is a matter of collecting it by means of observation, record searching, and other information collection instruments (surveys, questionnaires, etc.). For example, for the stock re-ordering problem, information for the sales figures of the stock, any seasonal sales trends, sale discounts, lead times, cost of order, etc. has to be collected.

The parameters of such a problem form a finite list which is usually short and precise – as the information is collected, these factors become known and the possible courses of action emerge together with their associated costs and benefits. For such problems, the human mind is not bounded to choose the best possible course of action from the ones available.  In fact, in a well-structured problem, there is often an algorithm that will make the choice between the emerging alternatives.

As soon as the information is collected, the problem-solving processes moves on to evaluating it; at this stage of synthesis, established approaches are used to derive a solution. Techniques from operational research, finance, and accounting, even simple calculus, can be employed to arrive at, for example, the Economic Order Quantity for the stock re-ordering problem. The “solution” in this example will outline what the re-order time frame is (possibly per month if seasonal variations exist) and what the EOQ should be (again, per month). Costs will also be estimated and the whole solution will be documented and disseminated to all appropriate people for immediate implementation. 

In other words, well-structured problems can be described in terms of numerical values and the goals to be attained can be specified in terms of a well-defined objective function, for example, the maximisation of profits or the minimisation of costs [8]. For such problems, there are algorithms which provide the solution in actual numerical terms. So the problem-solving process for well-structured problems is algorithmic; a process which guarantees a solution to a problem in a finite number of steps [9] - analogous to converting currency (e.g. from pounds to dollars), converting Celsius to Fahrenheit, etc.

For well-structured problems, human beings tend to become economic [10]; they tend to select the rationally determined best course of action from among all those available to them in order to maximise their returns. Indeed, the information collected and the algorithms applied usually lead to only one possible solution or the one best possible solution (rather than many equally good solutions). In well-structured problems we seek to maximise, i.e. select the best course of action from those available [ditto 6].

The deliverable of the problem-solving process for well-structured problems is a plan; a plan for implementing the solution. Once the implementation is complete, the solution is appraised and some fine-tuning may be needed. For example, once the EOQ and re-ordering time frame are agreed and adopted, stock re-ordering will be monitored for its effectiveness and efficiency.

3.2   The Problem-Solving Process for Ill-Structured Problems

As already mentioned, an ill-structured problem is less routine, predictable and clear cut. The analysis of the environment in which such problems occur is either not stable enough to be evaluated, or its evaluation does not remain static once completed. Problem-solving for ill-structured problems involves not only search for alternatives, but search for the problems themselves [11]. For example, the problem of introducing a new product on the market is a problem that occurs in an environment of changing consumer attitudes, increasing consumer sophistication and shifting consumer loyalties. Even when some evaluation of the environment is undertaken, it will have to take into account that the environmental factors will have changed by the time the product is actually introduced to the market. This evaluation will also be a one-off; it will not be applicable for a different product, launched at a different time (or even for the same product at a different time). The environment in which such problems occur is one of constantly changing conditions, uncertainty and turbulence, not one of stability, certainty, and predictability. With ill-structured problems, the analysis phase aims to formulate the problem in a way that can be adjusted to provide the best fit with its changing environment.

Unlike well-structured problems, information on the parameters and characteristics of an ill-structured problem is not available at the start of the problem-solving process. The information required must be generated during the problem-solving process. For example, in the problem of introducing a new product to the market, information about the size and characteristics of the target market, competitors’ strategies, price sensitivity, economic feasibility, etc. must be generated using instruments that are less rational or scientific than those used in well-structured problems. Market research exercises, consumer behaviour exercises, word-of-mouth, economic forecasts, even predictions on the level of interest rates during the product launch, could all be the sources that will generate the required information. A significant proportion of the information generated will not be hard data but qualitative material subject to evaluation.

The quest for information is a self-feeding process: the evaluation of some information collected may guide or dictate the need for further information to be generated and evaluated. Due to this characteristic, the problem-solvers cannot afford to wait until all the information is collected before they start its evaluation and the search for a solution. Relevant information will keep pouring in until the end of the process so the problem-solvers need to both a) actively engage in both the search for information and the design of the solution in parallel (i.e. analysis and synthesis done in parallel with the one impacting on the other) and, b) adjust their design to incorporate any relevant information as and when it becomes available.

‘Like all problems, ill-structured ones raise a real need for the best available evidence to formulate and solve the problem. However, at the same time, the problem solvers are beset with extensive pressures to act both immediately and decisively. They cannot afford the luxury of waiting indefinitely for all the evidence to come in, let alone the best evidence, before taking action. Just the reverse is often the case. Thus, succinctly put, the paradox is this: problem-solvers of ill-structured problems are often required to act in order to uncover the evidence as to whether the action they took is the one they should have taken. Instead of data guiding the action, the taking of action often guides the collection of data in the sense that the proper data often cannot be uncovered except through the risk of action’ [12].

The means of deriving a solution are also different from the ones used in processes for well-structured problems. There are no formulas, established mechanisms or scientific instruments to be employed in order to solve the problem; indeed some of these can be used but only in order to evaluate the information collected. The design of the solution will be driven by past experiences of the problem solvers, combined with intuition, ambition, risk adversity, and other custom-made approaches applied to the collected information. For example, the market research may show that consumers will buy the product, financial indicators may be strong and ready to support a product launch, manufacturing expertise may be available, the price may be right, and still the product launch may be cancelled, postponed or rethought if, for example, the risk of product failure may be too high, or the dependence on suppliers of materials may be too unhealthy, etc. The list of parameters is endless and no problem-solver will attempt to produce an exhaustive list. In fact, according to Simon and his principle of bounded rationality, “the capacity of the human mind of formulating and solving complex problems is very small compared with the size of the problems whose solution is required for objectively rational behaviour in the real world” [13]. In other words, a human being is bounded by (to name but two) memory and time limits in acquiring perfect knowledge of a situation.

Instead, for ill-structured problems, human beings become administrative [14]; they are content with gross simplifications, taking into account only those comparatively few factors which their mind can manage to encompass. To this extent, the information collected and evaluated during the problem-solving process for ill-structured problems cannot in itself lead to one optimum solution; it can only lead to a set of alternative courses of action which will be evaluated in turn and the most appropriate one will be chosen. The administrative man seeks to satisfice, i.e. look for a course of action that is satisfactory rather than the one that would be the best [ditto 10]. Satisficing refers to the selection of a satisfactory alternative – not the optimal but rather the first one that works in light of the circumstances. A feasible solution not an exhaustive search for the best solution possible.

Ill-structured problems cannot be described in terms of numerical values and there are no algorithms to permit or guarantee a solution. The problem-solving process of ill-structured problems is heuristic; a process that may aid in the solution of the problem, but offers no guarantee of doing so [15].

The deliverable of the problem-solving process for ill-structured problems is not a plan for implementation; it is rather a strategy for managing the problem through to its resolution. If the problem is the launch of a new product, the timetable of the launch is not the solution. Relevant information will continue to pour in throughout the process, further problems may appear while the process unfolds and the whole launch could be aborted even hours before it is expected to take place. The strategy for managing this problem covers all activities until the implementation of the solution (e.g. until the product is actually launched). 

4   Further Characteristics of the Problem-Solving Process
The previous section outlined the different problem-solving processes employed to solve well-structured and ill-structured problems. Within a problem domain, the stages of analysis, synthesis, construction and appraisal are addressed differently according to the degree of structure of a problem. However, there are a number of other characteristics that differentiate the problem-solving processes even further.

4.1   The Nature of the Problem-Solving Process for Well-Structured Problems

The information required to solve a well-structured problem is usually available at the start of the problem-solving process. This has a further implication than the one discussed in the previous section (i.e. that collection can be completed and evaluation can follow); the implication is that the parameters of the problem are either all known or, they can be made known. Any unknown parameters are usually not associated with the problem; they are often referred to as outside the boundaries of the problem. For example, in estimating the Economic Order Quantity (for the stock re-ordering problem), all the information required is either available at the start of the process or it can be easily calculated/derived. The problem-solving process resembles an equation with only one unknown parameter; its solution is a matter of applying basic mathematical principles (see figure X):
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Figure 1: An equation with many parameters of which only one is unknown. Solving the equation renders one and only one value for A (the solution).

The viability of the supplier’s business as a going concern, the possibility of a recession or a market slowdown, are outside the boundaries of estimating the EOQ (however, all these factors may well be inside the boundary of the ill-structured problem of stock-management).

A consequence that can be derived at this point is that problem-solving processes for well-structured problems are solution-oriented. Before even the full extent of the problem is investigated, an algorithm for its solution can be identified and, it is this algorithm that drives the synthesis and construction stages of problem solving. For example, in the stock-reordering problem, the solvers would concentrate on estimating an EOQ and the formula for estimating this would drive the collection of information. Other solution designs (e.g. increase/decrease size of warehouse, introduce JIT - therefore zero stock, etc.) are rarely considered during such solution-oriented processes.

A further consequence of the solution-orientation of such a problem-solving process is that the solutions reached/agreed will almost certainly over-respond to the immediate needs caused by the problem (as there can only be one solution to the equation!). This renders the solution present-oriented and of, possibly, rigid and inflexible design to accommodate future needs. For example, in the stock-reordering example, if the immediate needs are to meet the demand for the product at the least cost, the EOQ estimated will fulfil these needs. It will not, however, cater for the possibility of the supplier withdrawing (thus, the possibility of a new supplier), or the warehouse being expanded to accommodate twice as much stock. When such changes in the environment occur, the problem-solving process needs to be repeated.

4.2   The Nature of the Problem-Solving Process for Ill-Structured Problems

As already mentioned, the information required during the problem-solving process for ill-structured problems, is not available at the start of the process but needs to be generated and evaluated throughout the process. This has a further implication than the one discussed in the previous section (i.e. that analysis and synthesis of information should be done in parallel with each one feeding the other); the implication is the parameters of the problem can not be fully defined or exhaustively explored throughout the process. However, the unknown or partially known parameters will still be inside the boundaries of the problem. For example, in the product-launch problem, the consumer confidence to the product, the price sensitivity of the market, the number of competitors or the possibility of a market slowdown can never be accurately predicted; they however, remain significant parameters of the problem as each influences its solution possibilities. The problem-solving process for this problem resembles an equation with many unknown parameters, each constraining the solution in ways that do no allow straightforward application of mathematical principles to derive a result (see figure 2):
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Figure 2: An equation with many parameters of which many are unknown. A value for A cannot be rendered unless it is in terms of the unknown parameters. There is no single solution this case. 

Although this may seem adhoc and ambiguous, the purpose of this equation is not to yield a solution in the conventional sense. Problem-solving processes for such problems is understanding-oriented; they aim to highlight the ways that a solution can be affected as its parameters shift. Furthermore, as more information is generated and evaluated, new parameters may appear in the equation as a wider and deeper appreciation of the problem is achieved. This is why such processes deliver strategies rather than implementation plans. For the new-product-launch problem, the deliverable of its problem-solving process will be a strategy that will highlight the impact of economic growth, consumer confidence, lower interest rates, packaging and labelling, competitors’ strategies, even the resignation of the Head of Product Launch, on the success or otherwise of the problem (note: these factors may not be explicitly evaluated – this could be tedious – but they still have an impact; they remain significant but possibly non-quantifiable). As such parameters change, the strategy changes to accommodate them.

This is a further consequence: as such problem-solving processes include unknown parameters in their solution formula, and aim to increase understanding of the elements of the problem, they are perfectly adaptable to changing environments. Such processes are future-oriented: they are flexible enough to change as the environment they operate in changes and they incorporate a lot of manoeuvring room. For example, if the Managing Director resigns the day before the launch of the product, or a competitor launches a similar product on the same day, the original problem does not need to be re-solved. The strategy included and catered for these parameters, which from unknown became known, and their impact can now be measured and incorporated in the equation.
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Wicked problems are individual, unique and in a category of their own – the process and course of action will be peculiar to each problem. The question marks therefore should not perceived as an invitation to the reader to fill them in but rather as a characteristic of such problems themselves. 

5   PROBLEM-SOLVING DOMAINS AND SOCIO-TECHNICAL SYSTEMS

Arguably, the best success of IT is in solving well-structured and well-understood problems; problems that could be solved previously, but can now be worked out much faster by machine. However, in all such cases, the advantage is not intrinsic to the technology, but to the capacity of resourceful people to use it [16]. IT and IS can be considered problem-solvers of the well-structured domains (see Figure 3).
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Figure 3: The domain of each problem-solver

As illustrated in Figure 3, the domain of IT is restricted to the production and application of tools and artifacts. These tools and artifacts are subsequently used and managed by the IS professionals whose domain is to manage both the technology and the complex systems that spontaneously manifest themselves around IT. Ill-structured problems, with all their associated ambiguities and uncertainties, lie firmly within the domain of Humans – no tool or computer system will ever be able to replicate human experience. In this domain, humans sense a problem and identify what the appropriate action. It is important to clarify here that these humans do not come from one or other profession. It is the human reasoning that can not be replicated by computers that is required to solve such problems. Humans, following a problem-solving process appropriate for ill-structured problems can address issues that reside in this domain.

The organisation is a socio-technical system and as such, it faces problems that are or should be tackled by technology, IS and humans. In the ever present division between business and IT, one may arrive at the conclusion that the more structured the problem, the better candidate for IT (and IS) and similarly, the more unstructured the problem the better the candidate for human solving.

A debate between I. Angell and B. Seifert took this point much further. Angell, using a brain-teaser as an example, asserted that the rigid mind-set of mathematical logic is not only inappropriate, it can actually be invalidated. Therefore, the belief that mathematicians (or other groups that share similar logic, such as chess players) make the best strategists, solely because of their reductive and mathematical deductive skills, is self-evident folly. Holding up mathematical logic as a virtue, and as the driving force of consultancy, instead of treating it as just another useful and necessary tool to be used when appropriate is a formula for creating a group of consultants with an incestuous reinforcement of a narrow, restricted and restrictive approach [17].

Phrasing the argument in the vocabulary used in this paper, Angell argues against using well-structured problem-solving techniques for ill-structured problems. Business problems are fundamentally ill-structured and need to be addressed as such rather than “solved” as mathematical equations, ignoring unknown parameters and ambiguities.

Seifert on the other hand agreed that in business, as in every-day life, there are many situation in which the remarkable ability of the trained human mind to discern patterns, to invent and to perceive are far superior to the capacities of even the most powerful computer to digest information and make a decision [18]. He however disagreed that the mathematical logic is outright inappropriate in strategy activities. Instead he accepted it as a tool in the humans’ arsenal, one that could be used to resolve well-structured parts of ill-structured problems.

This way, Seifert shifted the attention from the appropriateness and validity of the use of mathematical logic to the reduction of an ill-structured problem to smaller problems, some of which could be well-structured (and as such, solved using mathematical thinking). In the words of Seifert himself, “anyone wishing to act rationally, by following the one and universal logic which has ever shown to apply to the real world, in whatever domain, must first take great care in correctly modelling the situation at hand. He may find, for instance, that he needs to model the uncertainty of the external world – his competitors, his creditors, taste, interest rates, etc. He needs to be sure that the simplifications of the models, which are necessary if the model is to be more enlightening than the messy real-world situation in the first place, do not significantly alter the optimal solution elected. He must be sure that time, when ignored in the model, is indeed immaterial, etc.
” [19].

This reduction of an ill-structured problem to parts, some of which may be well-structured, is the important area that calls for consideration from the IS discipline. IS projects commence with some kind of analysis of the situation that IT is called to assist. Analysis is usually seen as a modelling task. However, the models used to analyse the environment of interest are models of the real world. As such, they may well be representing an ill-structured problem that requires attention. Decomposing that ill-structured model into layers and layers of top-down models, strips it from its vague or uncertain parameters and renders it as a well-structured problem, ready to be automated. It is well accepted today though that automating that well-structured part of the problem, will not bring the solution to the original ill-structured problem
. When the solved well-structured component is reassembled to the big picture of the original problem, the reality is that the original problem remains as unsolved as it was before the decomposition.

6   LESSONS TO BE LEARNED – ISSUES TO BE CONSIDERED 
The realisation that the solved well-structured problem does not solve the original well-structured problem gives rise to an equally long-standing argument on the responsibility boundaries of business versus IS people. IS professionals’ beliefs are split between two extremes: on the one hand are those IS people that would rather leave the modelling responsibility to the management of the organisation. In this camp, IS professionals believe that their job should start when someone, somehow, hands them a specification to be implemented. The responsibility of modelling the uncertain word and reducing the original model to one that IS can solve should lie with the management of the organisation. This way, Lenox’s CIO would not be considered responsible for monitoring the environment in which the system under development would operate. IS professionals would be responsible in producing the right answer to the problem asked; whether the problem is the right or wrong one is a concern for management.

On the other extreme are those IS people that maintain that it should be the responsibility of IS to model the world in which their resulting systems will operate. In this camp, IS professionals are responsible for modelling the abstract world, for allowing for the ambiguity to be included rather than ignored and for delivering strategies for ill-structured problems. They are responsible for solving the right problem; for them, an approximate solution to the right problem is better than an exact solution to the wrong problem [21]. These IS professionals maintain that IS is a strategic function – not an operational department which solves algorithmic problems.

There is no easy answer on which of these camps IS professionals of the future should position themselves in. To give a straight answer to this question would be similar to providing an algorithm to solve an ill-structured problem. Instead, this paper will provide a heuristic for the concern of the future of IS professionals.

Working backwards, the profession must consider whether IT is a strategic or operational component within an organisation. If it is to be strategic, there is a greater demand for IS to cater for ill-structured problems, their formulation and their management. If it is to return to the function it was serving 20 years ago (i.e. IT as a support function), then it can afford to opt out from undertaking responsibility for those ill-structured problems and concentrate for the well-structured ones and those that is specification is handed over.

If we are to assume strategic responsibilities, then we need to be using the appropriate problem-solving process for those ill-structured problems. Algorithmic thinking should only be applied when it is appropriate to do so and not as a matter of course. The modelling methodologies applied (either from the ones already known or future ones) should cater for the ambiguous and vague parameters that need to be included in the model. If a modelling approach does not cater/prompt for such parameters to be included, the modellers are often tempted to exclude them or assume that they do not exist. 

Apart from this change in modelling approaches, the option of IS being strategic calls for further developments to the profession. The vocabulary of other “strategists” should also be known to the IS professionals. If IS is to assume responsibility for managing ill-structured concerns, its professionals must be able to communicate, illustrate, promote and deliver in terms that are understandable and acceptable by the rest of the management board. For example, Lenox’s CIO should never have promised that “Lifexpress will help the sales force close on more new policies”; this would only be possible if the rest of the competition remained idle, no new technologies became available, the market remained unchanged, etc. Clearly, none of these are guaranteed and therefore the stated benefits referred to the solution of a well-structured problem. Rather than the rest of management learning our vocabulary, we should learn to adjust our perceptions and communicate in a way that includes the considerations of ill-structured problems.

If however, the IS profession envisages the later option (i.e. become an operational component of strategy) as its preferred for future direction, then IS professionals should seriously consider that becoming operation implies divorcing IS activities from organisational strategy. IS hands over the responsibility for strategy to management and in turn waits for specifications to be handed back for implementation. IS becomes one of the many implementation and support mechanisms that exist to carry out organisational change. If the profession is to follow this route, there is no need to worry about the appropriateness of our current or future modelling techniques – they will not be necessary anymore. Once a specification is prepared by others, there is little point in IS re-analysing a problem that is already reduced to a solvable exercise. Under this option, the decades-long debate on methodologies could become obsolete.

Similarly, the IS profession needs not to worry itself about learning the business vocabulary and adjusting the wording of its promises to one that is properly received by the strategists. Their role will stop short from conversing with strategists; all they will have to do is deliver the specification, i.e. solve the algorithm. There is nothing much ambiguous about the solution of an algorithm.

7   CONCLUSION

The reason why we need to distinguish problem solving types in Information Systems design is because fundamentally Information Systems are socio-technical systems that inherently have ill-structured characteristics. If we want to design useful technology, we must recognise these facts not only in order to be able to do our jobs better, but to teach it to our successors better too.
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� There are deeper issues here. Seifert seems to idealise logical calculations. Johnson [20] argues that such idealisation takes a general form. According to this general form, an individual, to be “rational” must carry out a number of cognitive tasks: the individual must “bring to mind” the relevant considerations, test the credibility of premises subject to doubt, gather further necessary information, calculate the most rational policy, and act is possible as if to implement this policy. Seifert’s model of individual rationality has been found by social psychologists to be “grossly implausible” as a model of standard human functioning. The problem is not with the standard human functioning, but with the idealised model of rationality which leads to impractical and frustrating conclusions.


� This was one of the original criticisms of the movement of Business Process Reengineering (BPR) to the IT profession. Under this regime, automating tasks rather than modelling and redesigning processes was compared to ‘rearranging chairs at the deck of the Titanic’.
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