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Intracellular detection and 

functional impact of protein 

synthesis errors in S. 

cerevisiae and E. coli 
 

Connor Sampson 

 
Abstract 

Accurate translation of the mRNA code is vital for both proper cell function, and the 

production of functional recombinant protein products. Errors in translation, i.e. the 

incorporation of amino acids other than those that should be incorporated according to the 

genetic code, negatively affect the function of proteins. This thesis focuses upon two main 

areas. 

1. Possible error detection pathways in S. cerevisiae are examined through the use of 

knockout strains and inhibitor treatments upon both optimised and dis-optimised GST genes. 

None of the surveillance pathway mutants used in this study showed detectable changes in the 

expression levels or in the detectable degradation products expressed from the recombinant 

GST genes, indicating that these pathways are not involved in detecting translational error 

products. However, the sensitivity of the western blotting techniques used in this study is 

limited, and possible alternate approaches are discussed. 

2. An MS-based analysis of translational errors and their effects upon binding affinity in GST 

was carried out prior to this project. The results are examined herein through computational 

analysis, based upon factors such as 3D modelling, evolutionary conservation, and predicted 

tRNA ratios. Additionally, several translational error products were re-created as DNA 

mutants in order to allow experimental analysis of the effects of errors on protein function. 

These two approaches demonstrate the importance of protein folding upon error observation.  
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1. Introduction 

 

When the Central Dogma of 

Molecular Biology was proposed 

by Francis Crick in 1958 it 

became rapidly apparent that the 

proposed pathways of information 

transfer were an 

oversimplification of true 

function, as seen in Figure 1.1 [1]. 

Errors play a major role in this 

system; for example DNA 

replication errors allow evolution, 

while mRNA translation errors 

affect, among other things, 

proteome function and speciation. 

This thesis focuses upon translational errors; the loss of information within the "RNA → 

Protein" section of this diagram. 

1. 1. Decoding Errors 

Moving from the "4 letter" RNA code (A, C, G, U) to the "20 letter" amino acid code requires 

two accurate steps; the loading of amino acids onto their cognate tRNAs via aminoacyl-tRNA 

synthetases (aatRNAs) [2][3][4], and pairing the resulting aminoacyl-tRNAs (aatRNA) with 

their cognate mRNA codons [5][6]. As shown in Table 1.1 and Figure 1.2, both steps may be 

responsible for translational error and must be carried out faithfully for proper codon 

recognition to occur [6][7]. In vivo, tRNA molecules are misacetylated at a rate of around 

∼10
−4

 and mRNA codons are misrecognised at a rate of around ∼10
−4

 [2]. 

 Translation Error tRNA Misacylation Successful decoding 

Cognate amino acid 

bound to tRNA? 

Yes No Yes 

Cognate tRNA bound 

to mRNA anticodon? 

No Yes Yes 

Accurate decoding? No No Yes 
Table 1.1: Possible outcomes of a decoding event, note that both accurate tRNA loading and mRNA translation are 

required for correct amino acid insertion. These possibilities are shown diagrammatically in Figure 1.2.  

Simple systems are often described by a negative speed/accuracy correlation, whereby 

proofreading allows greater error rates as overall speed increases. This makes intuitive sense 

and is the general case when examining direct molecular interactions [8], however this is not 

applicable to overall process of translation. 

The transition from mRNA to Protein is a highly complex process, involving 20 amino acids 

corresponding to 20 tRNA species [9] (not including the non-canonical selenocysteine [10] 

Figure 1.1: The Central Dogma of Molecula Biology, as drawn by 

Francis Crick. This thesis will concern itself with errors upon the 

"RNA→Proten" path of information transfer [1]. 
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and pyrrolysine [11] which are synthesised through distinct mechanisms), containing a 

variable number of tRNA isoacceptors (41 in the case of S. cerevisiae [12]), stemming from 

multiple tRNA genes (274 in the case of S. cerevisiae [12]), decoding 64 possible codons. 

This thesis focuses upon specific missense errors, in which codons are recognised by 

incorrect aatRNAs; however these do not act in isolation and as such a range of major error 

types are included in this introduction.  

Errors in the gene expression process, true to their complex nature, have a complex range of 

effects upon the cell. They can be detrimental to cell health [13], have been implicated in 

human disease [14], and are generally selected against through evolution [15], but can 

function as a cell stress response [7], confer cell benefits such as antifungal resistance [16], 

and be tolerated in normal growth [7].  

It may be noted that certain translational alterations, commonly included under the title of 

translational errors, are, in fact, programmed cell functions; for example, many cells 

(including Bacterial, Fungal, and Mammalian examples) undergoing oxidative stress will 

load Methionine onto non-methionyl tRNA [17]. This class of translational error will not be 

discussed. 
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Figure 1.2: Possible outcomes from the decoding of an Asn Codon, as shown in Table 1.2, where errors at both the acetylation and the translation stage can be seen to insert a 

mismatched amino acid in the same manner. The loading of Ser onto tRNAAsn (2) is known to cause Ser insertion at Asn codons in industrial recombinant CHO cell lines [158]. tRNA 

image credit: Wikimedia Commons/Yikrazuul, based on PDB 1EHZ. 
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1.2. Error Sources 

1.2.1 Elongation Errors 

Multiple forms of error may occur during the elongation of a nascent peptide chain, a general 

categorisation of which can be seen in Figure 1.3. Missense errors represent either the 

insertion of an incorrect aatRNA, leading to amino acid substitution, or the premature 

insertion of termination factors [18][19]. Processivity errors occur when the ribosome fails to 

make normal progress along the mRNA, taking the form of either premature termination [19], 

or a translational frameshift [20]. These error types are examined below. 

 

Figure 1.3: Forms of elongation error, as defined by Farabaugh et al 1999 [19] . 
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1.2.2 Missense Errors 

Missense errors appear to be the most straightforward error type seen in Figure 1.3 however 

their precise causes and effects can be highly complex. 

A missense error is the insertion of one amino acid in place of another in the developing 

polypeptide chain. This may be due to either tRNA misacylation (see 1.2.4 tRNA 

Misacylation), or the insertion of a non/near-cognate aatRNA.  

As the insertion of a an incorrect aatRNA is based upon codon mismatch, it is tempting to 

assume such errors may be understood entirely through the genetic code. A paper by G. Wu 

et al 2005 [21] attempts to do just this. Using a statistical model they assume that codons may 

pair if two out of three bases match, and that errors simply arise through similar tRNA 

anticodons competing equally for a given codon. Using this model, each possible error event 

for a codon is generated (i.e. all first base, second base, and third base mutations), and 

matched to the relevant amino acid. This results in a statistical distribution of error 

probabilities (e.g. for ACU there is a 6/12 chance of Threonine, 2/12 chance of Serine, 1/12 

chance of Alanine, etc.). This may be applied to an entire mRNA and compared to 

experimentally observed errors. If this hypothesis of error occurrence were true, we would 

expect to see a strong match between predicted and observed errors [21]. 

The results, seen in Figure 1.4, show only general correlation, with significant divergence 

between predictions and experimental readings. This demonstrates that while codon 

similarity is an important factor in this error type, there is also dependence upon factors more 

complex than mere codon similarity. 

A more accurate, and complex, model is presented by A. Fluitt et al 2007, incorporating a 

stronger basis in biological process [6]. 

It is well known that elongation rate in vivo is dependent upon the concentrations of suitable 

aatRNAs [22][23] indicating the rate limiting step in protein synthesis to be the “wait” period 

as a suitable aatRNA enters the ribosomal A site [6]. As aatRNA recruitment to the A site is 

thought to be dependent upon random diffusion, it is possible to estimate both the average 

recruitment time per aatRNA and the likelihood that an incorrect tRNA will reach the A site 

[6]. 

An arriving tRNA can be cognate, non-cognate, or near-cognate; where near-cognate species 

have an incorrect anticodon which nevertheless exhibits some complementarily with the 

mRNA codon, resulting in longer rejection times and a higher likelihood of misincorporation 

[24]. Near-cognate codon binding was originally assumed to depend upon correct pairing of 

the first two bases (where most discrimination is thought to occur), allowing third base error 

in the interaction. This assumption was used by A. Fluitt et al and other modelling studies 

[6][25] . 
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Figure 1.4: Predicted and actual mutation rates for a selection of high error proteins. Data generated 

assuming errors to be based on codon similarity alone, showing rough correlation with observed data. 

This indicates missense errors to be influenced by codon similarity, but dependent on further 

mechanisms. Diagram taken from Wu et al 2005 [21]. 
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Experiments based on a Luciferase reporter system updated this definition, wherein an active 

site Arg is mutated and only a missense insertion of the correct amino acid will produce a 

functional protein (a process known as missense suppression) [26]. This work has shown that 

formation of the min-helix between the codon and anticodon is vital for activation, and an 

unpaired third base will prevent this process. Instead a weaker transient mini-helix must be 

formed for near-cognate insertion. In this model a strong second base interaction is required, 

around which the first and third bases may form weaker hydrogen bond interactions with 

their anticodon counterparts, thus allowing the insertion of the near-cognate base [26]. This 

appears to be due to ribosomal monitoring bases A1492, A1493, and G530. It is considered in 

this paper that interactions with the mini-helix allows monitoring bases to alter confirmation 

from the Off to On positions [26], however recent work suggests that this monitoring triad 

does not, in fact, interact with the mini-helix codons. Instead this triad is responsible for 

water exclusion [27]. Under this model, explained in 1.3 Monitoring Bases A1492, A1493, 

and G530, the mini helix itself is more indirectly vital in the acceptance of near-cognate 

aatRNAs. A non-cognate aatRNA, only binding with the first two bases, would have 

significant unpaired hydrogen bonds upon desolvation, while the near-cognate tRNA, with its 

weak hydrogen bonding in positions one and three, is far less vulnerable to desolvation 

energy barriers [26][27]. 

This being said, whilst the initial definition of near-cognate is now seen as incorrect in the 

work of A. Fluitt et al, their findings, based upon experimental data and mathematical 

modelling, are still highly relevant to understanding this area. It is seen that translation rates, 

due to time spent rejecting incorrect tRNAs, are dependent primarily upon relative aatRNA 

proportions within the cell, as opposed to absolute aatRNA levels. It is also seen that codons 

under high competition are more likely to suffer missense errors [6].  

Therefore, it can be seen that a fast decoding (accurate) codon is dependent on a high relative 

concentration of cognate aatRNAs, while a slow decoding (inaccurate) codon is due to a low 

relative concentration of cognate aatRNAs [6][24], and that near-cognate competition is 

based upon mismatched codon pairs forming transient mini-helices, allowing the desolvation 

barrier to be overcome. 

Through this process we see a positive speed-accuracy correlation, although it should be 

noted that the increase in both speed and accuracy is due the decreased likelihood of non-

cognate and near-cognate aatRNA entry into the A site. This speed-accuracy relationship, 

whilst useful, is therefore not directly causative. 

1.2.2.1 Missense Errors - tRNA balance importance 

As seen above, cellular aatRNA balance is highly important for translational efficiency. 

Accordingly, we would expect to observe evolutionary pressure to increase translational 

speed and reduce errors (missense, along with associated errors such as ribosomal editing 

[28][29] and possible +1 frameshifting [30]) by correlating aatRNA levels to codon usage. 

A comparison of S. cerevisiae and E. coli aatRNA and codon abundances indicate just such a 

pattern. In both species tRNAs levels correlate strongly with codon choice, whereby more 
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common codons are represented by a larger population of cognate tRNAs. These levels, 

however, differ greatly between the two species and as such a different balance of codons is 

found to be optimal in each case [31]. This demonstrates strong evolutionary pressure to 

maintain the tRNA/codon correlation with regards to cell codon requirements, minimising 

translational delays and errors through the managing of competition effects. Furthermore this 

evolutionary pressure is found to exist in both prokaryotic and eukaryotic cells, 

demonstrating a fundamental feature of translation.  

In the above study tRNA abundances were directly sampled, allowing clear and reliable 

results. It is possible, however, to estimate tRNA abundances indirectly, whereby tRNAs with 

a higher isogene number will be more highly expressed (see 1.2.2.2 Missense Errors - tRNA 

level maintenance). Using this approach, the tRNA/codon correlation can be observed within 

a wide range of unicellular organisms, further supporting the above conclusions [32]. 

It may be noted that optimisation of the aatRNA/codon balance is only possible for DNA 

sequences with only one host. For example an interspecies plasmid, 2μ, exists within multiple 

species [33] is and therefore is exposed to differing aatRNA balances [31]. As such this 

interspecies plasmid shows no codon optimisation, demonstrating the ability of cells to make 

use of non-optimised genes. Codon optimisation is therefore preferable, but not essential for 

gene expression. 

Codon optimisation can also take the form of “fine tuning” within multiple cells of the same 

organism. Humans, for example, have a range of tissue types, each with their own 

translational needs. As such varying human tissues show varying tRNA levels to match their 

major gene products and, interestingly, varying codon preferences [34], showing each 

differential tissue to be treated as a separately optimised translational system acting under its 

own selective pressure to achieve maximal efficiency. 

Previous studies, however, have noted that a simple codon / aatRNA analysis in eukaryotes 

shows a weak correlation in many cells, and have proposed that in many “more complex” 

cells, other factors demonstrate a higher selective pressure than aatRNA / codon balance [35], 

such as a gene length / codon correlation [36] Further examination, however, reveals the 

importance of tRNA modification in the reading of the genetic code.  

tRNA modification plays a major role in codon recognition, especially modifications to the 

third “wobble position” codon base, known as base 34 [35][37]. Modifications here are used 

heavily by the three domains in order to adjust codon recognition by the tRNA pool (see 

1.2.2.4. Missense Errors - tRNA Activation & Degradation) [37]. These modifications, 

allowing the recognition of a wide range of codons by a smaller number of tRNAs [35], once 

taken into account, restore a high level of correlation between codon usage and tRNA balance 

across all domains, conserving codon optimisation as a highly conserved fundamental 

selective pressure, even in large, slow growing, organisms [35]. 

It may be noted that as codon optimisation contributes to both translational error reduction 

and decoding speed improvement, either effect may provide the dominant selective pressure. 

Examination of Intrinsically Disordered Regions, where folding does not take place, shows a 
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lowered level of codon optimisation compared to conventional, folding, protein regions. This 

suggests a lower selective pressure in these regions, where substitution errors are more easily 

accommodated, and as such shows clear contributions of translational errors to the system 

[38]. 

It is therefore seen that across domains, from unicellular organisms to mammalian tissue, 

codon optimization is a highly important, fundamentally conserved process, highlighting the 

importance of managing these errors as part of basic translational maintenance. Accordingly, 

it is important to understand what factors, both natural and artificial, may affect this tRNA 

balance and thus impact translational efficiency. 

1.2.2.2 Missense Errors - tRNA level maintenance  

As mentioned previously, each tRNA is encoded by multiple gene copies. As tRNAs are non-

translated transcripts, abundance is largely dependent upon the number of genes present for 

each tRNA [32][39]. 

One method to confirm gene copy number of as a major determinant of tRNA levels in a cell 

is through observation of evolutionary change. As stated in 1.2.2.1 Missense Errors - tRNA 

balance importance, there is strong evolutionary pressure for cells to correlate tRNA balance 

with codon usage, with values varying heavily between cells. Accordingly, in horizontal gene 

transfer the introduction of foreign genetic material is likely to introduce genes not adapted to 

the cell system (possessing a low Codon Adaptation Index / CAI [40]). In situations where 

this foreign genetic material places a significant burden on the cell, the tRNA/codon balance 

must be restored. The evolutionary pressure for this process derives from ribosome 

sequestration on the low CAI genes and similar mechanisms reducing overall cell growth 

[39][41]. 

The impact of low CAI gene introduction affects both the frequency of horizontal gene 

transfer and the likelihood that transferred genes will be fixed into the host genome [42]. A 

cell receiving a gene rich in low CAI codons may, however, modify the codon usage within 

that gene through codon selection, whereby unfavourable codons are mutated into codons 

better adapted to the host cell [39][43]. A strong indicator that this process is driven by 

translational efficiency as a selective force is the observation that more highly expressed 

genes show higher rates of codon adaption [43]. 

This mechanism of adaption shows the host tRNA levels as fixed and unchanging, however 

when non-optimised genes are inserted into the cell it is also possible for the cell to respond 

by altering tRNA gene copy numbers; directly altering the local tRNA balance [39]. This is 

plausible as tRNA gene duplication and deletion is a well established evolutionary process 

[44] indicating gene copy number to be the primary controller of tRNA concentrations within 

the cell. 

It should be noted that while tRNA gene copy number and codon usage coevolve, it is 

suggested that genetic constraints on tRNA gene copy number make this a less favourable 

long term strategy when inserting new genes, and instead a likely forms a first step in a 
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proposed adaption cascade [39], as shown in Figure 1.5, demonstrating a complex 

evolutionary process focused on restoring translational efficiency. Another potential reason 

for codon adaption in place of long term tRNA duplication is that while a tRNA pool 

adaptation may increase overall efficiency, it decreases efficiency (and thus increases errors) 

in the original cell genes. Thus, for the introduction of discrete genetic material, the optimal 

long term strategy is codon adaption to match host DNA, driven by the evolutionary pressure 

for cells to maintain accurate and efficient translation. 

Additionally, the effect of codon optimisation may be great enough to play a significant role 

in microbial speciation [43], demonstrating the extent to which translational errors and stalls 

determine the viability of an organism’s genetic material. 

It has therefore been seen that proper tRNA / codon balance is highly important within the 

cell, and that the tRNA levels are primarily regulated and altered through gene duplication, 

however deletion study has shown differing contributions of individual tRNA genes. The 

effect of a tRNA gene is determined by flanking DNA regions, likely due to pol III 

recruitment [45]. While this indicates an ability of the cell to fine tune tRNA levels, this 

mechanism is still based on seemingly unreactive genetic coding. 

This study did, however, highlight some more dynamic homeostatic tRNA expression 

regulation. Deletion of tRNA genes often reduces the abundance of the corresponding tRNA, 

however in some instances the corresponding tRNA abundance remained stable or even 

increased, indicating a regulatory system similar to many protein coding genes [45]. 

 
Figure 1.5: Adaptation to the introduction of low CAI codon genes, showing a proposed evolutionary pathway 

focused on the restoration of codon / tRNA balance, thus restoring efficient and low error translation to the system. 1. 

Lateral Gene Transfer introduces a gene which positively affects cell fitness, and is fixed into the culture. 2. 

Expression of the non-optimal gene is achieved through gene duplication, at the expense of inefficient translation and 

ribosome sequestration. 3. tRNA gene duplication restores some tRNA / codon balance and increases cell translation 

efficiency. 4. Codon adaption replaces non-optimal codons with optimal codons, allowing a return to the cell’s 

original tRNA / codon balance, restoring optimal decoding to the system [39]. Image taken from M. McDonald et al. 

2015 [39] 
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Slight active variation in tRNA levels with respect to codon usage has been reported at 

various E. coli growth rates [46], however the increases seen were generally moderate. The 

study found an increase in high demand tRNAs at higher growth rates to match changing 

transcriptional needs, although the increases were not as great as would be expected for full 

tRNA / codon usage correlation [46]. It therefore appears that this pathway is a minor “fine 

tuning” event responding to growth in a programmed fashion, whereby tRNA pools may be 

non-adapting but moderately dynamic over organism growth. It should be noted, however, 

that the significantly different growth mediums used to achieve each growth rate in the above 

study represent different growth conditions, and as such it cannot be ruled out that alternate 

cell pressures may have affected the system in a manner confused with growth response. 

To summarize the above points, tRNA levels are generally determined by the number of gene 

repeats for each tRNA species, wherein each tRNA gene contributes a genetically 

predetermined level of transcription. tRNA abundances are carefully maintained within the 

cell, and simple deletions of isogene repeats may not result in alterations of tRNA abundance. 

An alteration in codon levels requires an alteration of tRNA balance before codon adaption 

can restore the system, and this must occur through slow alteration of tRNA gene number. 

This is, therefore, a system based around consistency in translation quality as opposed to 

dynamic adaption and shows only a long term ability to respond to changing codon 

requirement. In the short term, a cell would be unable to react to sudden demands of low 

codon adaptation genes, resulting in low efficiency high error translation. 

1.2.2.3 Missense Errors - Silk Glands 

As with most biological systems, there is an exception to the normal mechanism. It should be 

noted that an example of strong dynamic tRNA is regulation is found within the silk glands of 

spiders such as Nephila clavipe [47][48]. During silk production the high levels of fibrin 

translation alter the codon demands in a tissue specific manner [47]. In order to main 

efficient, high accuracy translation, the levels of tRNAs cognate to spider silk are greatly 

raised. 

The alanine specific tRNA in Nephila clavipe shows a novel regulatory system with two 

isoforms found within the genome; one constitutive and the other tissue specific [47][49]. 

Analysis of gene distribution shows distinct clustering of the tissue specific version, as 

opposed to the scattered constitutive version, and no amplification / rearrangement events 

surrounding increased tissue specific expression [50]. 

Most tRNAs are transcribed by Pol III, and utilise a Box A / Box B type (type 2) promoter, 

shown in Figure 1.6, with optional upstream motifs such as a promotional TATA box. This 

system gives rise to the normal behaviour discussed in 1.2.2.2 Missense Errors - tRNA level 

maintenance [51]. The tissue specific Alanine tRNA, however, shows dependency on a far 

upstream Distal Sequence Element for promotion [48] as found in Type 3 promoters (Figure 

1.6), an unusual feature of tRNA genes [51]. It can therefore be seen that this variable tissue 

specific regulatory system is both mechanistically and functionally distinct from ordinary 

tRNAs. 
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Ordinary tRNA transcription is focused upon stability in order to maintain low error rates and 

efficient translation. A system with highly changeable codon requirements may show 

adaptations such as the above discussed silk tRNA
Ala

 or silk tRNA
Gly 

[52] (not discussed 

here). It is notable, however, that dynamic tRNA expression requires a largely different 

regulatory system to that normally found in tRNAs, and gives an indication of the dramatic 

regulatory alterations required to adapt the behaviour of this system. 

 

 

Figure 1.6: Major RNA polymerase (Pol) III promoter types, showing the Box A / Box B type (type 2) promoter 

normally seen in tRNA genes, and the DSE (type 3) found in the tissue specific tRNA Ala. Image taken from G. Dieci 

et al 2007. “The approximate positions of upstream and internal control elements are indicated relative to the 

transcription start site (arrow). A, box A; B, box B; C, box C; IE, intermediate element; TTTT, transcription termination 

signal; PSE, proximal sequence element; DSE, distal sequence element; TATA, TATA box or TATA-like sequence. ... 

Parentheses indicate the fact that not all type 1 and type 2 promoters contain a TATA element. The upstream cross-

hatched region in type 2 promoters reflects the species-specific conservation of composite sequence motifs upstream of 

tRNA genes.” [51] 

1.2.2.4. Missense Errors - tRNA Activation & Degradation 

Proper processing and charging of tRNAs is required before they become available for use 

and can count towards the cell’s aatRNA balance. This is a complex process involving RNA 

processing [53] and modification of the nucleotide bases (increasing EF-1α·GTP binding 

affinity two fold) [54], in addition to charging with a correct amino acid (increasing EF-

1α·GTP binding affinity 10
3
-fold to 10

4
-fold) [54]. As such, the active tRNA concentration 

within a cell depends not simply upon transcription, but also upon the downstream processes 

shown in Figure 1.7. 

For degradation Figure 1.7 shows multiple quality control pathways, and a variable, stress 

related, degradation pathway; endonucleolytic cleavage [53][55]. 

Conditions giving rise to oxidative stress, particularly in the stationary phase, are known to 

generate tRNA fragments cleaved through the anticodon loop through as a eukaryotically 
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conserved process [56]. The generation of these half tRNAs is known to suppress translation 

within the cell, [57][58] however whole tRNA levels remain stable until after half tRNA 

levels have peaked [56]. As such tRNA cleavage does not affect translation through tRNA 

depletion, but rather through a direct effect of half tRNA fragments displacing translation 

initiation machinery (eIF4G/eIF4A and eIF4F) from mRNAs [58]. As such the process does 

not affect active aatRNA levels within the cell, demonstrating a mechanism of translational 

control fundamentally unrelated to aatRNA levels and error management. 

Another important aspect of Figure 1.7 is the charging of tRNAs with amino acids, with 

respect to the amino acid loss through translation. Intuitively, a high enough demand for 

certain aatRNAs would deplete the system’s acylation abilities for that species and alter the 

active aatRNA concentration, with implications for translational errors. Such a system has 

been considered, however simulations have shown that, generally, tRNA depletion does not 

affect active aatRNA species [59]. At extreme levels of translation, here simulated as 50% of 

ribosomes translating a single tRNA species, a non-optimised codon interacting with low 

abundance tRNA would be 10% less efficient than an optimised codon interacting with high 

abundance tRNA. This level is not achievable within S. cerevisiae, only found within certain 

biological circumstances and some modern recombinant systems, such as slow growing 

mammalian cells [59]. As such, tRNA charging and discharging is not a common contributor 

to aatRNA balance, and thus has little impact upon general translational errors outside of a 

specialised system. 

A final area to consider is that of processing and modification. In yeast cells, oxidation may 

trigger a stress response which directly modifies tRNALeu
(CAA)

 to , tRNALeu
(CAA)

 with a 

m
5
C modification upon the wobble base [60]. This modification increases affinity for UUG 

codons, thereby increasing accurate decoding speeds upon the UUG codon and significantly 

upregulating UUG rich genes. In the current example this results in a change of ribosome 

composition, and a combination of altered the tRNA and ribosomal natures stimulate 

increased translation of stress response genes [60]. 

This adaptive process is demonstrative the extensive role of tRNA modification, especially 

wobble base modification, in the differential recognition of codons by tRNA molecules. This 

system is further seen in the differing decoding strategies, and corresponding tRNA codon 

modifications, found in the three domains of life, as examined in H. Grosjean et al. 2010 [37]. 

To quote the paper directly “Both decoding accuracy (limiting ‘cross-box’ misreading) and 

efficacy (increasing translation rates and avoiding frameshifts) are very much depending on 

specific tRNA modification enzymes transforming genetically encoded canonical A, C, G, U 

nucleotides of the precursor tRNA transcripts into a large variety of chemically altered 

derivatives with innovative structural and decoding potentialities” [37]. This is particularly 

clear in its effect upon aatRNA/codon balance within cells, as mentioned in 1.2.2.1 Missense 

Errors - tRNA balance importance [35]. Accordingly tRNA modification is a major factor in 

decoding and fidelity. 
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It is therefore seen that while tRNA processing does not does not limit aatRNA levels in a 

normal system, processing may instead affect aatRNA behaviour. This may be through 

anticodon modification altering activity (as above) [60] resulting in effects similar to aatRNA 

concentration change, or by directly increasing the recognition of cognate over non/near-

cognate codons [61] and reducing frameshifting [62].  

Two relevant features are therefore seen in the processing pathway. Firstly, general 

processing and charging represent a robust system, designed to maintain tRNA levels 

effectively, leaving tRNA gene number as the major controlling factor. Secondly, base 

modifications are highly important for the maintenance of fidelity, showing a more dynamic 

and adaptable control system than gene number, allowing fine tuning of aatRNA activity in 

order to maximise efficiency of codon recognition under differing conditions. 

Or, to generalise greatly: tRNA gene number controls tRNA balance on an evolutionary 

level, tRNA processing works as a non-limiting step to maintain the gene dictated balance, 

and tRNA modification allows fine tuning in a more dynamic manor. Together, this system 

allows precise and stable suppression of translational error, and a maintenance of 

translational efficiency. It does not, however, allow dramatic adaption of aatRNA activity in 

response to sudden changes of codon balance (e.g. the introduction of low CAI genetic 

material.) 

1.2.3 Codon Context 

The concept of codon bias has been much discussed above, however there also exists codon 

pair biases found in all domains of life, even when dipeptide effects are removed. As these 

are enriched in coding regions, they appear to affect the translation process [63]. Contextual 

codon biases have long been observed [64] along with the effect of a codon’s neighbours on 

translational accuracy [65][66][67]. 

These codon pair biases, while occasionally not present in smaller genomes, or altered in 

certain organisms, are found throughout all domains of life, indicating a fundamentally 

conserved feature of the mRNA decoding process [63]. While these biases are more subtle 

than codon biases [63], they behave in a largely similar manner with exact biases varying 

between organisms [68] due to genetic drift [63] and species specific factors [69]. 

This system is further complicated by the interaction of individual bases in neighbouring 

codons. Positions "P-site 3" and "A-site 1" always show pair bias; however many other pairs 

between the P and A sites show additional biases in a range of species. As a result, base 

specific interactions influence codon selection. These biases are likely due to variation 

around the 45° mRNA kink between P- and A-sites, subtly altering the geometry of 

interacting aatRNA molecules [68]. 
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Figure 1.7: General overview of tRNA processing. The tRNA transcript undergoes extensive modification before 

a mature tRNA molecule is produced. Specific cases may not necessarily follow the above sequence, such as 

common tRNAs without introns [53] or rare tRNA gene organisations such as split genes [159] and coding for the 

3′ sequence upstream of the 5′ sequence [160], both of which require specialised splicing processes. Dark red 

boxes show quality control degradation steps [53][55]. The endonucleic cleavage represents a variable stress 

response degradation as discussed in the main text [53][56]. 
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Due to increased pressures in highly expressed genes, CAI and pair selection show a very 

slight positive correlation in Eukaryotic organisms, however in bacterial genomes a negative 

correlation is seen as high frequency codon pairs often contain low frequency codons, 

slowing transcription in high expression genes [68]. 

Codon pair selection is an important process in gene optimisation, affecting various errors, 

translation efficiency, and translational speed. It gives perspective to the importance of codon 

/ aatRNA balance discussed here that pair selection is generally secondary to codon / aatRNA 

balance, representing a trade off between these two optimisation systems. 

Additionally, as codon pair selection has the potential to greatly affect translation rates, 

cellular preference for individual codon selection in highly expressed genes may tentatively 

suggest a greater focus upon reducing missense errors than simply increasing the speed of 

translation. 

1.2.4 tRNA Misacylation 

A major source of error is the charging of tRNAs. While this project will alter substitution 

levels through aatRNA misincorporation (See 1.2.2 Missense Errors), these misacylation 

events will also be present in all samples. 

Aminoacyl-tRNA synthetases (aatRNA synthetases) make extensive contact with their 

substrate amino acid in order to maximise discrimination [2], however in many cases the 

intrinsic binding energies of amino acids to aatRNA synthetases are inadequate to give the 

required accuracy of translation due to the similarities of many amino acids [2][74]. This 

leads to the loading of incorrect amino acids onto tRNA molecules, resulting in translational 

error (previously shown in Figure 1.2), a phenomenon observed in vivo [7].  

Reinforcing this model of random misaminoacylatioin is the observation that increasing the 

concentration of an amino acid in the growth media results in its increased misincorporation 

upon tRNAs through competition effects [75]. In response to this, proofreading systems are 

required [2][75]. These have a wide range of forms throughout life, but seemingly conserved 

functions [75]. 

The synthesis of aatRNA is a two step process, whereby the synthetase first binds the target 

amino acid and “activates” it with ATP, forming an aminoacyl-adenylate (aa-AMP) 

intermediate, then transfers this to the 3′ end of a suitable tRNA, releasing AMP in the 

process [2]. There are, however, alternate approaches to be found throughout life; as 

exemplified by the multiple pathways for Asn and Gln loading, which may be carried out 

either individually or simultaneously within an organism. These amino acids are loaded onto 

their tRNAs either through the direct actions of asparaginyl- and glutaminyl-tRNA 

synthetases, or through pre-translational modification, whereby Asp-tRNA
Asn

 and Glu-

tRNA
Gln

 are modified to Asn-tRNA
Asn

 and Gln-tRNA
Gln

, demonstrating variation in this core 

process [76]. 

Editing, the controlled hydrolysis of the amino acid-tRNA bond, takes place upon every step 

of this process, within the same active site that catalyses aminoacylation, a separate editing 
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domain in the tRNA synthetase [2], or editing domains in separately expressed proteins 

[75][77]. The general pathways are shown in Figure 1.8, working to give an error rate of 

around 10
-4

 [2]. 

These multiple pathways can coexist within the same system, with pre and post transfer 

editing working alongside one another to give functional redundancy. In such cases one 

pathway usually dominates, however if the dominant pathway is repressed, the secondary 

pathway may compensate and prevent a rise in error levels [78]. 

Consistent with the redundancy often seen, inactivation of these pathways has severe effects 

on cell viability [79], genomic stability [80] and the ability to grow in the presence of varying 

amino acid concentrations [75][79] due to translational errors. This response is in keeping 

with the severity of decoding errors originating from other sources, particularly the missense 

errors focused upon in this thesis (see 1.2.2 Missense Errors), and the associated evolutionary 

pressures against them, as amino acid misincorporation has the same effect on protein 

population regardless of source. 

 

Figure 1.8: "Editing pathways against the noncognate amino acid (aa)." from J. Ling et al 2009 [2] "(Pathway 1) 

Posttransfer editing. The misactivated aa is first attached to the tRNA and then translocated from the active site (AS) to 

the distinct editing site (ES) for hydrolysis. (Pathway 2) Translocation of aminoacyl-adenylate (aa-AMP). The 

misactivated aa-AMP directly translocates to the ES to be hydrolyzed. (Pathway 3) Selective release. After activation, the 

noncognate but not the cognate aa-AMP is expelled into solution and subjected to spontaneous hydrolysis. (Pathway 4) 

Active site hydrolysis. The noncognate aa-AMP is hydrolyzed at the AS before release. Pathways 2–4 collectively 

comprise pretransfer editing."[2] 
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1.2.5 Tautomerization 

Since the elucidation of 

nucleotide structure and the 

role of base pairing in base 

recognition, 

tautomerization has been 

proposed as a potential 

error source [81].  

Tautomerization, the 

process by which two 

isomeric forms of a 

molecule exist in 

equilibrium, is a feature of 

the nucleotide bases, 

resulting in major and 

minor tautomeric forms. These minor forms are capable of creating non-Watson-Crick base 

pairs, as seen in Figure 1.9. 

DNA replication has been confirmed to involve these G:T [82] and C:A [83] base pairs, 

demonstrating true biological effect [84]. As translation depends upon this process, 

tautomerization appears to be a likely error source. 

Crystal structures have shown non-Watson-Crick pairing within the ribosome consistent with 

tautomerization, exemplified by a G-U pair appearing to follow non-wobble interactions; 

however in vivo such arrangements are highly unfavourable. Molecular dynamics 

calculations carried out by Priyadarshi Satpati and Johan Åqvist show that, for this example, 

tRNA-ribosome complexes at the proofreading stage disfavour the enol tautomeric form by a 

factor of 10,000 compared to the cognate case, and the crystal trapping of tautomeric base 

pairs is only achieved through the extreme conditions found in crystallographic study [85]. 

Crystallographic tautomeric pairing, however, sheds light on ribosomal proofreading against 

tautomeric and general non-cognate pairs in vivo. In the crystal structure of tautomeric pairs, 

a Mg
2+

 ion is seen in the region of rRNA monitoring bases A1492 and A1493, interfering 

with their normal function, as described in 1.3 Monitoring bases A1492, A1493, and G530 

[85]. This further supports the idea that a functioning ribosome, with a discriminating 16s 

rRNA monitoring triad, would not be vulnerable to tautomeric errors under normal 

conditions. 

  

Figure 1.9: "Base-pairing schemes involving minor tautomers of the natural bases; 

top, T:G pairs involving keto-enol tautomers; below, C:A pairs involving amino-

imino tautomers" taken from V.H. Harris et all 2003 [161]. 
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1.2.6 Premature Termination 

Premature termination is the end of translation and the release of peptide before the stop 

codon is reached. Incidents of Termination Factors inserting prematurely are exceedingly 

rare, and premature termination is most usually the result of "ribosome editing" [19]. If a 

non-cognate amino acid successfully enters into the ribosome and transfers to the P site, the 

interactions between the codon-anticodon pair are weaker than the comparative interactions 

for a cognate pair. This increases the likelihood of premature dissociation of the ribosome 

and release of the nascent peptide [19][28][29]. This acts as a reserve system to limit the 

effect of missense translational errors, whereby the incorrectly inserted aatRNAs, having 

passed all previous quality control mechanisms, may still be rejected. This is, however, a 

final resort as the termination of a nascent peptide represents a high energetic cost for the 

prevention of a single missense error. 

As this process depends on non-cognate insertion, rates of ribosome editing are increased by 

conditions which encourage non-cognate insertion, such as amino acid starvation altering the 

levels of available tRNAs [28][29] (see 1.2.2.1 Missense Errors - tRNA balance importance). 

1.2.7 Frameshifting 

A translocational frameshift is most simply seen as a “slippage” of the ribosome during 

translation. If the ribosome slips by a number of bases not divisible by three it enters a new 

reading frame (either +1 or -1 to the original reading frame), causing all following codons to 

be altered [20]. This has a large impact upon the developing polypeptide, and is likely to 

result in premature termination, as 3 out of 64 random out of frame codons will be 

termination codons [20]. These large errors, however, are particularly rare, occurring with 

tenfold lower frequency than other error types [86]. Frameshift events come in two forms; 

spontaneous and programmed; both of which are believed to follow the similarly 

cotranslational mechanisms for +1 and -1 slippages [19][86]. 

These errors were originally treated as special case of missense error, whereby a tRNA 

mistakenly associates with 4 mRNA bases, however this particular model, known as 

quadruplet translocation, has long since been abandoned in favour of unique +1 and -1 

slippage mechanisms [19][86]. 

A -1 frameshift usually occurs upon a consensus sequence found in all domains [20][86], 

often seen in prokaryotes [87] and eukaryotic viruses [88][89], as shown in Figure 1.10. The 

initial step, found in prokaryotic systems only, is ribosome binding to the internal Shine 

Dalgarno sequence. These sequences, when found internally, are known to cause pauses in 

translation and allow accurate ribosomal positioning through complementarity with 16s 

rRNA, [90][91] and as such works to position the ribosome ready for programmed frameshift 

[20].  

The frameshift itself depends on the slippery region and obstruction. The slippery region, 

usually with a sequence X XXY YYZ (where spaces indicate codon positions) [92] is designed 
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so that a -1 frameshift will allow repairing of non-wobble bases, and thus minimise the 

energetic cost of frameshift [92].  

Competing models for the precise slippage mechanism have been unified into a “kinetic 

model” [86] viewing all pathways as possible slippage mechanisms, and indicating two 

distinct approaches to -1 slippage. The first (“Integrated” [92] and “9Ǻ” [93] models) 

suggests that the mRNA obstruction prevents proper relative movement of the ribosome and 

mRNA upon accommodation of an incoming aatRNA upon the slippery sequence, due to 

GTP hydrolysis by eEF1a, thus creating tension in the spacer region (Figure 1.10). A -1 

frameshift relieves this tension, relaxing the system and allowing time for the ribosome to 

unwind the obstruction [86][92][93]. 

The other possibility (“cotranslational” model) proposes that normal translocation, powered 

by eEF2 GTP hydrolysis, is obstructed by mRNA secondary structure, resulting in a +2 

translocation in place of a +3 translocation, effectively giving a -1 frameshift [86][94][95]. 

Similar to -1 frameshift, +1 frameshift is found within both prokaryotic [96] and eukaryotic 

[30][97] systems, including mammalian cells [86][98]. The mechanisms and signal 

sequences, however, are far more divergent [86]. The core process, relevant to this thesis, 

relies on another "slippery sequence". The general principle involves slippage between slow 

and fast codons. For example, a yeast slippage site of CUU AGG C contains the slow codon 

AGG corresponding to the low abundance Arg-tRNA
CCU

. This causes a pause in ribosomal 

translation. A +1 slippage, however, would give the GGC codon, corresponding to the highly 

abundant CCG-tRNA
Gly

. In this way, slow decoding of the in frame codon can be 

occasionally overtaken by a fast decoding +1 frame codon [86][92][99]. 

This relation to tRNA competition is verified through increasing the abundance rare aatRNA 

(here Arg-tRNA
CCU

 ), thereby lessening competition effects and reducing +1 shift efficiency 

by 50%. Further to this, complete depletion of the rare aatRNA increases frameshift 

efficiency to near 100% as the ribosome reaches the blockage codon [99] and, importantly, 

takes a +1 frameshift to an abundant tRNA codon instead of simply carrying out a missense 

error (see 1.2.2 Missense Errors) or activating the NGD pathway [100][101]. 

Given the low rate of spontaneous occurrence, and the careful arrangement required for 

programmed initiation, frameshifting is best viewed as a purposeful mechanism for 

generating additional polypeptides from desired sequences, with little relation to other 

decoding errors. Additionally, as rare spontaneous examples are likely to see early 

termination, [20] the random error here is, in comparison to others discussed, a minor player 

in protein synthesis.  

However, +1 frameshifting is shown to be highly dependent on tRNA competition for its 

action. It's dependence on relative tRNA levels, and rare codon initiation, indicates a 

preference for conditions similar to missense errors; although a study focused on missense 

errors would be unlikely to detect the elevated levels of +1 frameshift errors, due to the 

difficulty in detecting the "truncated nonsense" peptides produced by this process, and a 
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decrease in native protein level will likely be overshadowed by the decrease caused by 

decoding with slower, error prone, codons through delays and missense alone.  

 
Figure 1.10: Programmed +1 frameshift regions. 1. Eukaryotic systems show a slippery sequence, followed by a 

pseudoknot region designed to impede ribosomal procession [86]. 2. Prokaryotic systems show a similar orginisation, 

using a hairpin loop to slow ribosomal progression. An internal Shine Dalgarno sequence is also used to correctly 

position the ribosome for a frameshift event [20]. 

1.3. Monitoring Bases A1492, A1493, and G530. 

Free energy simulations 

by Priyadarshi Satpati et 

al (2014) [27] show the 

key role of this 16s rRNA 

triad in translational 

fidelity. These bases 

undergo significant 

conformational change in 

the transition between 

ribosomal off and on 

states, as seen in Figure 

1.11[27]. While not 

interacting directly with 

the codons, these bases 

act to exclude free water 

molecules from the area 

of interaction during 

transition to ribosomal On 

state. This prevents 

Figure 1.11: Conformational change of the monitoring bases during transition from 

ribosomal off to on state, showing their proximity to the codon-anticodon pair in 

the On state. These bases were originally assumed to interact with the codon-

anticodon pair itself, but have been shown to act through solvent exclusion. Image 

taken from P Satpati et al 2014 [27] 

1. 

2. 
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mismatched base pairs from forming hydrogen bonds with water, giving a high energetic cost 

for non-cognate base desolvation, disfavouring incorrect pairings. This affects the total 

energetic cost of transition from Off to On states, with extra cost of desolvation making the 

rejection pathway, returning to Off state, far more likely for a non-cognate base [27]. 

Further proof of this system can be seen in its deactivation. It is well documented that 

increasing Mg
2+ 

concentrations correlate with an increase in error rates [102]. In sufficiently 

high Mg
2+

 concentrations, a Mg
2+

 atom can be seen to bind in the monitoring triad region, 

where it appears to aid transition of the region from Off to On states at a lower energetic cost, 

causing both higher error rate and overall translation speed [27][85]. Under these conditions 

the ribosome is able to form tautomeric errors not normally found within the ribosome [85] 

(see 1.2.5 Tautomerization) as well as tolerating non-cognate insertions (see 1.2.2 Missense 

Errors). 

1.4. Ribosome Heterogeneity 

An additional complication, as has been suggested by Ribas de Pouplana et al (2014) [103], is 

that ribosome heterogeneity may modulate translational fidelity. Ribosome heterogeneity 

means that ribosomal composition is not static, and may change in response to environmental 

factors in prokaryotic [104] and eukaryotic cells [105]. Ribosomal modifications [105] and 

mutations [106] have been observed to affect translational accuracy, lending support to this 

proposal. If true, the role of dynamic ribosomal heterogeneity as an environmental response 

may well alter the cell’s approach to translational accuracy.  

1.5. Translational Error in Context of General Misfolding 

Highly expressed proteins demonstrate a slower sequence evolution than their lower 

expressed equivalents (E-R anticorrelation). This has been attributed to the cost of misfolded 

proteins on expression through the Translational Robustness Hypothesis [107]. This proposes 

that in the evolution of a highly expressed protein, even non functionally dependent residues 

will be under selective pressure to maintain the native structure, thus reducing the burden of 

misfolding on the cell. While the original hypothesis focuses on translational error induced 

misfolding [108] it has since been extended to include selection against error-free misfolding, 

another important factor in sequence evolution, through the Misfolding Avoidance 

Hypothesis [107]. 

Translational errors are predicted to represent a significant burden, with around 19% of 

average yeast proteins containing a missense error [107] and 20-65% of substitutions leading 

to inactivation, most commonly through misfolding [107][109][110]. To give perspective, in 

producing the required 1.26 million copies of PMA1, this error rate would give 63,000 

missense misfolding errors, outnumbering >97% of yeast proteins. This demonstrates the 

need to reduce errors and decrease misfolding, even before non-error induced misfolding is 

considered [108]. 
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In a similar manner to error based misfolding, error free misfolding may create a pool of non-

native protein forms, and is selected against through the selection of high stability amino 

acids in each position, a pressure most clearly found in highly expressed proteins [108]. 

In the case of a highly expressed protein with optimised codons and amino acids, it is 

suggested that genetic mutations altering codon usage are likely to result in increased 

misfolding rates due to a rise in error based and error free misfolding; as such mutations are 

selected against [107][108]. This shows translational error to be a strong evolutionary 

restraint in the cell, favouring stability of highly expressed species. 

In the Misfolding Avoidance Hypothesis the effect of error-free misfolding is of a 

comparable importance to mistranslation induced misfolding; i.e. post-translational and 

translational errors are similar in their impact. These competing factors result in a balance 

between optimal codon and optimal amino acid usage, causing both factors to be non-fully 

optimised [108]. Thus while translational error suppression is important, a cell must balance 

this against alternate sources of error, preventing perfect optimisation from occurring, and 

indeed implying that a sequence composed entirely of optimal codons is not the optimal 

sequence for efficient protein expression. 

It may also be noted that the selection of suitable amino acids, increasing overall stability, 

may increase the ability of a protein to fold in the presence of translational errors, further 

complicating the relationship between these two factors. This effect has been proposed as a 

factor contributing to the higher stability of predicted ancestral proteins in comparison to 

their modern equivalents; allowing ancestral cells to function effectively in the presence of 

heightened translational error rates [111]. 

1.6. Overall Sequence Optimisation & Focus of This Thesis 

Translational error is an inevitable and significant feature of protein creation. The design of 

an optimal codon sequence is a highly complex task involving the balancing of multiple error 

sources; such as matching codon choice to local aatRNA concentrations to minimise 

missense errors, selecting highly stable amino acids for each position to minimise 

spontaneous misfolding, managing codon context biases & resulting out of frame codons, 

balancing of base biases within neighbouring codons, avoiding frameshift sequences & 

unwanted mRNA secondary structures, and possibly accounting for further dynamic factors 

such as tRNA processing and depletion & ribosomal heterogeneity.  

This being said, however, it is possible to create non-perfect "good" and "bad" sequences for 

a given protein based upon aatRNA/codon balance alone, as this system has a strong impact 

upon mistranslation, [6][24][31][32] represents a heavy source of misfolding [107][108], and 

has a significant effect upon cell function [31][32][42]. Clearly, there would be a large 

difference between minimum and maximum optimisation codon sequences based upon tRNA 

balance, providing a simple model system in which to experimentally probe the effects of 

translational error. 
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It may be noted that the choice of optimal codons as those with the highest tRNA abundance 

was challenged by P Shah et al 2010 [112]. It is well known that the ratio between cognate 

and non-cognate is the major factor determining translational error rates [18][26], however 

general selection for high abundance tRNAs is often seen as a suitable simplification. P Shah 

et al 2010 argues that correlation between tRNA abundances within genomes means that high 

abundance tRNAs often have high abundance near-cognate tRNAs, and as such would only 

provide increased translational speed, not accuracy [112]. This analysis, however, defined a 

near-cognate codon as a codon differing by a single base pair [112]. This represents a heavy 

simplification. Experimental work has shown that the binding of near-cognate bases relies on 

the formation of a transient mini-helix between the codon and anticodon; something which 

does not occur for all codons differing by a single base, and may occur with greater than one 

base difference [26]. Additionally, study of all codons one base removed from UUU, found 

only four out of fourteen codons to bind significantly above a non-cognate control [18]. As 

such, the analysis of P Shah et al 2010 will have taken into account an expanded and largely 

incorrect pool of near-cognate codons when determining competition effects and abundance 

correlation, increasing the likelihood of finding abundant codons under strong "near-cognate" 

competition. Finally, it is claimed that instead of error prevention, the tendency of cells to 

correlate codon usage with tRNA abundance is to increase translation speed, and reduce 

nonsense errors [112]. However, the observation that Intrinsically Disordered Regions, where 

folding does not take place, show reduced levels of codon/tRNA correlation (see 1.2.2.1 

Missense Errors - tRNA balance importance), can only be explained through recognition that 

missense errors, which may have reduced impact in these areas, are a key factor in driving 

cells to utilise codons with high tRNA abundances. As such, the codon optimisation 

technique used in this project, selecting for high abundance tRNAs, remains an appropriate 

and biologically relevant approach.  

Previous work by Tobias von der Haar and Lyne Jossé created minimum and maximum 

codon optimisation sequences for Glutathione S-transferase (heron referred to as Max-GST 

and Min-GST respectively) in order to examine translational errors and their regulation 

through comparative study within transformed S. cerevisiae and E. coli, with the aim of 

identifying systems involved in translational error regulation. 

The binding affinities of Max-GST and Min-GST, expressed in both S. cerevisiae and E. coli, 

were examined through the use of a glutathione affinity column; whereby GST extracts were 

passed through the column, and the percentage of protein bound recorded. It was expected 

that Min-GST in both species, due to the higher rate of random substitution errors, would 

display a lower level of binding than Max-GST. This behaviour was observed in E. coli 

samples, shown in Figure 1.12.1, demonstrating clear functional impact of codon 

optimisation upon protein activity. S. cerevisiae samples, however, showed no binding 

difference between Max and Min-GST, implying no difference in substitution errors in the 

mature proteins.  

In addition to this, a mass spectrometry technique was created in order to detect translational 

error substitutions within mature proteins. Using this technique, translational error levels 

could be directly observed in E. coli and S. cerevisiae produced GST samples, as shown in 
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Figure 1.12.2. It can be seen that true error levels reflect the conclusions of the earlier binding 

study; E. coli samples show Min-GST to present higher error levels, while S. cerevisiae 

samples show equal error levels regardless of codon optimisation. S. cerevisiae cell cultures 

were also exposed to NAT, known to increase translational error rates [113], which resulted 

in observable rises in translational error, with Min-GST rising the greatest.  

As such, this thesis attempts to identify possible error regulation pathways in S. cerevisiae 

which may explain the resistance of these cells to the production of additional translational 

errors in response to lower codon optimisation.  

 

 
Figure 1.12: Effects of codon optimisation in the production of GST. Graphs provided by Tobias von der Haar. 1. 

Min/Non-Optimised GST and Max/Optimised GST produced in E. coli and S. cerevisiae were passed over a 

glutathione affinity column. The percentage bound to the column was recorded. In keeping with expectations, the 

higher levels of error substitutions in the non-optimised E. coli sample reduced its binding compared to the optimised 

sample; however S. cerevisiae samples showed identical binding, regardless of codon optimisation. 2. Mass 

Spectrometry was used to directly detect translational error substitutions within mature proteins. Min/Non-

Optimised GST and Max/Optimised GST produced in E. coli and S. cerevisiae were examined. E. coli samples showed 

higher levels of substitution errors for non-optimised GST, while S. cerevisiae showed approximately equal 

substitution errors for both Optimised and Non-Optimised GST. NAT, known to increase levels of translational 

error, was added to S. cerevisiae cultures, resulting in detectable rises in error levels.  

Additionally, MS analysis was carried out on E. coli Min-GST before and after binding to a 

glutathione column, allowing the relative binding affinities of various translational error 

substitutions to be observed. In this thesis, computational analysis is carried out upon this 

data set in order to gain a fuller understanding of the errors, and several of these errors are 

created at the DNA level as GST mutants in order to study their behaviour directly. These 

complimentary approaches will allow the behaviour of translational error proteins to be 

examined, and will primarily address two question: 1. What factors differentiate an 

observable translational error from a non-observable translational error? 2. Does the process 

of inserting a translational error substitution into the growing peptide have any effects upon 

the mature product beyond amino acid alteration (i.e. will the DNA mutants show similar 

behaviour to the original translational error proteins)?  

1. 2. 
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2. Materials and Methods 
 

2.1. Strains 

2.1.1. S. cerevisiae 

Protein expression - BY4741 (MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0) [114].  

Knockout mutants - Δrqc1, Δrqc2, Δpep4, Δupf1, Δdom34, & Δdhh1 [115]. 

2.1.2. E. coli Strains  

Protein expression - BL21 (fhuA2 [lon] ompT gal [dcm] ΔhsdS). 

Plasmid cloning - TOP10 (F– mcrA Δ(mrr-hsdRMS-mcrBC) Φ80lacZΔM15 ΔlacX74 recA1 

araD139 Δ(ara leu) 7697 galU galK rpsL (StrR) endA1 nupG). 

 

2.2 Transformation  

2.2.1. S. cerevisiae 

The expression vector containing full length N-terminal (His)6 tagged GST was pre-prepared 

by Dr Tobias von der Haar. 1ml BY4741 overnight culture was pelleted through 

centrifugation, followed by addition of 240µl 50% PEG 4000, 36µl 1M LiAc, 10µl ssDNA 

(preheated to 96°C for ten minutes to achieve denaturation), 2.5µl 2-Mercaptoethanol, 1µl 

plasmid DNA, and 69.5µl water followed by vortexing. Cells were then incubated at room 

temperature for 20 minutes, heat shocked at 42°C for 15-20 minutes, centrifuged at 2000rpm 

for 2 minutes, supernatant removed and resuspended in 200µl water. Cells were plated on 

selective Ura deficient agar. 

 

2.2.2. E. coli 

The expression vector containing full length N-terminal (His)6 tagged eIF4AI was pre-

prepared by Dr Tobias von der Haar. 100µl of competent cells were incubated on ice with 1µl 

plasmid for 20-30 minutes, heat shocked at 42°C for 60 seconds, and then returned to ice. 

1ml of LB broth was added, and the cells incubated at 37°C for 1 hour with shaking. Cells 

were then plated on 50µg/ml kanamycin LB or 20 µg/ml chloramphenicol LB agar depending 

upon selection marker used. 

 

2.3 Generation of Competent E. coli Cells 

115ml LB was inoculated with 32 µl of overnight culture and incubated at 37°C. At OD600 = 

0.5, 15ml of warm (37°C) glycerol was added. Incubation continued for 5 minutes, before 

transferring to a pre-chilled centrifuge bottle and keeping on ice for a further 10 minutes. 

Culture was centrifuged at 4000rpm, 4°C, for 10 minutes and supernatant discarded. Cells 

were resuspended in 100ml ice cold Mg-Solution (0.1M MgCl2, 15% Glycerol), centrifuged 

at 3800rmp, 4°C, for 8 minutes, and supernatant discarded. They were then resuspended in 

100ml ice cold T-Salts (0.075M CaCl2, 0.006M MgCl2, 15% Glycerol), incubated on ice for 

20 minutes, centrifuged at 3800rmp, 4°C, for 8 minutes, and supernatant discarded. Resulting 

cells were gently resuspended in 5ml ice cold T-Salts and stored at -80°C. Cells were allowed 

to freeze overnight before use.  

 

2.4. S. cerevisiae drug testing 
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Cells were grown in 5ml Ura- broths overnight, before transferring to a 30ml solution at 

0.1OD600. NAT cell cultures were grown in the presence of 3µg/ml Nourseothricin Sulfate. 

PMSF cell cultures were grown until around OD600 0.6-1.0 before addition of 1mM 

Phenylmethylsulfonyl fluoride. MG132 cell cultures were grown until around OD600 0.6-1.0 

before addition of 100µM MG132 & 100µM SDS (to increase permeability and allow 

MG132 uptake [116]).  

 

2.5 Protein Extraction  

2.5.1. S. cerevisiae 

Protein extraction was carried out as described by von der Haar 2007 upon 5 OD600 units of 

cell culture [117].  

 

2.5.2. E. coli 

5 OD600 units of cell culture were harvested, frozen cell pellets resuspended in 500µl 

Resuspension Buffer (200mM NaCl, 20mM Tris-HCl pH 7.5), and lysed through sonication.  

 

2.6. Protein Precipitation 

Methanol/Chloroform precipitation was carried out as described by von der Haar 2007 [117]. 

 

2.7. Immunoprecipitation 

200µl protein samples were incubated with Anti-Ubiquitin antibody (Abcam Anti-Ubiquitin 

antibody [ab19247][118]) at 4°C overnight with rocking. 40µl washed Dynabeads® were 

added to samples, and incubated for 30 minutes at room temperature with rocking. Beads 

were removed through pelleting, and washed through three further suspensions and 

pelletings. Beads were resuspended in 40µl 3xSDS Sample Buffer, vortexed briefly, heated to 

95-100°C for 10 minutes, and finally centrifuged for 1 minute at 13000rmp. The supernatant 

was taken for SDS-PAGE analysis. 

 

2.8. Western Blots 

2.8.1. SDS-PAGE 

Gels were made according to Table 2.1, (12.5% separating and 4% stacking concentrations) 

samples boiled at 96°C in a volume of 4xSDS Sample Buffer (80mM Tris pH6.8, 20% 

Glycerol, 2% SDS, 0.05% Bromophenol Blue) and run at 180V in Running Buffer (25mM 

Tris-base, 192mM Glycine, 5.2mM SDS).  

 

 Separating Gel Stacking Gel 

30% Acrylamide:Bisacrylamide 29:1 9ml 2ml 

4x Lower Tris (1.5M Tris pH 8.8, 0.4 % SDS) 5.4ml - 

4x Upper Tris (1.0M Tris pH 6.8, 0.4% SDS) - 3.5ml 
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Deionised Water 7.2ml 8.4ml 

40% Ammonium Persulfate (APS) 80µl 80µl 

Tetramethylethylenediamine (TEMED) 10µl 10µl 

Table 2.1: Composition of polyacrylamide gels used. Quantities shown for a four gel batch. 

 

2.8.2. Transfer 

Nitrocellulose paper was soaked for 2 minutes in methanol, before soaking with gel in 

Transfer Buffer (20mM Tris, 200mM Glycine, 3.5mM SDS) for 10 minutes. Semi dry 

transfer was carried out at 9V for 30 Minutes.  

 

2.8.3. Enhanced Chemical Luminescence (ECL) Detection 

Blocking was carried out using TBS-M (50mM Tris pH 7.8, 150mM NaCl, 5% dried milk 

powder) for ten minutes, followed by overnight incubation in TBS-M-Primary Antibody 

(anti-GST produced in rabbit [G7781 SIGMA]) at 4°C. Membrane was rinsed once in TBS-

M, and then incubated with a TBS-M-Secondary antibody mixture (anti-rabbit antibody, 

peroxidase linked [12-348 SIGMA]) for one hour at room temperature. Blot was visualised 

using ECL solutions; 10 ml Solution 1 (2.5mM Luminol, 400µM Coumaric Acid, 100mM 

Tris pH 8.5) and 10ml Solution 2 (0.064% H2O2, 100mM Tris pH 8.5) incubated with 

membrane for two minutes, before visualization with a SynGene G:BOX for cumulative 

exposures of 1-10 minutes.  

 

If repeat detections were required upon the same gel, stripping was carried out using 

ThermoFisher Scientific Restore
TM

 Stripping buffer [119]. 

 

2.9. Gel Staining 

2.9.1. Coomassie Blue 

Gels were soaked in Staining Solution (40% Methanol, 8% Acetic Acid, 0.6μM Coomassie 

Brilliant Blue) for 30 minutes, destained in destain solution (40% Methanol, 8% Acetic 

Acid), and stored in distilled water. 

 

2.9.2. SYPRO® Ruby Protein Gel Stain 

Stain was used according to manufacturer instructions [120]. 

 

2.10. Cell Growth Assays (S. cerevisiae) 

Growth rates were measured using a BMG labtech SPECTROstar
nano

 for BY4741 

transformed with a control plasmid. Samples consisted of 1ml Ura- broth inoculated with 

10µl overnight culture, and all drugs were added at beginning of incubation to levels used in 

previous experiments. OD600 measurements were made at 30 minute intervals with 400rpm 

double orbital shaking in a 24 well plate. Growth rates for each sample were calculated for 

the fastest increasing seven point run. All readings were adjusted according to three sterile 

Ura- controls. 
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2.11. His Tag Purification 

500ml to 1000ml culture was used to generate samples. Yeast cells were lysed through 30 

minute incubation at room temperature in the presence of 5ml Y-PER (Thermo Fisher 

Scientific, UK) per gram wet mass, with 8 M Urea added for denaturing conditions. E. coli 

cells were lysed through sonication of frozen pellet in Buffer A-Urea (50mM Tris pH 7.5, 

250mM NaCl, 8M Urea) with the addition of one protease inhibitor tablet (Sigma Aldrich 

cOmplete™, Mini, EDTA-free Protease Inhibitor Cocktail[121]). Urea is used to denature 

before Nickel binding, as the tertiary structure prevents access to the N-Terminal (His)6 Tag 

for this GST construct. Proteins were extracted through centrifugation for 15 minutes at 

15,000 rpm. 1ml of Chelating Sepharose Fast Flow [122] was used per 2-3g of highly 

expressed protein. For poorly expressed Min constructs, lower volumes of sepharose are 

recommended to reduce contamination. Beads were washed in column with 10ml water, 2ml 

nickel solution (0.2M NiCl2). 10ml water, and 10ml buffer A-Urea. Sample is then run over 

the column and washed with 10ml Buffer A-Urea. In dialysis based runs Buffer B-Urea (50 

mM Tris pH 7.5, 100 mM NaCl, 100 mM EDTA, 5mM β-mercaptoethanol, 8M Urea) is used 

to elute in 1ml fractions. In non-dialysis runs the sample is washed with 10ml Wash Buffer 

(20mM Tris pH 7.5, 200mM NaCl, 5mM MgCl2, and 5mM β-mercaptoethanol) to remove 

urea, and Buffer B used to elute in 1ml fractions. 

 

2.12. Dialysis 

Dialysis was carried out using Thermo Scientific™ Slide-A-Lyzer™ 10K MWCO Dialysis 

Cassettes [123] in dialysis buffer (20mM Tris pH 7.5, 200mM NaCl, 5mM MgCl2, and 5mM 

β-mercaptoethanol). Sample was dialysed overnight at 4°C, then for two further hours in 

fresh dialysis buffer. This method is not recommended due to resultant protein precipitation. 

Instead urea should be removed upon the nickel-sepharose column, as described above. 

 

2.13. GST Binding Assay 

Purification fractions were analysed using coomassie blue stained SDS-PAGE gels, and 

fractions with high GST were pooled. Total sample volume was reduced to 1ml using 10,000 

MWCO Pall Corporation Microsep™ Advance Centrifugal Device [124]. GST binding assay 

made use of Pierce™ Glutathione Magnetic Agarose Beads. 100µl slurry was washed with 2 

x 1ml Dialysis Buffer, before addition of 0.5ml sample, 15 minute room temperature 

incubation with shaking, removal of supernatant, wash with 2 x 1ml Dialysis Buffer, elution 

through addition of 200µl SDS-Sample Buffer at 95°C for 10 minutes, and final separation 

through centrifugation at 13,000 rpm for 3 minutes.  

 

2.14. MS Sample Preparation 

Samples were run on SDS-PAGE gels, coomassie blue stained and destained as normal. 

Sample bands were cut from gel, diced into 1mm cubes, and transferred to microcentrifuge 

tubes.  
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Gel pieces were washed in the following series, removing liquid between each wash: 2 x 15 

minutes 100mM NH4HCO3, 50% Methanol (to reduce staining); 2 x 15 minute 100µl 50mM 

NH4HCO3:acetonitrile (1:1); 15 minutes 100µl acetonitrile to shrink gel pieces; 30 minutes at 

56°C ~50µl (gel covering) 10mM DTT in 50mM NH4HCO3; ~ 5 -10 minutes brief shrinking 

in acetonitrile; 15 minutes at room temperature in dark 55mM Iodoacetamide in 50mM 

NH4HCO3; 2 x 15 minutes 100µl 50mM NH4HCO3, 30 minutes at 4°C 25mM NH4HCO3 

10% acetonitrile, 10ng/µl trypsin (checked after 15 minutes, adding more trypsin solution if 

all had been absorbed by gel pieces); overnight in ~10µl (minimum to cover gel and avoid 

diluting sample) 25mM NH4HCO3 10% acetonitrile. 

 

5µl acetonitrile was added and samples sonicated for 15 minutes in an ultrasound water bath. 

Samples were spun down and supernatant collected. 10µl 50% acetonitrile, 5% formic acid 

was added and samples sonicated another 15 minutes before final supernatant was collected 

and pooled with previous supernatant. Samples were stored at -80°C before analysis. 

 

2.15. Computational 

 

2.15.1. Image Analysis  

Gel band intensities were measured using ImageJ [125], and distances were measured using 

GIMP [126]. 

 

2.15.2. Molecular modelling 

Protein structures were obtained through the PDB [127] and visualised using PyMol [128]. 

Conservation values were generated using the ConSurf server [129][130][131][132][133]. 

Amino acid changes ranked according to the BLOSUM62 Substitution Matrix [134]. 

 

2.15.3. Statistical Analysis  

Statistical Analysis was carried out using Microsoft Excel (2007). Relative tRNA levels were 

taken from existing literature [135][136]. 
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3. Results 

3.1. S. cerevisiae Error Control  

Previous MS experiments established the presence of translational errors in GST production, 

and their differing behaviours in E. coli and S. cerevisiae. It was observed that while low 

optimisation codon sequences increased error levels in E. coli, the same behaviour was not 

observed in S. cerevisiae, where error levels were stable regardless of codon optimisation (as 

shown in Figure 1.12). As such we wished to establish whether translational error products 

were processed by proteolytic pathways such as the surveillance pathways in S. cerevisiae, 

explaining the differences observed in these systems. 

3.1.1. Production Levels 

In order to confirm clear differences between Min-GST and Max-GST, levels of production 

were compared in S. cerevisiae transformants through multiple western blots, as exampled in 

Figure 3.1.1. These were used to estimate the relative GST levels detectable in transformed 

strains, with Max-GST seen as seven fold more abundant than Min-GST in Figure 3.1.2, 

demonstrating clear biological effects of the sequence optimisation.  

Due to these differing abundances, loading was normalised to give main bands of equal 

strength in Figure 3.1.1, allowing examination for degradation products. The additional low 

MW band observed was also present in control samples; however higher MW bands were 

observed as more abundant in non-control samples, representing possible GST-Ubiquitin 

conjugates. 

 

 
Figure 3.1: Max/Min levels comparison. 1. Min-GST and Max-GST western blot. Due to the greater abundance of 

Max-GST, loading levels are adjusted to give a roughly even intensity of GST both cases (7.5 Min : 1 Max). Min = 

Min-GST. Max = Max-GST. Control cells are transformed with blank plasmid and loaded equally to Min or Max. 2. 

Relative band intensities for Min-GST and Max-GST, adjusted for equal loading levels, with 95% confidence 

intervals shown. n = 6. p = 9.54x10-6. 

 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

Min  Max 

R
e

la
ti

ve
 B

an
d

 In
te

n
si

ti
e

s 

1. 2. 



35 

 

3.1.2. Knockout Screening 

While no breakdown products were observed in WT samples, it is possible that breakdown 

products are simply removed too rapidly for detection. In order to enrich potential breakdown 

products, and possibly alter total GST levels, deletion mutants are examined for likely 

pathways. For this purpose, Min-GST was transformed into a range of S. cerevisiae knockout 

mutants. 

One group of pathways which could, in principle, affect the levels of translational error 

products are the surveillance pathways. Surveillance pathway knockouts, described in Figure 

3.2.1, were compared through western blot for Min-GST in order to examine the possible role 

of mRNA surveillance pathways in translational error response. The result, shown in Figure 

3.2.2, shows no clear alteration in the levels of GST, or build-up of breakdown products in 

any knockout strain, suggesting no role in breakdown of this high error product. 

 

Knockout Function Pathway 

Rqc1 & 

Rqc2 

Components of the Ribosome Quality Control Complex. 

Responsible for binding stalled ribosomes and triggering 

degradation of nascent polypeptides [137]. 

No Go Decay & Non 

Stop Decay [101] 

Dom34 Involved in the dissociation of stalled ribosomes and mRNA 

cleavage, Pep4 both in coding regions and the 3' UTR 

[100][138].  

No Go Decay [100] 

& Non Stop Decay 

[138] 

Upf1 Involved in termination at premature stop codons [139]. Nonsense Mediated 

Decay [139] 

 Vacuolar protease required for the activation of multiple 

vacuole hydrolases [140]. 

Vacuole decay 

control [140] 
 

 

Figure 3.2: Examination of mRNA surveillance pathway knockouts. 1. Knockout strains tested and their relevant 

functions. 2. Western blot showing expression of Min-GST (large central band) in surveillance pathway knockouts, 

with wild type [WT] and empty plasmid [C] controls. No significant variation is seen between the mutant samples, 

failing to indicate a key role for any of the pathways examined. R1 = Δrqc1 R2 = Δrqc2 P = Δpep4. U = Δupf1 D = 

Δdom34 WT = Non-mutant control. C = Blank plasmid control. 

During the course of these experiments we became aware of the role of dhh1 as a conserved 

eukaryotic protein known to target non-optimized mRNA based on ribosome accumulation, 

acting independently of other major mRNA decay pathways [141]. It was decided to test this 

1. 

2. 
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mechanism in addition to those in Figure 3.2. A knockout strain was examined through 

western blot for Min-GST and Max-GST expression, as seen in Figure 3.3. No significant 

difference in GST band intensity can be seen in response to dhh1 removal. Higher MW bands 

do appear to increase in concentration in Δdhh1 cells, however coomassie blue staining (not 

shown) indicates this to be due to an increase in general protein levels, not specific to GST.  

  
Figure 3.3: Differing levels of exposure for anti-GST western blots, comparing the effects of dhh1 knockout upon 

Min-GST and Max-GST expression. No significant difference is observed, however dhh1 mutation leads to a slight 

increase in overall protein levels, as confirmed by coomassie blue staining (not shown). Max = GST-Max. Min = GST-

Min. WT = Wild Type. Δdhh1 = dhh1 knockout.  

3.1.3. PMSF & MG132 Assays 

As the above pathway knockouts did not demonstrate involvement in GST translational error 

response, the canonical protein turnover pathways were next examined for involvement. 

PMSF is a common serine protease inhibitor, known to affect several vacuolar proteases 

responsible for the degradation of long lived proteins while maintaining proteasome function 

[142]. MG132, on the other hand, is an inhibitor of the proteasome [142]. Using these drugs it 

is possible to identify the decay pathway of a sufficiently turned over protein [142]. 

Additionally, Nourseothricin (NAT), an antibiotic known to induce miscoding errors in 

translation [113], was used to increase error levels in both Min-GST and Max-GST, 

potentially amplifying error dependent processes. 

In order to confirm suitable drug doses for use in these experiments, maximum growth rates 

were examined under drug conditions, as shown in Figure 3.4. Each condition shows a slight 

significant reduction in growth rate, indicating true biological effect upon cell function, while 

maintaining cell viability. This should, therefore, allow the following experiments to 

represent drug effects upon functional cells. 
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Figure 3.4: Maximum growth rates for yeast BY4741 under drug assay conditions, with 95% confidence intervals 

shown. All drug combinations produce a small but significant decrease in growth rate, indicating a biological effect 

on sufficiently viable cells, supporting the use of these concentrations throughout the project.  

As such, Min-GST and Max-GTS expressing S. cerevisiae cultures were exposed to the drug 

doses tested above. While no breakdown products were revealed, PMSF and MG132 were 

seen to have time dependent and differing effects upon banding patterns in anti-GST western 

blots, particularly upon higher MW bands, as shown in Figure 3.5. The concentration of 

higher MW bands is cumulatively increased by NAT and PMSF, and decreased by MG132. 
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MG132 

  
Figure 3.5: Anti-GST western blots showing the effect of MG132 & PMSF treatment, both in the presence and 

absence of error inducing NAT, upon Min-GST & Max-GST expressing cells. MG132 & PMSF are seen to alter band 

intensities over time, suggesting true biological response. The relative intensity of Min-GST & Max-GST (large 

central band) appears unaffected by drug treatment, however higher MW bands appear to show considerable 

variability. Both PMSF and NAT lead to an increase in upper MW band intensity, while PMSF leads to a reduction. 

These results indicate significant drug responses suitable for further study. Bands of interest are indicated. 

Additional blots were carried out in order to test the significance of the high MW band 

intensity shifts observed in Figure 3.5, with the results shown in Figure 3.6. When particular 

bands are examined relative to GST, changes are considerably more moderate, however 

MG132 appears to have a specific effect upon the ~51kDa band, differing from the general 

and less significant actions of PMSF and NAT. It should be noted, however, that while PMSF 

lacks strong significance, the increased abundances seen would be expected for mono-

ubiquitinated proteins during inhibition of vacuolar breakdown, and the MWs involved are 

similar to that which would be expected for Ubq-GST. 

Min-GST and Max-GST do not appear to respond in a significantly different manner in 

response to drug treatment, with the possible exception of the MG132 ~51kDa effect.  
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NAT 

 

Figure 3.6: Band intensity analysis for high MW bands observed in anti-GST western blotting, with 95% confidence 

intervals shown. Time since MG132/PMSF addition is indicated in minutes. NAT examined for Min-GST. Units are 

relative within drug tests. MG132 is observed to significantly decrease the ~51kDa band, reducing levels in Min equal 

to Max, suggesting a specific target alongside the more general lightening of intensities. PMSF appears to increase all 

band intensities, however the high level of error leaves only the ~55kDa band increase as significant. NAT, when used 

without additional drugs, has a minimal effect on specific band intensities. 

3.1.4. Immunoprecipitation 

It has been suggested that the upper MW bands observed may include Ubiquitin-GST. As 

mono-ubiquitination results in vacuolar degradation (unlike the proteasomal degradation 

signalled by poly-ubiquitination) [143], this would likely respond to PMSF treatment. All 

upper bands were indeed observed to increase in presence of PMSF, and as such 

immunoprecipitation was carried out to examine this possibility. 

Immunoprecipitation for Ubiquitin was followed by both anti-GST and anti-Ubq blots. As 

both the immunoprecipitation and primary antibodies were produced in rabbits, a control blot, 

in which a membrane was exposed to secondary antibody only, was carried out, shown in 

Figure 3.7.1, followed by chemical stripping and reblotting for Ubq, shown in Figure 3.7.2. A 

standard anti-GST blot was also carried out for comparison in Figure 3.7.3. 

The antibody used for immunoprecipitation gives a very strong signal in secondary only 

blotting, and as such can be clearly seen in the IP precipitant bands for all samples. Anti-

Ubiquitin blotting does not reveal any true ubiquitinated bands within the IP precipitant, or 

the original whole cell sample, indicating the assay to be too insensitive to detect the low 

levels of ubiquitinated proteins constitutively present in the cell. Anti-GST blotting failed to 

detect any higher MW bands in the IP precipitant, suggesting that either ubiquitinated species 

were not among the bands examined in Figure 3.6, or that levels were too low for detection. 

Given that ubiquitinated proteins will be enriched in the IP precipitant, and that the high MW 

bands examined in Figure 3.6 were seen to be easily detectable in Figure 3.5, it can be 

reasonably concluded that Ubq-GST is not among the bands examined, and is not a majorly 

present protein in either Min-GST or Max-GST cells. 

-NAT 

+NAT 
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Figure 3.7: Western blots showing whole cell sample, immunoprecipitation precipitant for Ubiquitin, and the 

immunoprecipitation supernatant (depleted in Ubiquitinated species). 1. Secondary antibody only blot, showing the 

antibody used in immunoprecipitation to bind directly by the secondary antibody, causing it to appear in all further 

blots. 2. Stripped membrane from A, re-blotted normally for Ubiquitin, showing only faint bands in the whole cell 

lane for Min-GST and control, likely representing unrelated polyubiquitinated species. 3. Blot for GST on a separate 

membrane, showing the usual high MW bands in whole cell samples, but no additional high MW bands in the IP 

extract, suggesting the presence of no Ubq-GST. The presence of native GST in the IP extract is likely due to the 

difficulty in excluding this abundant protein. GST is also detected in the IP supernatant, although at a lower level 

suggesting a degree of protein loss throughout the experimental procedure.  

  

Anti-Ubiquitin Secondary Antibody Only 

Anti-GST 

1. 

3. 

2. 
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3.2. Computational Analysis of Observed Translational Errors 

3.2.1. Observed Fold Changes 

In addition to the in vivo work in S. cerevisiae detailed above, work was carried out upon E. 

coli produced GST in order to better understand the effect of translational errors upon protein 

function. 

Prior to this Msc, Mass Spectrometry was used to examine the impact of various translational 

errors upon GST binding affinity. GST with a high error rate due to low codon optimisation 

(Pre) was passed over a glutathione affinity column, and bound protein eluted (Post). 

Translational error substitutions before (Pre) and after (Post) column treatment were 

investigated through mass spectrometry with the assumption that substitutions affecting 

binding affinity should be depleted following passage over the column. The relative fold 

changes observed (Post/Pre) are normalised to WT and shown in Figure 3.8.1. 

The majority of samples varied consistently between a fold change of 6.3 (A180Q) and 0.13 

(K72Q); however N152C is seen as immediately anomalous, giving a fold change of 0.00049. 

This dramatically differing fold change implies a separate mechanism to the other mutants 

examined. Computational analysis reveals the mutation to introduce a cysteine residue upon 

the protein surface, within a slight crevice which would prevent GST homodimerisation, but 

potentially allow direct interaction with GSH itself (along with a neighbouring glutamine 

residue), as modelled in Figure 3.8.2. If some form of binding were to occur, perhaps through 

interaction with the GSH carboxylate groups, that was not broken in normal elution, this 

substitution would be lost in normal analysis; showing strong depletion and explaining this 

anomalous data point. 
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Figure 3.8: Mutations observed through the mass spectrometry experiment carried out prior to this experiment. 1. 

Relative fold changes of translational errors observed through mass spectrometry. His-tag extraction of Min-GST 

(pre) was incubated with glutathione magnetic beads. The beads were removed and bound GST molecules eluted for 

mass spectrometry analysis (post). Results are normalised to WT, shown as a dotted horizontal line. Higher fold 

change indicates stronger binding affinity. 2. Substitution N152C, known to give anomalously low fold change 

readings, shown to present a cytosine residue upon the surface within a cleft which, while preventative to 

homodimerisation, would allow direct interaction with GSH molecules. Insert image shows the mutant cytosine 

position more clearly.  

3.2.2. Substitution Positions 

In order to examine this dataset, a series of computational analyses were carried out. As 

substitutions closer to the active site are expected to affect binding more greatly, distance 

between the substitution and the active site (measured between the alpha carbon and GSH for 

consistency) was compared to the observed fold change in an attempt to demonstrate the 

direct effect of substitutions upon behaviour. The initial plot, shown in Figure 3.9.1 shows a 

reasonable level of correlation for this linear model, demonstrating substitutions closer to the 

ligand to more greatly reduce binding, although the residual plot shows a non-random 

distribution, indicating this linear fit not to be the true model.  

The effect of substitution may be considered as an influence which spreads over the 3D area 

of the tertiary structure, with substitutions closer to the active site likely to cause a greater 

disruption of binding. A relationship of this kind may be predicted to follow the common 

inverse-square law, as the disruptive influence (charge alterations and steric effects on 

neighbouring residues) affects a 3D surface defined at each distance by 4πr
2
. As such it can 

be expected that: 

                   
 

         
 

As fold change is measured as Post/Pre, a large disruption of the active site would result in a 

lowered binding, as such: 

2. 
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However as here we here use fold change as a measure of binding effectiveness (post/pre), 

not binding disruption, it is effectively inverse to the disruption of binding (pre/post).  

 

                      
                            

   

    
 
    

  
    

   
 
   

 

            
    

   
  

This is plotted in Figure 3.9.2, showing a stronger correlation, and less dispersed residuals, 

indicating this model to be a better fit to observed data. Substitutions closer to the ligand are 

seen to reduce affinity in a manner consistent with the inverse square law, with p = 0.0117.  

  

  
Figure 3.9: Relationship between observed fold change of translational error products and the distance of 

substitutions from the ligand. 1. Fitting assuming linear relationship between distance and disruption of active site, 

demonstrating general correlation with p = 0.0211, but significantly asymmetrical residuals (shown in order of 

increasing distance), indicating this model not to be optimal. 2. Fitting assuming inverse square relationship between 

distance and disruption of binding affinity, demonstrating stronger correlation with p = 0.0117, and more even 

residual distribution (shown in order of increasing distance), indicating a better fitting model.  
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Comparative effects of buried and surface residue substitutions were also examined, due to 

their likely differing effects upon protein stability. The result, shown in Figure 3.10, indicates 

no significant difference with either method of surface residue classification. 

 
Figure 3.10: Differentiation between surface and buried residues for fold change. Two classifications are examined 

for surface presentation; including residues simply touching the surface as surface residues, or including only 

residues fully exposed upon the surface as surface residues. 95% Confidence intervals are shows, as well as t-test p-

values between groups. Both classifications fail to find any difference between the groups' effect upon fold change.  

3.2.3. Evolutionary Variability and Substitution Scores 

Another approach to computational analysis made use of the ConSurf server to calculate the 

evolutionary variability of each residue, predicting the ability of each position to 

accommodate substitution errors. When plotted against 1/fold change (i.e. depletion), as seen 

in Figure 3.11.1, a non-linear relationship was observed, indicating that substitutions upon 

residues of medium variability lead to the highest observed reductions in binding affinity. An 

illustrative trend line is given, however it is low fitting and unlikely to represent the true 

biological mechanism (see discussion - 4.2.3. Influences of Evolutionary Variability and 

Favourability of Substitution). The severity of observed substitutions are also indicated in 

Figure 3.11.1 through circle size; larger circles represent less favourable substitution 

according to the BLOSUM62 Matrix [134]. No clear influence of substitution severity can be 

seen. 

While no apparent relationships to BLOSUM62 score were seen in Figure 3.11.1, clear plots 

of fold change and conservation against raw BLOSUM62 were created for the observed 

translational errors, as seen in Figure 3.11.2 and Figure 3.11.3 respectively. Neither shows 

significant correlation, indicating that raw BLOSUM62 scores do not have a clear impact 

upon the binding affinity of translational errors, and the variability of specific residues has no 

influence on the BLOSUM62 scores observed. 
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Figure 3.11: Conservation analysis for observed translational errors. 1. 1/Fold change (binding disruption) against 

residue variability as determined by the ConSurf server, indicating substitutions upon residues of medium variability 

to result in greatest reduction of binding affinity. Size of circles indicates severity of amino acid substitution observed 

in that position according to the BLOSUM62 Matrix. For illustrative purposes a regression of y=0.9468( |x|^-0.306) is 

plotted, with p = 0.116. Scale; 0 = average evolutionary rate. 1 = 1 standard deviation difference. 2. Fold change 

against raw BLOSUM62 for observed translational errors, demonstrating no significant correlation; p = 0.331. 3. 

Residue variability against raw BLOSUM62 for observed translational errors, demonstrating no significant 

correlation; p = 0.756. 

3.2.4. tRNA Ratios and Frequencies of Substitution 

As translational error frequency is highly dependent upon the difference in relative tRNA 

abundance between the erroneous and correct amino acid (see 1.2.2.1 Missense Errors - tRNA 

balance importance), this ratio is calculated for observed translational mutants based on 

available literature data, and compared to various other factors in Figure 3.12. This ratio is 

referred to as New/Original in figure labels, and shows "abundance of tRNAs delivering the 

observed amino acid"/"abundance of tRNAs delivering the expected amino acid". In cases 

where multiple tRNAs represent the same amino acid, all possible tRNA abundances were 

plotted. While this will reduce the strength of observed correlation, the plotting of all 
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possibilities avoids manual selection of tRNA ratios in order to increase correlations, and thus 

minimises bias. 

Comparison of fold change to the tRNA ratio in Figure 3.12.1 demonstrates some correlation, 

appearing to follow an inverse relationship. The suitable transformation, in Figure 3.12.2, 

shows a very strong correlation, indicating that substitutions involving high ratios of 

new/original tRNA levels lead to the highest disruption of binding.  

The proportion of each amino acid observed as substituted within the protein, either generally 

(e.g. the proportion of Tyrosine positions substituted), or according to a specific substitution 

(e.g. YxM), is compared to the relevant tRNA ratio for each substitution. The results, in 

Figure 3.12.3 show no relationship of either substitution measurement to tRNA proportions 

within the cell. 

These amino acid substitution proportions were also compared to observed fold change in 

Figure 3.12.4, where specific substitutions showed negative correlation at p=0.0416, 

indicating that rarer substitution pairs result in higher levels of disruption. 
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Figure 3.12: Examining possible effects of the tRNA abundance ratio ("New tRNA abundance" / "original tRNA 

abundance"), and the level of substitution observed for differing amino acids. 1. Fold change against tRNA 

abundance ratio produces a reasonable correlation (p = 0.0727), but appears to show an inverse relationship. 2. 

1/Fold change against tRNA abundance ratio showing a very strong correlation (p = 0.0029), indicating that 

substitution with an amino acid of higher tRNA abundance leads to a greater disruption of binding affinity. 3. 

Proportion of various amino acids within the protein observed to be substituted, either generally or according to a 

specific substitution (e.g. YxM), against the tRNA abundance ratio. No correlation is seen (p = 0.7604 and 0.7482 

respectively), indicating the likelihood of observational translational errors for each amino acid not to be based on 

tRNA abundance. 4. Proportion of various amino acids within the protein observed to be substituted, either generally 

or according to a specific substitution (e.g. YxM), against the observed fold change. While specific substitutions show 

no clear correlation (p = 0.227), general substitutions show significant correlation (p = 0.0416). 

3.2.5. Analysis of observed and non-observed substitution positions. 

While translational error substitutions were detected for many residues within the protein, a 

majority of residues showed no substitution. 

Experimental examination of an observed substitution compared to a non-observed 

substitution was carried out in 3.3. Experimental Analysis of Translational Mutants for 

Y172M compared to Y15M; however computational analysis was also carried out for a range 

of possible YxM substitutions based on a Consurf multiple sequence alignment for 150 

homologues. 

The evolutionary variation of several tyrosine residues can be seen in Figure 3.13.1, showing 

that the observed substitution position, Y172, has a significantly higher evolutionary 

variability than all non-observed substitutions. 

It was seen that Methionine was present in position 172 for 29.3% of homologues, compared 

to only 3.3% containing Tyrosine in this position, as shown in Figure 3.13.3. This is in strong 

contrast to all non-observed substitution positions, wherein no homologues contained 

methionine. 

In order to test whether these results represent a general case, all positions were examined.  

For each amino acid, residues in MS detected regions were defined as observed or non-

observed substitution sites. Average variability for each set was calculated, and the 

differences between observed and non-observed (i.e. "observed" - "non-observed"), shown in 
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Figure 3.13.4, demonstrating a general trend for higher variability in observed regions to be 

found for a wide range of amino acids.  

As this trend appears to be common for a range of amino acids, not simply a feature of the 

initially examined YxM substitution, statistical comparison of the evolutionary variability of 

MS detected substituted and non-substituted positions was carried out, shown in Figure 

3.13.2. It can be seen that the two groups show significant difference, with p = 0.00418, 

demonstrating variability to be an important factor in differentiating these groups. 

The above analysis of YxM also found that for the observed substitution, Methionine was 

present in many homologous versions of GST. In order to compare this with the larger data 

set of all substitutions, the question was asked: Are substitutions seen to introduce amino 

acids which also present in homologous versions of the protein more often than would be 

expected by chance alone?  

The number of matches between homologous sequences and random substitutions expected 

by chance alone is calculated in Table 3.1, and shown to be largely similar to that observed in 

MS data. As such, while the presence of a substitution in homologous sequences indicates a 

stable alteration, this is not a clear factor in the detection of translational error substitutions. 

Number of alternate amino acids found in homologues 1029 

Number of residues in protein 218 

Average homologue alternatives per residue 4.72 

Total substitutions observed 75 

Each substitution changes an amino acid to one of 19 alternatives. This has a 1/19 chance to match 

1 random homologue alternative. 

Chance of match for each substitution 4.72/19 = 0.248 

Expected number of matches 0.248*75=18.6 

Actual number of matches 15 

P value from chi squared 0.332 
Table 3.1: Expected number of matches between translational error substitutions and alternative amino acids found 

within homologues. The expected 18 matches is not seen to be significantly different to the observed 15 matches, 

indicating no relationship beyond chance alone. (Homologues generated through 150 sequence MSA in Consurf.) 
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Figure 3.13: MSA based analysis of the observation of translational error substitutions in mature GST. 1. 

Evolutionary variability for several Tyrosine residues, demonstrating the observed substitution, Y172M, to occur on 

a position of higher variability than all other, non-observed, substitutions examined. 50% confidence intervals are 

shown. 2. Average variability for all positions with observed translational error substitutions, and all positions with 

no observed substitutions. 95% CIs are shown, demonstrating a significant difference between these groups with p = 

0.00418; however, it may be noted that the standard deviations for observed and non-observed positions are 1.05 and 

0.95 respectively. 3. Homologue occurrences of Tyrosine and Methionine in the positions examined for YxM 

substitution. It can be seen that whilst Tyrosine is present at varying frequencies in all positions, Methionine is 

present only in the 172 position, where the YxM error substation was observed. 4. Differences in variability between 

the positions of observed translational error substitutions, and positions with no observed errors, showing that for the 

majority of amino acids, there is a greater variability in translational error positions.  
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3.3. Experimental Analysis of Translational Mutants 

3.3.1 Mutant Production 

The degree of depletion of substituted proteins observed through the MS experiment was 

used to make predictions about the functionality of substituted proteins. In order to test these 

predictions, "pure" populations of a selection of translational error substitutions were created 

through genetic mutation. These mutants were expressed in E. coli and purified for individual 

analysis.  

The MS experiment also indicated that substitutions only occurred upon certain codons; for 

example tyrosine to methionine substitutions occurred on some tyrosine codons, but not upon 

the same codon at other sites. As the MS assay only detects mature proteins within the cell, it 

was hypothesised that only substitutions which allowed basic protein folding were observed, 

whereas more destabilising substitutions led to protein degradation. In order to test this 

hypothesis, the observed substitution Y172M was created as a mutant, alongside the non-

observed substitution Y15M, allowing direct comparison. 

The translational mutants used are summarised in Table 3.2. Conservation values are 

generated through the ConSurf server and mapped to the PDB model 1UA5 from Kursila et 

al (to be published), [144] allowing mutations to be examined. 

First, effects on protein stability were examined through western blotting of transformed cell 

cultures, shown in Figure 3.14. All mutants give far lower abundances than the WT, directly 

demonstrating lower levels within active cells. The non-observed mutant, Y15M, shows 

around half the abundance of its observed counterpart, Y172M, indicating a significantly 

lower presence within the cell. In fact, Y15M shows a lower abundance than all observed 

translational mutants, suggesting low stability to differentiate it from this group; i.e. the 

lowered stability explains why Y15M was not observed in the MS experiment, while Y172M 

was. Coomassie staining (not shown) revealed similar abundances to those seen here.  
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Mutant Role of Residue Conservation Predicted effect of mutation MS Fold 

Change 

(Post/Pre) 

Y15M Positioned near the active site, the residue is 

seen to hydrogen bond with the unpaired NH 

group of a neighbouring helix, acting as a 

functional N cap. It is mentioned in 

literature as a binding residue for GSH 

[145]. 

Very high conservation 

residue, located within 

high conservation area 

due to presence in Active 

Site. 

Removal of capping function introduces a 

polar helix terminal within the tertiary 

structure, close to the active site. Likely to 

affect local stability and protein activity. 

Does, however, fit with little steric 

hindrance. 

Not 

Observed 

V156E Buried hydrophobic residue. Medium conservation 

residue, located within 

area of medium 

conservation. 

Would introduce charge into hydrophobic 

core, however it is possible to expose 

charged group on the surface through slight 

steric clashing.  

0.222 

Y172M Exposed on surface as hydrophilic residue. Very low conservation 

residue, located within 

area of low conservation. 

Able to lose charge without greatly 

affecting surface, and is able to occupy a 

highly similar space to the original residue. 

Unlikely to result in strong disruption. 

1.347 

A180Q Exposed on surface as part of a largely 

hydrophilic region. 

Low conservation residue, 

located within low 

conservation area. 

The introduced charge can likely bond to 

water without difficulty, and shows no 

steric hindrance. Unlikely to result in 

strong disruption. 

6.307 
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P210T Buried hydrophobic residue. High conservation residue, 

located within low 

conservation area. 

Introduces dipole into hydrophobic region 

and replaces proline, a structurally unique 

amino acid; although shows good steric 

fitting. Likely to affect stability. 

0.523 

Table 3.2: Summary of experimentally examined mutations and their expected effects based upon conservation data from the ConSurf Server, and 3D modelling within PyMol.
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Figure 3.14: Abundance of various GST mutants. 1. Abundance of mutants quantified over multiple repeats with 

various load levels, normalised to Y172M abundance, 95% confidence intervals shown. All mutants show far lower 

levels than the WT (note the split y axis), with the non-observed Y15M giving around half the abundance of the 

observed Y172M. 2. Example western blot showing differing levels of GST present for each mutation.  

3.3.2. Mutant Binding Affinities 

The effect of these mutations upon binding affinity was examined similarly to the original 

MS experiment. Purified samples (Pre) were incubated with glutathione beads, the 

supernatant removed (Sup), and bound protein removed from the beads (Ext). These samples 

were then run on SDS-PAGE gels and visualised through coomassie blue staining, as 

exampled in Figure 3.15.3. Band quantification allowed an estimation of relative binding 

affinities.  

The results, shown in Figure 3.15.1, show a range of binding affinities, both greater and 

lesser than the WT sample. The non-observed mutant, Y15M, shows a far lower affinity than 

its observed counterpart, Y172M, but a higher affinity than V156E and P210T. As such it 

does not appear that binding affinity is involved in determination of which translational errors 

are observed.  

Figure 3.15.2 shows that while fold changes for DNA mutants and translational error mutants 

do not correlate perfectly due to experimental differences, the two experiments show general 

agreement; increase or decrease of affinity in relation to WT is maintained across 

experiments. Thus, while numerical values vary, the functional effect of both mutants types 

are maintained. 
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 DNA mutant fold change Translation error fold change 

Y15M 0.272  

V156E 0.232 0.222 

Y172M 1.455 1.347 

A180Q 2.299 6.307 

P210T 0.040 0.523 

WT 1 1 
 

 

Figure 3.15: Results of the GST binding assay. 1. "Extract on beads" / "Sample pre-assay" normalised to WT, where 

stronger binding mutants show higher values, with 1 SD shown. A range of repeatable binding strengths can be seen, 

with Y15M, V156E, & P210T binding more weakly than the WT, and Y172M & A180Q binding more strongly. 

Additionally, while the non-observed mutant (Y15M) has a far lower affinity than its observed counterpart (Y172M), 

other observed mutants show lower affinities (V156E & P210T). 2. Comparison between the fold change shown in 

part 1 (DNA mutant fold change), and the fold change observed in the original MS experiment for each mutant 

(translational error fold change). Due differences in experimental procedure there is not an exact match between the 

datasets, however general agreement can be seen; increase or decrease of affinity in relation to WT is maintained. 3. 

Example gel used, here for A180Q, showing triplicate samples for; pre-assay (Pre), the supernatant removed from the 

beads with lowered GST levels (Sup), and the extract removed from the beads (Ext). 
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4. Discussion 

4.1. S. cerevisiae Error Control  

4.1.1. Production Levels 

The maximum optimisation codon sequence chosen for this project contained codons 

representing high abundance aatRNAs, and the minimum optimisation codon sequence 

contained codons representing low abundance aatRNAs. As a result, S. cerevisiae expression 

of Max-GST was observed at seven times the level of Min-GST in Figure 3.1. This difference 

likely represents multiple cumulative factors; higher production of Max-GST due to faster 

codon decoding speed [22][23], higher error rates in Min-GST due to increased aatRNA 

competition leading to production of unstable proteins [6][24][108], (also see 4.3.1. Stability 

and Production of Translational Mutants), possible breakdown pathways, and the possibility 

of Min-GST translational error proteins failing to be recognised by the anti-GST antibody 

used.  

While the relative contributions of these factors are difficult to ascertain, the results show the 

levels of folded GST molecules available in exponentially growing cells for both sequences, 

as western blotting (opposed to general protein staining) depends upon antibody binding to 

the folded protein. As only correctly folded proteins will be of use to the cell, western 

blotting provides highly biologically relevant quantifications, and here confirms the 

evolutionary importance of codon optimisation for high demand proteins, which has been 

much discussed in previous literature [39][41][107][108]. Additionally, this clear biological 

difference validates the use of these constructs within this project.  

No clear breakdown products were observed, however high MW bands were present in non-

GST samples. As such, the following knockout and inhibitor studies were carried out in an 

attempt to observe breakdown products, and understand the nature of the high MW bands. 

4.1.2. Knockout Screening 

The knockout studies, examining deactivation of the surveillance pathways in Figure 3.2 (No 

Go Decay [100][101], Non Stop Decay [101][138], and Nonsense Mediated Decay [139]) 

and a selective mRNA degradation pathway in Figure 3.3 (dhh1 [141]) failed to observe any 

clear change in Min-GST production or breakdown products, indicating no clear role for 

these pathways in the breakdown of translational error products. It may be noted that dhh1 

mutation lead to a general rise of protein levels due to the increased mRNA levels within 

cells, although demonstrated no clear selective effects.  

Failure to demonstrate a role in translational error does not, however, give grounds to claim 

no influence of these pathways. It is possible that deactivation of these pathways lead to an 

increased proportion of produced protein containing translational errors without being 

detected by these experiments, as discussed more fully in 4.1.5. S. cerevisiae Error Control: 

Conclusions and Limitations.  
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Further work may be required to determine the effect of deactivating these pathways on 

translational error detection. If random errors are stable enough to detect, repeating the MS 

experiment upon mutant cell lines expressing Min-GST could provide insight into changing 

error profiles. If the random errors were not stable enough to reliably detect, experimental 

analysis would be more difficult, although alternative approaches are discussed in 4.1.5. S. 

cerevisiae Error Control: Conclusions and Limitations. 

4.1.3. PMSF & MG132 Assays 

PMSF was used to inhibit vacuolar degradation [142], and MG132 to inhibit proteasomal 

degradation [142]. If error products were largely degraded through one of these mechanisms 

an increase in Min-GST relative to Max GST, or a build up of breakdown products, would be 

observed [142]. NAT, known to increase translational error rates [113], was added in order to 

increase the magnitude of possible effects . 

No clear effect upon GST levels or breakdown products were observed in Figure 3.5, 

although as in the knockout studies above, this does mean that error levels were not altered. If 

the level of translational mutants destined to be degraded through one of these pathways were 

low compared to overall GST production, or the error protein was easily diverted into the 

ordinary GST turnover pathway, no clear difference would be observed. 

Examination of upper band variation relative to GST intensity in Figure 3.6 suffered from 

large confidence intervals due to dividing one variable band by another, thus combining the 

errors inherent to western blotting. As such it is difficult to state with significance many of 

the drug effects, or rule them out with high confidence; however large enough variation could 

still be observed. 

NAT appears to have little effect upon upper MW band intensities, although due to the high 

error levels, it is possible that effects were simply undetected in this experiment. PMSF is 

seen, although with low significance, to increase the intensity of all upper bands due to the 

deactivation of general vacuolar degradation. MG132, on the other hand, showed differing 

effects upon differing bands as a result of proteasome inhibition. The bands are discussed 

separately below: 

The ~51kDa band in MG132 appears to show higher abundance for Min-GST samples than 

Max-GST, but is reduced to equal levels for both Min-GST & Max-GST in the presence of 

MG132. While this suggests a mechanism which acts selectively upon the high error version, 

resulting in abundant higher MW bands in the absence of MG132, it should be noted that no 

such effect is observed in the absence of PMSF or NAT. Due to the high errors involved, it is 

impossible to either validate or reject this possibility based on conflicting data. 

The ~55kDa band is a strong candidate for a GST derivative destined to be broken down 

through vacuolar decay as is seen to consistently match GST levels prior to drug treatment, 

give no response to MG132, and greatly increase in abundance in response to PMSF 

treatment. Both Min-GST and Max-GST, however, behave in an identical manner suggesting 
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that this derivative, possibly Ubq-GST, has no relationship to the translational errors here 

examined. 

The ~65kDa band shows very wide confidence intervals in MG132 study, and very weak 

signals in PMSF studies, preventing clear conclusions being drawn as to its nature. 

The drug levels used in this experiment are demonstrated in Figure 3.4 to be appropriate. The 

slight significant decreases in growth rate indicate a true biological effect upon the cells, but 

sufficient cell growth that all readings will be representative of viable cells. The drug testing 

discussed above can therefore be accepted as relevant to general cell function beyond these 

tests. Due to the low level of growth inhibition, however, there must be sufficient activity 

within the cells despite inhibition (e.g. some vacuolar degradation with PMSF, some 

proteasomal activity with MG132, and non-fatal error levels with NAT). As such, effects of 

drug addition are likely to be subtle and difficult to establish through western blot. It may be 

preferable in future studies to add far higher levels of these drugs for short times (around 1 

generation) in order to fully deactivate the target systems and observe more dramatic 

alterations in protein levels, producing signals which are likely to be more easily detectable 

through western blot. 

As the alteration of high MW bands in response to drug treatment was seen as significant in 

some cases, and indicated the possible presence of mono-ubiquitinated GST molecules, 

further experimentation was carried out in order to establish if these bands truly represented 

GST, or simply cross reactions. 

4.1.4. Immunoprecipitation 

The possibility of mono-ubiquitinated GST production was raised, first through the presence 

of suitably high MW molecules in anti-GST western blots, and then through the observation 

that PMSF vacuolar decay inhibition lead to an increase in the abundance of these high MW 

molecules. In order to investigate this, immunoprecipitation was carried out targeting 

Ubiquitin, creating the three samples seen in Figure 3.7; whole cell extracts containing all 

proteins at their native levels, IP precipitant enriched for ubiquitin containing molecules, and 

the Supernatant from IP extraction depleted in ubiquitin containing molecules.  

The antibody used for ubiquitin binding was produced in rabbit, causing the secondary 

antibody to bind directly to the immunoprecipitation antibody in all blots. This was observed 

in Figure 3.7.1, where only secondary antibody was added, showing strong bands in the IP 

precipitant. These bands were of similar MW to the high MW GST products being examined 

for, and thus carry a chance of obscuring positive results.  

Ubiquitin blotting failed to reveal any clear bands in the whole cell extract, or the ubiquitin 

enriched IP precipitant, indicating that any ubiquitin containing molecules present were in 

concentrations too low to detect using this antibody (as whole cell extract is known to contain 

ubiquitin molecules, regardless of the effectiveness of the IP itself). 

GST blotting revealed the expected bands within whole cell extract, and levels of native GST 

within the IP precipitant. Due to the high levels of GST present it is reasonable that the IP 

process failed to exclude all of this abundant protein, however it may be noted as strange that 

the IP precipitant appeared to contain higher levels of GST than the supernatant itself - 

perhaps due to the concentrating effect of resuspending the beads in a lower volume of 

sample buffer causing contaminating GST molecules to appear enriched. GST blotting failed 

to reveal any higher MW bands in either the IP precipitant, or the supernatant. Failure to 
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detect the high MW proteins in the supernatant, where general protein levels appear low as a 

result of experimental procedure, may be a result of lowered concentration. The IP 

supernatant, however, will be enriched for ubiquitin containing proteins, and as such failure 

to detect the normally clear high MW bands in the ubiquitin enriched sample through GST 

blotting gives a clear indication that these bands do not contain significant levels of a GST-

Ubiquitin conjugate.  

This experiment may benefit from concentration of the supernatants in order to better observe 

protein levels within it. Drug treatment would also be of use, with MG132 inhibiting 

proteasome decay for poly-ubiquitinated proteins and PMSF inhibiting vacuolar decay for 

mono-ubiquitinated proteins, leading to an overall increase in the concentration of ubiquitin 

containing proteins [113]. Additionally an alternate IP antibody which does not react with the 

secondary blotting antibody would be of use, as high exposure of the current western blots 

causes the IP antibody to obscure a significant area of gel (not shown) . 

4.1.5. S. cerevisiae Error Control: Conclusions and Limitations 

The dramatic differences in GST levels between minimum and maximum optimisation 

samples indicate clear differences between the constructs. This was discussed as representing 

multiple factors; differing production rates, stability, breakdown, and binding to the anti-GST 

antibody. While this demonstrates the levels of useful, properly folded, protein within the 

cells, it caused problems for later analysis; to what extent are differences in GST abundance 

due to differing error rates, and what proportion of errors are stable enough to detect? 

Altering error levels will only be observed as effecting GST levels if errors make significant 

contribution to overall abundance.  

Knockout and drug inhibition experiments screened for a degradation pathway which would, 

when deactivated, allow maturation of translational error products, significantly increasing 

the abundance of Min-GST relative to Max-GST, or produce observable decay products.  

As no decay products were observed under any conditions, either due to their non-existence, 

rapid degradation, or low abundance, this line of observation failed to demonstrate the role of 

any decay pathway. As such, the initial question, why error levels were seen as depended 

upon codon optimisation in E. coli but not S. cerevisiae, cannot be answered based upon 

current data.  

The observation for alteration in GST levels relies on two assumptions: 1. The lower levels of 

observed Min-GST are significantly due to the degradation of error products, not simply 

factors such as lower production rates, and as such the effect of error product degradation is 

detectable through western blotting. 2. If error products were given the opportunity to mature, 

they would largely fold correctly and be detectable by western blotting.  

Assumption 1 is questionable as western blotting here has been unable to clearly detect the 

known effect of dhh1 deletion upon this system. Dhh1 is involved in the selective 

degradation of mRNAs with high numbers of ribosomes present, such as the slow non-

optimised mRNA in this experiment. As such its deletion should show a significant increase 

in Min-GST levels compared to Max-GST [141]. As this was not seen, it demonstrates that 

while overall levels of Min-GST and Max-GST vary greatly, differential effects due to codon 

choice may not always be able detectable with these methods. Assumption 2 is questionable 
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in light of the role of stability in determining whether a translational error is observable (see 

4.2.6. Computational Analysis of Observed Translational Errors: Conclusions & 4.3.3. 

Analysis of Translation Mutants Initially Identified Through MS: Conclusions), and existing 

studies showing that random errors within proteins are strong contributors to misfolding 

[107][108]. If translational error products were allowed to mature only to misfold and 

degrade they would simply represent an additional energetic cost to the cell, without altering 

observable protein levels. 

As such it is quite possible that both the knockout and the drug based experiments would be 

unable to observe effects upon translational error. Accordingly, failure of knockout mutants 

and degradation drug inhibition experiments to detect any clear effects does not rule out there 

role in translational error regulation. Supporting this possibility, the role of protease function 

in enabling cell growth in the presence of high levels of translational errors has been 

observed in previous literature [7], further indicating that the current techniques may have 

simply lacked the correct sensitivity. 

An alternative, in vitro, approach to monitoring the levels of translational errors for differing 

systems would be through an enzymatic assay of the produced and purified enzyme, 

assuming that lower error samples will show higher activities. This approach would, 

depending upon the assay used, allow detection of small differences between enzymatic 

efficiencies, however it would be unable to take into account translational errors which were 

unable to fold stably.  

A more complex, in vitro, approach could focus on the cellular effects of translational errors 

as an indirect indicator. Previous studies have proposed that the pool of non-functioning 

protein and needless ribosome sequestration represent a growth burden upon the cell, and 

thus evolutionary selective pressure promotes translational accuracy in high expression genes 

[39][41]. As it may be argued that over-expressed GST is no more useful to the host cell than 

a misfolded protein, there may be little difference between production of a functional and 

non-functional product in this experiment due to the equally futile ribosome sequestration. In 

future experiments, a minimum-optimised gene encoding a protein required for growth (such 

as URA3 in Ura- media) could be useful to study, whereby correct folding increases cell 

growth, and misfolding places a burden upon the cell. Differing production levels for 

optimised and non-optimised codon sequences would make comparison of differing 

transformants difficult; however analysis of the effects of differing growth conditions would 

be entirely possible. For example if a minimum optimisation URA3 culture experienced 

growth reduction, while control cells did not, it would indicate effects upon translational error 

management. Another approach to this problem could be to produce the target protein under 

regulation so that only a suitable level of protein will be produced, minimising the effect of 

differing production rates, and placing additional burden upon cells producing multiple errors 

(as non-stable errors consume cell recourses, and stable errors decrease the effectiveness of 

the required protein pool). Under these conditions it may be possible to detect the effect of 

deactivating translational error related pathways through varying growth rates and cell health, 

as has been previously seen for protease deficiency in tRNA misacylating cells [7]. 

Aside from this, high MW bands were also examined in detail through drug assays and 

immunoprecipitation. While not entirely conclusive, the performed IP experiment suggests 

that the higher MW bands are not ubiquitinated-GST species, and there is currently no 
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compelling evidence to suggest relation to GST errors. While these bands appear upon anti-

GST blots, they are likely cross reactions, and possibly a GST dimer molecule, reacting to the 

drug treatments according to their own regulatory systems. As such there may be little use in 

further studying their behaviour.  

4.2. Computational Analysis of Observed Translational Errors 

4.2.1. Translational Error Binding Affinities and Novel Gain of Function 

Mass spectrometry analysis revealed a range of translational errors within the Min-GST 

product. Through analysis of binding to glutathione magnetic beads, and observing the 

depletion of specific misincorporation products, the relative binding affinities of varying 

translational mutants could be estimated, and seen in Figure 3.8.1 to include affinities both 

higher and lower than the WT. It may be noted that due to the difference between binding 

affinity and enzymatic activity, both increases and decreases in binding affinity likely 

represent decreases in enzymatic activity, as further discussed in 4.3.1. Stability and 

Production of Translational Mutants.  

One translational error, N152C showed a highly anomalous result, appearing to give a 

binding affinity several orders of magnitude lower than other observed substitutions. 

Computational analysis found this substitution to place a Cys residue upon the surface within 

a slight crevice, as shown in Figure 3.8.2, where disulphide homodimer formation would be 

prevented by steric effects, but direct interaction with GST itself would be possible. This 

matches the observed readings, where alternate binding to the magnetic beads appears to 

prevent elution and result in an apparent depletion of the GST mutant. 

This result demonstrates possible novel function emerging through translational error, 

altering the activity of the original protein. Through error, the protein appears to bind the 

substrate alternately in a site distinct to the active site. While this is a relatively minor gained 

function, its existence raises the possibility that error products in other proteins may result in 

other gained functions. It is plausible, for example, that errors within the active sites or 

regulatory regions of other proteins could result in altered function, essentially producing a 

minor product of translation. The general concept of programmed error to produce a minor 

product is not unprecedented. Many examples of less specific errors exist, such as increased 

error rates in bacteria conferring antibiotic resistance through reduced drug target 

susceptibility [146], or mismethionylation in many species to protect against oxidative 

damage through the introduction of additional methionine groups [17][147][148]. Errors have 

also been known to produce specific protein products, such as common stop codon 

readthrough in drosophila to access further coding regions [149]. In light of already well 

studied uses of translational errors, it is not implausible that cells may take advantage of 

missense errors of this kind, perhaps through the use of low accuracy codons, in order to 

produce minor products with useful functions. Detection of such an error, however, would be 

difficult, given the wide range of substitution possibilities within cells, genetic drift's effect 

upon exact codon choices, and the difficulty in predicting protein function. As such, this 

function is likely to remain purely speculative. 
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4.2.2. Direct Influence of Substitution Upon Binding 

Distances from the site of substitution to the bound ligand within the tertiary structure were 

seen in 3.9.2 to follow, with p = 0.0117, an inverse square relationship of: 

                      
 

         
 

This is a common relationship for radiating influence in a 3D sphere, and here describes the 

influence of substitution effects such as charge differences and steric alterations, 

demonstrating that the disruption of binding is related to the position of the translational 

error, and as such is wholly dependent upon the substitution itself. In other words, 

translational error proteins are affected by the substitution only, and appear to contain no 

other disruptive features resulting from their flawed production. 

Differences in binding affinities between surface and internal substitutions were also 

examined, however as this distinction is more likely to affect protein stability, a parameter 

distinct to binding affinity, no significant change was observed, as seen in Figure 3.10. 

Additionally, as strongly destabilising mutations will be removed due to failure to fold 

correctly, both surface and internal substitutions are "pre-selected" for moderate stability, 

[7][107][108] likely further reducing differences between these two groups. 

4.2.3. Influences of Evolutionary Variability and Favourability of Substitution 

Plotting of residue variability against reduction of binding affinity, shown in Figure 3.11.1, 

shows a distinctly non-linear relationship. This is likely the result of two competing factors. 

Firstly, substitutions in high variability regions are likely to be accommodated with little 

effect upon binding affinity. Secondly, many substitutions in low variability regions are likely 

to affect protein folding and stability, leading to misfolding and degradation through the heat 

shock pathway [7][107][108], and as such only particularly benign substitutions within these 

regions will be observable. Due the complexity of this relationship, a clear, biologically 

relevant, regression equation cannot be produced based on current data. 

BLOSUM62 scores for observed substitutions were used as an indicator of likely impact 

(with less evolutionarily favourable substitutions expected to have a more detrimental effect 

upon the protein) [134]. BLOSUM62 scores of substitution in Figure 3.11.2 & 3.11.3 were 

not observed to correlate significantly with either the observed fold change, or the variability 

of the original residue. This lack of correlation is explained by two main factors. Firstly, 

BLOSUM62 score usage introduces a high level of simplification, whereby local effects and 

structural features are not taken into account, and as such the level of correlation would 

inevitably be weak, even with a perfect data set. Secondly, the translational error set observed 

is pre-selected for stability, as discussed in the above paragraph. Largely destabilising errors 

will not be observed, leaving only relatively stable examples of all substitutions, preventing 

BLOSUM62 scores having a significant effect upon the system.  
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4.2.4. Disconnect Between tRNA Abundance Ratios and Likelihood of Error 

The non-optimised codon sequence of Min-GST suffers from high levels of errors due to 

aatRNA misincorporation. It is known that higher abundance aatRNAs are more likely to 

replace lower abundance aatRNAs (see 1.2.2 Missense Errors), governing the frequency of 

these events. As such, the tRNA ratio of substitution can be examined (Abundance of new 

tRNA / Abundance of original tRNA), noting that aatRNA ratio is reliably represented by 

tRNA ratio (see 1.2.2.2 Missense Errors - tRNA level maintenance).  

It should also be noted that aatRNA misincorporation is not the only source of substitution 

errors, with misacylation errors also producing substitutions (see 1.2.4 tRNA Misacylation) 

unrelated to tRNA abundances. Additionally, only near-cognate aatRNAs may incorrectly 

insert into the ribosome, limiting which substitutions are possible (see 1.2.2 Missense 

Errors). 

The tRNA ratio of substitution was used instead of simple tRNA abundances, as such ratios 

are known to carry more biological relevance. For example, an abundant tRNA will not 

necessarily show low errors if it is accompanied by several equally abundant near cognate 

tRNAs. Through examination of substitution ratios, this analysis avoids these complications 

[112]. 

Importantly, all examinations of this tRNA ratio, seen in Figure 3.12.1 - 3.12.3, show ratios 

of above and below 1; i.e. translational errors are observed for both favourable and non-

favourable tRNA ratios. While the frequency of substitution at each position is known to be 

dependent upon tRNA ratio, all substitutions will occur to some extent. As a result, detection 

of substitutions in mature proteins will be strongly influenced by the stability of these 

substitutions, in addition to their likelihood of occurrence. This is demonstrated in Figure 

3.12.3, where the probability of detecting a substitution for each type of amino acid is seen to 

be independent of the associated tRNA ratio. 

Due to the nature of the mass spectrometry experiment used, relative abundance of error 

products cannot be commented on, giving a potential focus for future experiments. 

A strong correlation between tRNA ratios and the depletion of binding affinity is observed in 

Figure 3.12.2. This correlation suggests that substitution of a lower abundance tRNA with a 

higher abundance tRNA results in greater reduction of binding affinity. As these substitution 

ratios are the most common in vivo (see 1.2.2 Missense Errors), this observation carries 

implications for cell function. As cells attempt to optimise codon usage to match high 

abundance tRNAs, codons corresponding to low abundance tRNAs will represent low 

abundance amino acids within the cell, likely maintained within the protein due to difficulty 

in replacing the amino acid with a more common equivalent [107]. A substitution of one of 

these rarer amino acids is likely to result in replacement of a key residue, and thus lead to 

greater destabilisation of the protein. 

Finally, binding affinity is compared to the probability of detecting a substitution for each 

type of amino acid. The proportion of each amino acid seen to be substituted shows no 
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relationship to fold change, however the proportion of each amino acid to follow a particular 

substitution, such as Y to M, does show negative correlation with fold change. It is likely that 

more rarely observed substitutions are more structurally unfavourable, and as such when 

these substitutions are observed they are strongly selected to have minimal effect upon the 

protein, and therefore have less impact upon the highly conserved active site.  

4.2.5. Relationship Between Evolutionary Variability and Translational Error Detection 

Multiple sequence alignment based analysis of the YxM substitution revealed the relationship 

between evolutionary variation and translational error observation, with the observed error 

sites varying more greatly than other positions, as shown in Figure 3.13.1. 

Variation is a measure of the frequency at which residues are replaced between homologues, 

i.e. a high variation residue will commonly change between homologues, whereas a low 

variation residue is more likely to be conserved. Lower variation residues are often important 

for maintenance of the active site, or general protein folding. As such, the substitution of 

these low variation positions is seen to be evolutionarily unfavourable, matching the 

behaviour of YxM translational errors. 

Further analysis found the relationship between evolutionary variation and the likelihood of 

observing translational errors to be maintained for all positions detected through the MS 

assay, as shown in Figure 3.13.2. It is hypothesised that evolutionary variation and 

translational error observation show this relationship as substitutions negatively affecting 

protein stability will be selected against in evolution, and error proteins containing these 

substitutions are likely to be rapidly degraded in vivo.  This strongly indicates that the 

detection of translational errors is based upon folding selection, whereby substitutions in less 

variable regions are unlikely to be tolerated, preventing protein folding and leading to rapid 

degradation. 

It may be noted that this relationship contains very high standard deviations. The average 

evolutionary variance scores of for observed and non-observed substitutions are 0.310 and -

0.207, with respective standard deviations of 1.05 and 0.95. As such, there is a high level of 

overlap between these two groups with many non-observed substitution positions showing 

higher evolutionary variation than their observed equivalents, as seen for specific amino acids 

in Figure 3.13.4. This means that while there is a clear relationship with variation, it cannot 

be used to predict the locations of translational error observation.  

This high level of deviation exists due to the simplifications involved in using variance for 

this analysis. Factors which are not accounted for include the limitation of translational errors 

to near-cognate tRNAs, the possibility that many evolutionary variations may be linked, the 

role of amino acid conservation in maintaining activity instead of stability, and the 

complexity of differing point mutations. This level of simplification also explains why, 

generally, there is no increased likelihood for observed error substitutions to match 

evolutionary variants. 

4.2.6. Computational Analysis of Observed Translational Errors: Conclusions 
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Computational analysis of mass spectrometry data proved to be a useful addition to this 

project, resulting in several key conclusions. 

Firstly, clear relationship between the position of substitution and resultant effect on binding 

affinity was established, indicating that translational errors effect proteins though the 

substitution only, and that the proteins are otherwise unaffected by the error in their 

production. 

Secondly, residue variability appears to hold a complex relationship to the effect of 

substitutions upon binding affinity, whereby substitutions upon medium variability residues 

are more likely to deplete binding affinity, supporting two mechanisms expected to effect the 

system; i.e. substitutions in high variability regions are likely to be accommodated without 

affecting binding, and substitutions in low variability regions are likely to disrupt protein 

folding causing only a filtered "non-disrupting" set to be observable in the mature protein. 

This model is supported by observations that substitutions are more likely to be observed in 

high variability regions, indicating that substitutions in low variability regions are indeed 

more likely to prevent folding and undergo degradation, demonstrating selection in these 

substitutions. 

Thirdly, due to this effect of protein stability on allowing detection of translational errors, as 

further discussed in 4.3.1. Stability and Production of Translational Mutants, tRNA 

abundance was not related to the likelihood of translational error substitutions being detected 

in any apparent manner. While it is quite likely that substitutions with a favourable tRNA 

balance were more abundant than those with an unfavourable balance, this was not detectable 

through the techniques used in this project. 

Fourthly, in the context of detectable translational errors within the mature protein, the only 

observed effect of the tRNA ratio appeared to be in disruption of binding affinity, whereby 

the tRNA ratio acts as an indirect indicator of amino acid rarity: A codon corresponding to a 

lower abundance tRNA represents a rare amino acid within the cell which has not been 

replaced through sequence optimisation, replacement of which is more damaging to protein 

activity.  

4.2.7. Computational Analysis of Observed Translational Errors: Reliability and 

Limitations  

While computational analysis must considered critically, the major findings here, that 

translational errors in protein synthesis only affect the mature protein through the amino acid 

substitution itself, and that stability plays a key role in allowing observation of translational 

errors in mature proteins, are both supported by experimental data (see 4.3.3. Analysis of 

Translation Mutants Initially Identified Through MS: Conclusions).  

Further findings, such as the complex relationship between the evolutionary variability of 

substituted residues and the effect on protein function, and the non-casual correlation 

between tRNA substitution ratios and the effect on protein function, represent more minor 

details of the system. These relationships would benefit from examination of additional 
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samples, preferably of non-structurally related proteins, and perhaps in alternate cell types, in 

order to confirm both their reliability and generality. 

4.3. Analysis of Translational Errors Initially Identified Through MS 

4.3.1. Stability and Production of Translational Mutants 

In order to examine why only certain positions showed detectable translational error 

substitutions, the mutants Y15M (non-observed) and Y172M (observed as translational error) 

were generated and tested alongside further observed mutants; V156E, A180Q, and P210T. 

Initial computational analysis suggested Y15M to be a highly unfavourable mutant, found 

within a high conservation area, and seen to potentially introduce a helix dipole within the 

tertiary structure; indicating worse stability than all other mutants tested, as discussed in 

Table 3.2. 

This prediction was tested in Figure 3.14. As mentioned previously, determining abundance 

by western blot does not provide a direct measure of stability, but also takes into account 

factors such as production, turnover, and heat shock protein response [7]. This measure of 

cellular abundance is more relevant to biological function than pure stability measurements, 

and is an indicator of the actual viability of mutants within growing cells. It may be noted, 

however, that western blotting is generally matched by coomassie blue staining, indicating 

that antibody binding does not greatly affect results. All observed mutants are around tenfold 

less abundant than the WT, in keeping with previous literature stating that random 

substitutions will negatively affect protein stability [38][107][108]. Notably, this abundance 

is lower than that observed for the Min-GST construct, previously seen in Figure 3.1, 

suggesting that random amino acid substitution is more detrimental than poor codon 

optimisation, in keeping with previous literature claiming amino acid choice and codon 

optimisation to represent competing systems of similar importance for misfolding avoidance 

[108]. 

The non-observed mutant, meanwhile, shows a significantly lower abundance than the other 

mutants in Figure 3.14 with Y15M at around half the abundance of Y172M. Given the 

already low abundances of the GST mutants (~1/10 of WT), this represents a very low 

abundance (~1/20 of WT). This, combined with the computational prediction, is a strong 

indicator that Y15M was not observed due to the lower stability compared to other 

translational error mutants, and suggests a major role for stability in translational error protein 

maturation.  

4.3.2. Activity and Normality of Translational Error Mutants 

Substitutions produced through translational error and DNA mutation should result in 

identical effects upon the mature protein. Given that binding affinities for translational errors 

were gathered in the original MS experiment, it was possible to compare these to binding 

affinities for the produced DNA mutants, as well as examining the effect of individual 

substitutions in more detail. 
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The binding affinities of GST-mutants, indicated through the binding of glutathione magnetic 

beads, are seen in Figure 1.15.1 to vary strongly and independently of the abundances seen 

previously in Figure 3.14.1. It is notable that the apparently random mutations result in both 

higher and lower binding affinities than the wild type, however it must be remembered that 

binding affinity is not a measure of enzyme activity, and must be maintained at the correct 

balance for efficiency to be achieved. Here, mutants Y15M, V156E, and P210T show lower 

binding affinities suggesting alteration of the active site and a reduced ability to interact with 

the substrate. Mutants Y172M and A180Q show higher binding affinities, perhaps due to 

subtle alterations of active site dynamics leading to stronger substrate binding. As the balance 

between substrate binding and transition state binding is highly important for catalysis, it is 

likely that this alteration would negatively affect GST activity [150][151]. As such, all tested 

translational errors are seen to negatively impact activity. 

The non-observed mutant, Y15M does not appear remarkable in Figure 3.15.1, indicating that 

alteration of activity has no effect on the likelihood of observing a translational error.  

Comparison of fold changes observed in the MS experiment for translational errors, and the 

gel based experiment for DNA mutants, should not expect perfect correlation due to 

experimental differences between the two procedures. It was seen in Figure 3.15.2 that the 

general effect, of either increasing or decreasing binding relative to the WT, was maintained 

between the two experiments, indicating both sources of substitution to be functionally 

identical. As such, the introduction of a translational error effects the developing protein 

through the substitution only. 

4.3.3. Analysis of Translation Mutants Initially Identified Through MS: Conclusions 

Three main observations may be taken from these experiments.  

Firstly they show the non-observed substitution, Y15M, to be produced at lower abundance 

in vivo than comparable observed substitutions, indicating that differences in stability and 

turnover determine which translational errors are detectable.  

Secondly they demonstrate substitutions produced through both translational error and DNA 

mutation to behave similarly, showing these two processes to produce functionally identical 

proteins. 

Thirdly they confirm that binding affinity and protein stability are separately affected by 

translational errors, as would be expected for these two separate parameters. 

4.3.4. Analysis of Translation Mutants Initially Identified Through MS: Reliability and 

Limitations 

These conclusions are consistent with computational analysis (see 4.2.6. Computational 

Analysis of Observed Translational Errors: Conclusions), give clear results, and are 

consistent with theory; suggesting a strong degree of reliability. It may be noted, however, 

that only one protein model has been used (GST), only five total mutants were produced, and 

only one non-observed translational mutant was compared. Future work could focus upon the 
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creation of a greater range of mutants in order to increase significance, allow more reliable 

comparison with computational data, and give more confidence to the differences between 

observed and non-observed translational mutants. Beyond this, work upon a protein 

structurally unrelated to GST would also be useful in proving the universal relevance of this 

data. 

4.4. Overall Conclusions 

This study has examined in detail the ability of western blotting techniques to determine the 

influence of various pathways upon translational error regulation, using heavily optimised 

and non-optimised versions of the GST gene in S. cerevisiae. Through examination of 

product levels, possible higher MW derivatives, drug treatments, and knockout mutants, no 

clear influences were found. In light of these results, either none of the pathways examined 

have a significant role in translational errors, or the western blotting technique is not capable 

of detecting alterations.  

Alternate techniques were proposed for examining possible mechanisms of translational error 

regulation. These techniques would examine the activity of the produced protein products, 

either in vitro or in vivo, both with relative advantages and disadvantages. 

Mass spectrometry data for translational errors and their relative effects on binding affinities 

was analysed through both follow up experimentation and computational analysis. These 

complimentary approaches allowed conclusions to be drawn with a confidence which would 

not have otherwise been possible, based on the limited data sets available.  

Firstly, the importance of protein folding in the observation of translational errors was 

highlighted, as shown in Figure 4.1. This is evidenced in computational analysis firstly by the 

tendency for substitutions to be observed upon high variability residues, indicating a role for 

stability in error observation, and secondly by the lack of relationship between the chances of 

a substitution being observed and the tRNA abundances involved, showing a disconnect 

between error rates at the translational stage and their observation in the mature protein. 

Experimental analysis based upon recreating translational errors through DNA mutation 

supports this, revealing lower abundance of a non-observed substitution in comparison to 

observed equivalents. 

This indicates folding to play an important role in translational error regulation, whereby 

errors occurring despite proofreading systems often form non-viable protein mutants, which 

are readily degraded in vivo, and thus not detected. This is proposed as a last line error 

correction system, due to the high energetic costs involved for the cell; however previous 

literature shows that protease deficiency reduces cells' ability to grow in presence of 

translational errors [7], suggesting a more general importance of this system. 

This process is often overlooked, as approaches commonly used to examine translational 

error often rely on simulations [21][107][108], or specific reporter systems. For example, the 

luciferase system has been widely used for error analysis, whereby specific errors either 

allow luciferase production [152][153], or restore active site functionality through missense 
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suppression [18][26][154][155][156]. Similarly, techniques have even been developed using 

MS in order to examine a single residue for misincorporation upon a stable elastin based 

scaffold [157]. These studies, while useful, only provide information on an error's occurrence 

at the translational level, and do not take into account the selective processes found at the 

folding stage, as seen in Figure 4.1. 

 
Figure 4.1: Translational errors through the production of a protein. Translational errors are produced in 

translation as incorrect amino acids are inserted into the growing peptide chain. Many of these errors create unstable 

proteins which fail to fold and thus face degradation. The resultant level of translational error to be found within 

mature proteins is therefore dependent upon both rate of occurrence and stability. (Orange = Errors. Arrow size 

indicates abundance. Quantities given are for illustrative purpose only.) 

Secondly, it is seen that protein production is otherwise unaffected by the introduction of a 

substitution error, and the resultant protein differs from the WT form only through amino 

acid change. This was evidenced computationally through a clear relationship between 

substitution positions and their effect upon binding affinity in MS analysis, indicating local 

effects only, and experimentally through the ability to recreate the affinities of translational 

error proteins through the production of matching DNA mutants. 

Finally, the high level of agreement between these two approaches validates the use of this 

particular MS assay, and associated computational analysis, for the further study of 

translational error systems, both in this study and beyond. 
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