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Analysis of the identifiability of a given model system is an essential prerequisite to the

determination  of model parameters from physical data. However, the tools available for the

analysis of non-linear systems can be limited both in applicability and by computational

intractability for any but the simplest of models. The input–output relation of a model sum-

marises  the input–output structure of the whole system and as such provides the potential

for  an alternative approach to this analysis. However for this approach to be valid it is

necessary  to determine whether the monomials of a differential polynomial are linearly
ifferential algebra

omputational methods

dentifiability

nzyme  kinetics

independent.  A simple test for this property is presented in this work. The derivation and

analysis  of this relation can be implemented symbolically within Maple. These techniques

are  applied to analyse classical models from biomedical systems modelling and those of

enzyme catalysed reaction schemes.

implementations of this approach fail to check this require-
.  Introduction

tructural identifiability methods test whether the parame-
ers  of a parameterised model can be uniquely determined
or  otherwise) from perfect, continuous and noise free, obser-
ations.  Determining structural identifiability is essential if
arameters are to be estimated from real experimental data.
or  linear models a variety of techniques can be employed
or  this analysis, see examples in [1]. Methods by which non-
inear  models can be analysed are rather more  limited, with
nly  the Taylor series approach [2]; similarity transformation
pproach [3]; differential algebra approaches (see, for example,
4,5]);  and other related approaches [6,7], available. Further-

ore,  each of these techniques has certain weaknesses when
pplied  to non-linear systems; which are frequently of partic-

lar  interest in biomedical systems modelling.

For linear models strict upper limits on the number of
aylor  series coefficients required to determine the possible
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solutions are known [8]. However, for non-linear systems only
a  loose upper limit has been determined [9] and, as such, it is
typically  difficult to prove that a given model is unidentifiable
using this technique. Furthermore, the complexity of higher
order  Taylor series coefficients often renders this approach
computationally intractable. The generalisation of the sim-
ilarity  transform approach to non-linear models provides a
relatively straightforward test for unidentifiability but is more
difficult  to use to prove local or global identifiability [10].

The  original differential algebra approach [4] requires
analysis of characteristic sets, the calculation of which can
be  computationally expensive. Analysis of the input–output
relationship [5] is less computationally expensive, but it is
necessary  to establish the linear independence of the mono-
mials  of this relationship before analysis can proceed. Some

Open access under CC BY license.
ment,  while others make use of an appropriate Wronskian
calculation [11]. Furthermore, the use of numerical solutions
at  certain stages of the analysis in some implementations
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renders the results somewhat non-generic thereby limiting
their  applicability [12,13].

For  any of these techniques the use of computational
packages is typically necessary. For simple models it may  be
possible  to implement them by hand; however the majority
of  models prove too complex for such an approach. Instead
these  methods are typically implemented using a symbolic
computer algebra package. The use of such packages to
solve  complex equations is computationally expensive, con-
sequently  it is desirable to use the simplest equations possible
when  determining identifiability. This is the chief advantage of
the  input–output relationship approach over the Taylor series
approach  in that it typically produces relatively simple equa-
tions  to solve for the model parameters.

In this work an implementation of the input–output
approach in Maple using the Rosenfeld–Gröbner algorithm
is  presented. A criterion for the linear independence of
the  monomials of the relation analysed is introduced. The
input–output relationship approach is first applied to a clas-
sical  model from biomedical systems modelling. The results
obtained  agree with those published using alternative tech-
niques.  The approach is then applied to three enzyme reaction
models.  Study of such systems is a prerequisite to construc-
tion  of metabolic pathway models, which have applications
to  drug development and design [14]. However, typically they
prove  too complex for analysis using other techniques.

2. Structural  identifiability

A parameterised state space model, �(p), can be defined as
follows  [15]:

x(1)(t, p) = f(x(t, p), p) + u(t)g(x(t, p), p), (1)

x(0, p) = x0(p), (2)

y(t, p) = h(x(t, p), p), (3)

where x(t, p) = (x1(t, p), . . .,  xn(t, p))T is the state vector which lies
in  a connected open subset M(p) ⊂ R

n. Note that x(t, p) and y(t,
p)  are also dependent on u(t), due to Eq. (1). This dependence
is  suppressed in the notation in the interests of brevity. To
maximise  flexibility Lagrange’s notation for a derivative with
respect  to time, dx/dt = x(1), is used.

The vector of model outputs, y(t, u; p) ∈ R
r, comprises the

combination of elements of the state vector which are mea-
sured  experimentally. Let p = (p1, . . .,  pq)T be a vector of
unknown model parameters which lies in some open set,
�  ⊂ R

q, of feasible values. The input u(t) ∈ U, the set of admis-
sible  controls, is assumed to be analytic for t ≥ 0 and rational
in  p. The functions f(· , p) and g(· , p) which determine the time
dependent state transitions, and h(· , p) which determines the
model  outputs, are similarly analytic on M(p) and rational with

respect  to p [15].

Structural  identifiability is concerned with whether the
parameter vector is uniquely determined by the resulting
input–output structure. For a model � a parameter vector p
 b i o m e d i c i n e 1 0 9 ( 2 0 1 3 ) 171–181

is  indistinguishable from p, denoted p ∼ p, if, for all inputs, u,
they  give rise to identical model outputs, that is:

y(t,  p) = y(t, p), for all t ≥ 0. (4)

Following the definitions presented by Hattersley et al. [16], for
generic p ∈ � (that is, for all p ∈ � except for a subset of a closed
set  of Lebesgue measure zero) a parameter pi is locally iden-
tifiable  (LI) if there exists a neighbourhood of points around
p,  N(p), such that if p ∈ N(p), p ∼ p implies that pi = pi. If no
such N(p) exists for pi it is unidentifiable. If N(p) = � for pi then
it  is globally identifiable (GI). A model is unidentifiable if any
parameter  is unidentifiable. It is structurally locally identifi-
able  (SLI) if all parameters are LI and at least one is not GI. It is
structurally  globally identifiable (SGI) if all parameters are GI.

3. The  input–output  relationship  approach

The input–output relationship approach derives from the dif-
ferential  algebra approaches developed by Ljung and Glad [4].
The  differential equations and equilibrium relations defining
the  system model are the generators of a radical differential
ideal [17] (note that this requires the system to be stated in
polynomial  terms. However, in general a rational system can
be  rearranged to a polynomial system as described by Margaria
et  al. [9]. As such this approach is more  broadly applicable to
rational  as well as polynomial systems). This differential ideal
can  be decomposed into an intersection of differential ideals
using  the Rosenfeld–Gröbner algorithm [18] corresponding to
the general and singular solutions of the differential equa-
tions  [19]. Given an appropriate choice of ranking each ideal
contains  expressions in derivatives of the input and out-
put  functions only [20]. This (possibly vector) function is the
input–output  relation.

The  examples presented in this work are all uncontrolled
and have a single output, y(t, p). Consequently, for these appli-
cations,  the input–output relation is a scalar function in y(t, p)
and its derivatives. The following analysis can be readily gen-
eralised  to the more  complex controlled case with multiple
outputs.

The  input–output relation, denoted R((y(i)(t, p))mi=0, p) where
m is the order of the highest derivative of y(t, p) that appears,
can  be formally considered a differential polynomial over the
differential  ring K{y}. As for a normal polynomial, a differential
polynomial is a linear sum of monomials in this case arising
from  a differential ring. Thus a monomial in this work is a
product  of y and its derivatives. For a formal definition of these
concepts  see [17] or more  recently [18].

Note that the input–output relation is one of the genera-
tors  of an ideal, consequently it must equal zero. However, the
coefficients  of this differential polynomial are generically non-
zero  as they are linear combinations of the elements of the
parameter  vector, p. Hence the monomials of the input–output
relation are linearly dependent. It can, however, be rearranged
to  give the highest order derivative of y(t, p) as a (possibly

rational) function of strictly lower order derivatives as follows:

y(t,  p)(m)) = R̂((y(i)(t, p))m−1
i=0 , p). (5)

dx.doi.org/10.1016/j.cmpb.2012.10.012
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his rearranged expression can be used for structural identifi-
bility  analysis as follows. Suppose that two indistinguishable
arameter vectors, p and p satisfy Eq. (4). Since f, g, h and u
re  analytic, by induction, they also satisfy:

(k)(t, p) = y(k)(t, p), for all t ≥ 0, k ∈ N.  (6)

hus for indistinguishable parameter vectors p and p:

(t,  p)(m) − R̂((y(i)(t, p))m−1
i=0 , p) = y(t, p)(m) − R̂((y(i)(t, p))m−1

i=0 , p), (7)

rom which the following can be obtained:

(t, p)(m)) − y(t, p)(m)) = 0 = R̂((y(i))m−1
i=0 , p) − R̂�((y(i))m−1

i=0 , p). (8)

he right hand side of this expression can now be rearranged
nto  the form of a differential polynomial. In obtaining Eq.
8)  one monomial has been eliminated from the expression,
onsequently the remaining monomials may  be linearly inde-
endent.  If they are linearly independent then the coefficients
ust  all be zero and the solution set for p in terms of p may

e  determined. A single solution implies that the model is SGI;
ountably  many  solutions that it is SLI; and uncountably many
hat  the model is unidentifiable.

Thus  it is essential to determine whether the monomials of
he  differential polynomial obtained from Eq. (8) are linearly
ndependent. If they can be rewritten as univariate polyno-

ials  then the Fundamental Theorem of Algebra guarantees
his  property. However, where this is not the case an alter-
ative  criterion is needed; this is discussed in the following
ection.

The  derivation of input–output relations and their subse-
uent  analysis were implemented in Maple [21] as follows:

Step  1: The differential equations and equilibrium relations
describing the model are stated as the generators, {G}, of a
differential  ideal over the field of rational numbers extended
by  the unknown kinetic parameters and initial conditions.
Step  2: An autoreduced and orthonomic subset, {G1}, of
these  expressions, with respect to an appropriate rank-
ing  (see the following section), is selected. The ideal
generated by this subset is decomposed using the Rosen-

feld  Groebneralgorithm [20] and an elimination ranking
such  that u and y are ranked below the state variables (the
use  of an elimination ranking ensures that the input–output
relation will be an element of the ideal generated [18]).
Step  3: Any singular solutions are analysed to determine to
which  system state they correspond. The denominators of
generators  of the non-singular ideal are incorporated into
{G1} and the resulting ideals are decomposed again using
the  Rosenfeld Groebneralgorithm. If the resulting solu-
tions  correspond to the singular solutions already obtained
then  these denominators are generically non-zero.
Step 4: The input–output relation is extracted from the non-
singular  ideal and rearranged to the form given by Eq. (5).
An  alternative unknown parameter vector, p, is introduced

and  the elimination described by Eq. (8) is undertaken. The
resulting  expression is rearranged into a polynomial form.
The  coefficients of the monomials of this expression are
solved  using the solvefunction in Maple, for the alternative
 o m e d i c i n e 1 0 9 ( 2 0 1 3 ) 171–181 173

unknown parameter vector to determine the identifiability
structure of the dynamic section of the model.
Step 5: Where the initial conditions cannot all be incor-
porated directly into the differential ideal the remaining
generators of the non-singular ideal are used to establish
additional constraints on the alternative parameter vector.
Each  model variable is described by one of these genera-
tors;  consequently it is possible to introduce the unknown
initial condition by considering the appropriate generator
at  t = 0. The alternative unknown parameter vector, p, is
introduced subject to the constraints introduced at Step 4
and  an equation in the unknown parameters is constructed
by  elimination of terms of the input or output. The resulting
equations are then solved for the unknown parameters as in
Step 4.

3.1.  Criterion  for  linear  independence

The linear independence of the monomials, Mi(t), of a differen-
tial  polynomial can be checked by computation of a Wronskian
[11]:

W(t)  =

∣∣∣∣∣∣∣∣∣∣∣

⎛
⎜⎜⎜⎜⎜⎝

M1 · · · MN

M
(1)
1 · · · M

(1)
N

. . .

M
(N−1)
1 · · · M

(N−1)
N

⎞
⎟⎟⎟⎟⎟⎠

∣∣∣∣∣∣∣∣∣∣∣
. (9)

If there exists a time point at which the Wronskian is non-zero,
then  the monomials are linearly independent [22]. Typically
components of the output, yi(t), will be included amongst the
monomials,  Mi(t). As such using this approach is generally at
least  as computationally complex as the calculation of N − 1
Taylor  series coefficients, where N is the number of monomials
in  the input–output relation. As noted previously calculation
of  large numbers of Taylor series coefficients is undesirable;
thus an alternative approach is needed.

For a more  formal introduction to the concepts used in this
section  see [17] or more  recently [18]. A ranking on a differ-
ential  ring, K{y}, is defined to be a total ordering on the ring
which  is compatible with the differentiations over the alpha-
bet;  that is, the ranking is preserved by differentiation and
higher  order derivatives are ranked higher than lower order
derivatives. For a differential polynomial, P, in K{y}, and a rank-
ing,  K, the leader, L, of P is the largest derivative with respect
to  the ranking which appears in P. Let d be the degree of L in
P.  The initial, IP, of P is the coefficient of Ld in P. The sepa-
rant, SP, of P is its partial derivative with respect to its leader L
(SP = ∂P/∂L). The differential polynomial Q is partially reduced
with  respect to P if no monomial in Q contains a proper deriva-
tive  of L. It is reduced with respect to P if it is partially reduced
with  respect to P and its degree in L is less than d.

A  set of polynomials A is triangular if its elements have
different leaders; autoreduced if each element is reduced with
respect  to every other element; and orthonomic if the initials

and  separants of its elements are in K as described in [18] and
[20].

If  a set of generators is autoreduced and orthonomic
then the ideal generated by them is prime [18] and the

dx.doi.org/10.1016/j.cmpb.2012.10.012
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Fig. 1 – A nonlinear two compartment model of a batch
reactor. The observed compartment is denoted by a dashed

p2 +
p4(p2 + p6)
line  ending in a bullet.

corresponding variety is irreducible. As such the generators
cannot be factorised and must have a single solution. Thus if
a  single monomial of a generator is eliminated the resulting
expression can only be identically zero if the coefficients of
its  monomials are zero; or equivalently the monomials are
linearly  independent. If instead the leader is eliminated, as
proposed  in Section 3, it is necessary to check that the initial
of  the leader is generically non-zero. If this is not the case
the  elimination process would require division by zero. This
issue  is addressed by adding the initial of the leader to the
set  of generators of the ideal. If the decomposition of this
alternative ideal is different to that obtained from the original
set  of generators then the initial is generically non-zero. The
conclusions  above are otherwise unchanged.

4.  Examples

Biomedical systems models vary widely in complexity, from
relatively  simple two or three compartment models to detailed
reconstructions of metabolic pathways. The difficulty of
identifiability analysis tends to be related to the structural
complexity of the model considered. Nonetheless identi-
fiability  analysis of even relatively simple models can be
computationally intractable if an inappropriate technique is
used. In the following sections we consider four illustrative
examples and apply the approach introduced in the previous
sections  to analyse their structural identifiability.

The first is a classical two compartment models that has
been  previously analysed using techniques similar to that
presented  here. It is used principally to demonstrate that
this  approach produces the same results as these previ-
ous  analyses and to illustrate some of the subtleties of its
implementation. The remaining three examples are models
of  enzyme catalysed reactions, the principal constituent of
metabolic  pathways. Such models are relatively unanalysed
from  a structural identifiability perspective, largely due to
the  complexity of the models required to fully capture their
dynamic  behaviour.

ÿ(0) = p5(p1p6(2p3p4(
The use of Lagrange’s notation in differential polynomials
can be unclear when the derivative in question is of degree
 b i o m e d i c i n e 1 0 9 ( 2 0 1 3 ) 171–181

higher  than one. Since, in practice, very few high order deriva-
tives  will be used in the following sections derivatives will,
from  now on, be denoted using Newton’s notation, dx/dt = ẋ.

4.1.  Batch  reactor  model

Populations of microorganisms are both a cause of disease
and  a potential tool in the production of pharmaceuticals.
Consequently, developing models of population growth are of
particular  interest in biomedicine. A relatively simple exam-
ple  of such a model, Fig. 1, was  described by Holmberg [23]
and  analysed by Chappell and Godfrey [24] and Evans et al.
[10].  This model considers the interaction between the micro-
bial  population, represented by the first compartment, and
a  nutrient pool, represented by the second compartment.
Conversion of nutrients to population is assumed to follow
Michaelis–Menten type kinetics with respect to nutrients and
linear  kinetics with respect to population. This conversion
process is not necessarily one to one necessitating the inclu-
sion  of a yield coefficient, denoted p4. Population mortality is
modelled  as a linear population dependent process.

The model state vector, denoted x(t, p), describes the
microbial population and concentration of available nutrients;
initial  levels are unknown parameters. The state vector (x), ini-
tial  conditions (x(0)), and the unknown parameter vector (p)
are given by:

x(t,  p) = (x1(t, p), x2(t, p))T, (10)

x(0, p) = x0 = (p5, p6)T, (11)

p = (p1, p2, p3, p4, p5, p6)T ∈ R
6
+. (12)

The state equations, which describe the transitions between
the  compartments of the model, are given by:

ẋ1(t, p) = p1x1(t)x2(t)
p2 + x2(t)

− p3x1(t), (13a)

ẋ2(t, p) = −p1x1(t)x2(t)
p4(p2 + x2(t))

.  (13b)

A standard tool for structural identifiability analysis is the
Taylor  series approach introduced by Pohjanpalo [2]. This
approach  utilises the uniqueness of the coefficients in a Tay-
lor  series expansion of the output, usually about t = 0. For this
system  the first three Taylor series coefficients are:

y(0)  = p5, (14)

ẏ(0) = p5(p1p6 − p3(p2 + p6))
p2 + p6

, (15)

 p6)2 + p1p2p5) − (p2 + p6)(p2
1p2

6p4 + p2
3p4(p2 + p6)2))

3
. (16)
Calculation of the first nine Taylor series coefficients takes
about  a second of computational time in Maple on an Intel®

dx.doi.org/10.1016/j.cmpb.2012.10.012
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8500 (2 × 3.16 GHz, 3 GB RAM) chipset. An alternative param-
ter  vector:

= (p1, p2, p3, p4, p5, p6)T, (17)

s introduced which is assumed to be indistinguishable from
.  Given this assumption the Taylor series coefficients for each
f  the parameter vectors must be the same, thus simultaneous
quations in the two parameter vectors can be created. Solv-
ng  these equations for the alternative parameter vector in

aple  is also inexpensive on this system (approximately fifty
econds  of computational time). The following set of relations
s  obtained:

p1 = p1, p3 = p3, p5 = p5,

p2p4 = p2p4, p2p6 = p2p6

}
(18)

rom these relations p1, p3 and p5 are globally identifiable.
he upper limit on the number of Taylor series coefficients
equired, derived by Margaria et al. [9], is nine for this sys-
em.  Consequently it is possible to conclude that this system is
nidentifiable. Nonetheless this highlights a key weakness of
he  Taylor series approach. While it can be used to determine
f  a nonlinear model is globally identifiable it cannot always
e  used to determine if such a model is unidentifiable in cases
here  this upper limit on the number of coefficients required

s  not known. The input–output relationship approach is now
pplied  to the same problem. The model equations are first
estated  below in the form of polynomial generators of a dif-
erential  ideal, with explicit dependence on t and p omitted
or  brevity:

˙1 + p3x1 − p1x1x2x3, (19a)

4ẋ2 + p1x1x2x3, (19b)

4ẋ3 − p1x1x2x3
3, (19c)

 − x1. (19d)

ote that it is necessary to reduce the rational system given
y  Eq. (13) to a polynomial system. However it is not sufficient
o  simply multiply out by the denominators of the right hand
ides  of Eq. (13) since the resulting system cannot be made
rthonomic. Instead an additional state variable x3 = 1/(p2 + x2)
ust be introduced. The derivative of this new state variable

s  derived as follows:

˙3 = −ẋ2

(p2 + x2)
= −x2

3ẋ2 = p1x1x2x3
3

p4
. (20)

�y = ÿ2y(3ẏ + (3p3 − p1)y) + 2ÿẏy((p3 −
y

ombined with the initial condition x3(0) = 1/(p2 + p6) this
xpression preserves the relationship between x3 and x2.

Eq.  (19d) simply requires that x1 always equals y, con-
equently we  can eliminate it by making this substitution
 o m e d i c i n e 1 0 9 ( 2 0 1 3 ) 171–181 175

throughout Eq. (19). The remaining generators form an ortho-
nomic  and autoreduced set with respect to any ranking.
With an elimination ranking the Rosenfeld–Gröbner algo-
rithm,  implemented in Maple, decomposes this ideal into five
ideals  each of which corresponds to a particular system state.
The  first four are generated by the following expressions:

{y, ẋ2, ẋ3}, {x2, ẋ3, ẏ  + p3y}, {x3, ẋ2, ẏ +  p3y},

{x2x3 − 1, p4ẋ2 + p1y, ẏ −  (p1 − p3)y}. (21)

Each of these ideals is a reduction of the complete system
in  some sense. For example in the first three of these ideals the
first  generator requires that one of the model variables is zero
for  all t. In the fourth ideal the first generator, in combination
with the definition of x3, requires that x2/(p2 + x2) = 1, a con-
straint on the second model variable which does not arise in
the  complete system. Ideals of this type, which do not describe
the  full model system, will be referred to as singular ideals.
The  system states to which they correspond will be referred
to  as singular system states.

These  ideals can typically be excluded from the structural
identifiability analysis because they violate the initial condi-
tions  of the model used. For the first two ideals here this is
straightforward, if y or x2 must be zero for all time, then the
initial  conditions for these variables must be equal to zero.
Thus  p5 or p6 must be zero and the parameter vector would
not  lie in R

6+ as required by Eq. (12). The third and fourth ide-
als,  in combination with the definition of x3, require that x2 =∞
for  all time. This constraint requires that p6 =∞ and again the
parameter  vector with not lie in R

6+. Note that these singu-
lar  system states can only arise in experiments designed to
produce  them.

The  fifth ideal is generated by the following expressions:

x2 = ((p1 − p3)y − ẏ)(ẏ +  p3y)2

p1p4(ÿy − ẏ2)
,  (22a)

x3 = p4(ÿy − ẏ2)
y(ẏ  + p3y)(ẏ + (p1 − p3)y)

,  (22b)

 + 2p3(p3 − p1)y) + (2p1 − 3p3)ẏ4 + 3p3(p1 − p3)ẏ3y

3y)(ẏ + (p1 − p3)y)
, (22c)

and does describe the full model system. Note that the first
two  generators have been rearranged to give state variables in
terms of functions of y and its derivatives, while the third, the
input–output  relation, has been rearranged to give the highest
order  derivative of y in terms of lower order derivatives of y.
This  last rearrangement introduces the denominator:

y(ẏ  + p3y)(ẏ + (p1 − p3)y), (23)

This rearrangement is clearly invalid when this denomina-
tor  is zero. To check that this is not always the case each

factor  of the denominator was  individually added to the set
of  generators of the differential ideal, i.e. the set of equa-
tions  which define the structure of the model. When the
Rosenfeld–Gröbner algorithm is applied to these augmented

dx.doi.org/10.1016/j.cmpb.2012.10.012
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sets of generators, it produces one, three or two ideals respec-
tively.  Each of the ideals obtained in this way  corresponds to
one  of the singular system states, Eq. (21), obtained above.
Thus  these augmented ideals describe model states which
can  be ignored for the purpose of this analysis. Hence the
denominator can be assumed to be non-zero somewhere and
so,  by the analyticity of the model equations, it is generically
non-zero.

With  this constraint it is possible to eliminate the leader
of  the input–output relation, �y, as described in Section 3. In
particular  a second version of the input–output relation is cre-
ated  by substitution of the alternative unknown parameter
vector, Eq. (17). As argued in Section 3, the leaders of these
two  expressions are equivalent and can be eliminated by sub-
traction  of one of these expressions from the other. The result
is  a rational expression which can be multiplied out to obtain
a  differential polynomial. Since this ideal is generated by an
orthonomic  and autoreduced set of generators the monomi-
als  of this differential polynomial are linearly independent
as  shown in Section 3.1. As this differential polynomial must
always  equal zero, and its six monomials are linearly inde-
pendent,  the coefficients of these monomials must be zero.
Applying  this condition they produce the following set of
simultaneous equations in the alternative parameters:

3(p3 − p3) − 2(p1 − p1) = 0, (24)

3(p3 − p3)(p3 + p3) − 2(p1 − p1)(p3 + p3) − (p1 + p1)(p3 − p3) = 0,

(25)

3p3p3(p1 − p1 − p3 + p3) − p1p3
2 + p1p2

3 − p1p1(p3 − p3) = 0,

(26)

Note that three equations have been omitted, each dif-
fers  from one of the equations above by an integer factor.
The  simultaneous equations can be solved in Maple for the
alternative  parameter vector, p, to obtain:

{p1 = p1, p3 = p3}. (27)

Note that no information regarding the identifiability of the
initial  conditions, p5 and p6 has been obtained. This is because
the  initial conditions are not described as part of the structure
of  the dynamic portion of the model. Furthermore the addi-
tion  of the state variable x3 has concealed the influence of the
parameters  p2 and p4. To determine whether these parame-
ters  are identifiable the remaining elements of the differential
ideal  are used at t = 0. First, given that y = x1 it is clear that:

p5 = y(0, p) = y(0, p) = p5,
(28)
p5 = p5.

Note that the right hand side of Eq. (22a) contains one
instance of the unknown parameter p4 and is otherwise
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entirely a function of the two identifiable parameters and
derivatives of y, F1(y, ẏ, ÿ,  p1, p3). Thus:

p4x2(0, p) = F1(y(0), ẏ(0), ÿ(0),  p1, p3) = p4x2(0, p),

and hence:

p4p6 = p4p6. (29)

Finally note that the denominator of the RHS of Eq. (22a)
and  the numerator of the RHS of Eq. (22b) differ only by a factor
of  p1. Multiplying these functions and reducing to simplest
terms  yields:

x2x3 = ẏ  + p3y

yp1
, (30)

where again the RHS is a function only of derivatives of y and
the  identifiable parameters, F2(y, ẏ,  p1, p3). Evaluating at t = 0
produces:

x2(0, p)x3(0, p) = F2(y(0), ẏ(0),  p1, p3) = x2(0, p)x3(0, p),

and hence:

p6

p2 + p6
= p6

p2 + p6
.

Multiplying out the denominators and eliminating the p6p6

which appears on both sides yields:

p2p6 = p2p6. (31)

Note that by substitution of a rearrangement of this expres-
sion  into Eq. (29) the following expression can be obtained:

p2p4 = p2p4. (32)

Thus the final set of relations between the parameter vectors
obtained  is:

{p1 = p1, p3 = p3, p5 = p5, p2p4 = p2p4, p2p6 = p2p6} (33)

which is equivalent to that obtained using Taylor series anal-
ysis.  Thus the input–output approach yields the same result
as  the Taylor series approach in this case and agrees with
the  result obtained by Evans et al. [10]. This analysis takes
less  than a second of computational time within Maple on the
system  described above. Note however that, at present, this
analysis  requires more  manual manipulation than the equiv-
alent  Taylor series analysis.

4.2.  Single  substrate  enzyme  catalysed  fully  reversible
reaction mechanism

The previous model considered is relatively well known and
understood.  The focus of the remaining examples is enzyme
catalysed  reactions which have not been extensively studied
with  regard to identifiability. These reactions are usually stud-

ied  experimentally in isolation, but are the building blocks
of  metabolic pathways. The first, relatively simple, example
considers the classical Michaelis–Menten type reaction with a
single substrate. Enzyme, E, and substrate, S, bind reversibly
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orming a complex, ES. This complex breaks down reversibly
eleasing enzyme and product P. Experimentally the initial
onditions can typically be controlled and it is relatively com-
on,  when considering a transient timescale, to be able to
easure  the complex concentration; this case is considered

ere.  The reaction scheme below describes the desired mech-
nism  [25]:

E + S
k1�
r1

ES

ES
k2�
r2

E + P

y = ES

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(34)

ote that this system is uncontrolled and proceeds simply
rom  the initial conditions chosen. The concentrations of the
eaction  species constitute the model state vector, denoted
(t,  p). The state vector, the initial conditions used, and the
nknown  parameter vector are given respectively by:

(t, p) = (E, S, ES, P)T, (35)

(0, p) = x0 = (E0, S0, 0, 0)T, (36)

 = (k1, k2, r1, r2)T ∈ R
4
+. (37)

The derivatives of the elements of the state vector are given
y:

˙
 = −k1E · S + (r1 + k2)ES − r2E · P, (38a)

˙
 = −k1E · S + r1ES, (38b)

Ṡ = k1E · S − (r1 + k2)ES + r2E · P, (38c)

˙ = k2ES − r2E · P. (38d)

n addition the following conservation relationships can be
erived  from the initial conditions, Eq. (36), above:

0 = E + ES, (38e)

0 = S + ES + P. (38f)

 Taylor series analysis of this model was  undertaken in the
ame  way  as those described in previous sections. The details
re  omitted in the interests of brevity. It suffices to state that
his  analysis demonstrates that if two parameter vectors p and

 are indistinguishable then they are equal. As such this model
s  SGI. These calculations were completed in under a second
f  computational time on the system described above.

ÿ =
E2

0
(k1k2 + r1r2 + (E0 + 3S0)k1r2)y − E0(2(k1k2 + r1r2)  + 3(E0 + S0)k1r2)y2 + (k1k2 + r1r2 + (3
Applying the input–output approach it is first necessary to
earrange  the system equations to obtain an orthonomic and
utoreduced  set of generators. This is achieved by eliminating

 and S using the conservation relations, Eqs. (38e) and (38f),
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and  replacing ES with y since this is the observation used. The
resulting  generators are given by:

ẏ  − k1(E0 − y)(S0 − y − P) + (r1 + k2)y − r2(E0 − y)P, (39a)

Ṗ − k2y + r2(E0 − y)P. (39b)

The leaders of these generators are y(1)(t) and P(1)(t) respec-
tively. Each leader appears in only one of the generators and
no  proper derivatives of the leaders appear in either genera-
tor,  as such the generators are autoreduced. In addition since
the  coefficient of both leaders is 1, the generators are also
orthonomic. Thus the criterion in Section 3.1 is met.

When applied to Eq. (39) the Rosenfeld–Gröbner algorithm
produces a single ideal generated by the following expres-
sions:

P  = ẏ  − k1y2 + (k1(E0 + S0) + (k2 + r1))y − E0S0k1

(y − E0(k1 − r2)
,  (40a)

)k1r2)y3 − k1r2y4 + ẏ((k1 + r2)y2 + E0(E0(k1 + r2)  + k2 + r1) − 2E0(k1 + r2)y) + ẏ2 − E3
0
S0k1r2

,

(40b)

the latter of which is the input–output relation. Note that the
generators  have been arranged into a rational rather than
differential polynomial form. In contrast to the batch reac-
tor  model, in this case there are no singular system states
so  it is possible to proceed immediately to analysis of the
input–output relationship.

Note  that it is still necessary to ensure that the denomina-
tor  of the input–output relation, Eq. (40b):

y − E0, (41)

is not always zero. This is relatively simple in this case, since
if  y = ES = E0 then by Eq. (38e), E = ES − E0 = 0, a contradiction
of the initial conditions, Eq. (36). Thus the denominator is
generically  non-zero as previously argued. If the denomina-
tor  is added to Eq. (39) and the Rosenfeld–Gröbner algorithm
is  applied to this augmented set of equations the empty set
is  output. This indicates that this augmented set of equations
has  that no solution, i.e. that they describe a physically impos-
sible  scenario. This difference from the batch reactor example
arises  precisely because there can be no singular states of this
system.

With  the constraint that the denominator is generically
non-zero it is possible to eliminate the leader of the output
relation, ÿ, as previously described. In particular a second ver-
sion  of the output relation is created by substitution of an
alternative unknown parameter vector given by:

p = (k1, k2, r1, r2)T, (42)

into Eq. (40b). As argued in Section 3, the leaders of these two

expressions  are equivalent and can be eliminated by subtrac-
tion  of one of these expressions from the other. The resulting
rational  expression can then be multiplied out to obtain a dif-
ferential  polynomial. The eight monomials of this polynomial
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are linearly independent since the criterion in Section 3.1 is
met.  Their coefficients are given below:

k1r2 − k1r2, (43)

E3
0S0(k1r2 − k1r2), (44)

(r2 − r2) + (k1 − k1), (45)

2E0((k1 − k1) + (r2 − r2)), (46)

E2
0((k1 − k1) + (r2 − r2)) + E0((k2 − k2) + (r1 − r1)), (47)

(k1k2 − k1k2) + (3E0 + S0)(k1r2 − k1r2) + (r1r2 − r1r2), (48)

3E0(S0 + E0)(k1r2 − k1r2) + 2E0(k1k2 + r1r2 − k1k2 − r1r2), (49)

3E2
0(S0 + E0)(k1r2 − k1r2) + E2

0(k1k2 + r1r2 − k1k2 − r1r2). (50)

These coefficients were  solved in Maple, equal to zero, for the
alternative  parameters, p, to obtain the following solutions:

{k1 = k1, k2 = k2, r1 = r1, r2 = r2}, (51)

{k1 = r2, k2 = r1, r1 = k2, r2 = k1}. (52)

At first glance this solution differs from that obtained by the
Taylor  series approach. This is because the initial concentra-
tions  of ES and P cannot be incorporated directly into the
differential ideal. In analysing the batch reactor model the
remaining  generators of the ideal yielded additional informa-
tion  about the identifiability of the initial conditions of the
system.  In this case the remaining generator, Eq. (40a), allows
the  neglected initial conditions to be used. Since P(0) = 0 and
y(0)  = ES(0) = 0, this equation becomes:

0 = −ẏ(0)  + E0S0r1. (53)

Introducing the alternative parameter vector, p, and eliminat-
ing  the leader yields:

0  = E0S0(r1 − r1). (54)

The only possible solution for this expression is r1 = r1.
Only  one of the solutions above, Eq. (51), satisfies this addi-
tional  expression, and thus this model is SGI. This analysis
required a similar amount of computational time to that
undertaken using the Taylor series approach.

4.3.  Two  substrate  enzyme  catalysed  reaction
mechanism
The two substrate form of the Michaelis–Menten type enzyme
catalysed  reaction mechanism is considered next. Enzyme,
E,  and substrates, S1 and S2, bind sequentially and reversibly
forming complexes, ES1 and ES1S2, the latter then breaks down
 b i o m e d i c i n e 1 0 9 ( 2 0 1 3 ) 171–181

irreversibly  releasing enzyme and product, P. The reaction
scheme below describes the desired mechanism [25]:

E + S1
k1�
r1

ES1

ES1 + S2
k2�
r2

ES1S2

ES1S2
k3→E + P

y = P

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(55)

Note that this system is uncontrolled and proceeds simply
from  the initial conditions chosen. The concentrations of the
reaction  species constitute the model state vector, denoted
x(t,  p). The state vector, the initial conditions used, and the
unknown  parameter vector are given respectively by:

x(t,  p) = (E, S1, S2, ES1, ES1S2, P)T, (56)

x(0, p) = x0 = (E0, S10, S20, 0, 0, 0)T, (57)

p = (k1, k2, k3, r1, r2)T ∈ R
5
+. (58)

The derivatives of the state vector are given by:

Ė  = −k1E · S1 + r1ES1 + k3ES1S2, (59a)

Ṡ1 = −k1E · S1 + r1ES1, (59b)

Ṡ2 = −k2ES1 · S2 + r2ES1S2, (59c)

ĖS1 = k1E · S1 − r1ES1 − k2ES1 · S2 + r2ES1S2, (59d)

˙ES1S2 = k2ES1 · S2 − (r2 + k3)ES1S2, (59e)

Ṗ = k3ES1S2. (59f)

In addition the following conservation relations can be derived
from  the initial conditions, Eq. (57):

E0 = E + ES1 + ES1S2, (59g)

S10 = S1 + ES1 + ES1S2 + P, (59h)

S20 = S2 + ES1S2 + P, (59i)

A Taylor series analysis of this model could not be
completed on the system described above due to the computa-
tional  cost of deriving and solving the necessary Taylor series
coefficients.  However, an analysis using the input–output rela-
tionship  approach was possible. The model equations can be
reduced to an orthonomic and autoreduced set in the same
way  as the single substrate case, see below:

ĖS1 + r1ES1 + k2ES1(S20 − ES1S2 − y) − r2ES1S2

− k1(E0 − ES1 − ES1S2)(S10 − ES1 − ES1S2 − y), (60a)
˙ES1S2 − k2ES1(S20 − ES1S2 − y) + (r2 + k3)ES1S2, (60b)

dx.doi.org/10.1016/j.cmpb.2012.10.012
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˙  − k3ES1S2. (60c)

he differential ideal generated by these expressions
as  decomposed into two ideals by application of the
osenfeld–Gröbner algorithm. The first ideal corresponds to a
ingular model state and is generated by the following expres-
ions:

y − S20, ES1S2,

˙ES1 + (k1E0 + r1 − k1ES1)ES1 + k1(ES1 − E0)(S10 − S20).

}
(61)

t is immediately clear from the first generator of this ideal,
 − S20 = 0 or equivalently y = S20, that this model state violates
he  initial conditions, Eq. (57), and as such can be ignored for
he  purposes of the identifiability analysis. Nonetheless the
hysical  interpretation of this model state is of some interest.

f  y = P = S20 then, from Eq. (59i), the concentration of the sec-
nd  substrate is zero. Thus this ideal describes a model state in
hich the second substrate has been consumed. However the

hird  generator of the ideal describes a dynamic process, bind-
ng  and release of the first substrate to and from the enzyme.
his  model state could potentially be used experimentally,
ith an appropriate choice of initial conditions and an alter-
ative  observation, to estimate the kinetic parameters of this
ubsystem.

The  second ideal corresponds to the complete model state.
he  generators of this ideal, and in particular the input–output
elation are very long and are omitted in the interests of
revity.  Several of these generators contain the denominator:

˙ −  k3(S20 − y). (62)

f this equation is added to the generators of the differ-
ntial ideal and the resulting ideal decomposed using the
osenfeld–Gröbner algorithm a single ideal is obtained equiv-
lent  to that given by Eq. (61). As such Eq. (62) is generically
on-zero. With this constraint it is possible to eliminate the

eader  of the output relation, �y, by substitution of an alterna-
ive  unknown parameter vector given by:

 = (k1, k2, k3, r1, r2)T, (63)

nd obtain a differential polynomial as previously described.
he  criterion stated in Section 3.1 being met, the 34 mono-
ials  of this polynomial are linearly independent. The

oefficients of the polynomial were solved equal to zero for
he  alternative parameter vector, p, to obtain the following
our  solutions:

k1 = k2 = 0}, {k2 = k3 = 0}, {k1 = k3 = 0}, {k1 = k1,

k2 = k2, k3 = k3, r1 = r1, r2 = r2}. (64)

he first three solutions do not lie within the set of feasible

arameter values, and as such they are rejected. Thus a unique
olution  remains, p = p, showing that with this observation
he model is SGI. These calculations required less than two
econds  of computational time on the system described above.
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Note  however that relationships need only be found
between the five parameters and the five alternative parame-
ters.  Thus most of the thirty-four equations solved are likely to
provide no significant information. A subset of the equations
that  yielded the same solution was found as follows:

Step 1: The parent set of equations were ordered according to
their  complexity, using Maple functions.
Step 2: The first, and thus simplest, equation was  added to
the  subset of equations to be solved. It was  then solved for
one  of the alternative parameters, pi, that appeared in this
equation.
Step  3: The relation obtained at Step 2 was used to eliminate
pi from the parent set of equations, reducing the number of
non-trivial  equations remaining. This reduced set of equa-
tions  was then taken as the new parent set, and the process
was  returned to Step 1.

This process yielded the following five coefficients:

k2
3k

2
3(k2k1 − k2k1), (65)

k2
3k

2
3(k2k3(k2 − k1) + k2k3(k1 − k2)), (66)

k2k3k2k3((k2k3 − k3k2) + 2(k1k3 − k3k1)), (67)

k2k3
3k2k

3
3S2

20(k3 − k3 + E0S10(k1 − k1) + r1 − r1

+ S20(k2 − k2) + r2 − r2), (68)

k2k2(S20(k1k2k
3
3 − k3

3k1k2) + k2
3k

2
3(k2 − k2 + 2(k1 − k1))

+ k3k3(2(k1r2k3 − k3k1r2) + (k1k2k3 − k3k1k2)(E0 + S10 + 2S20)),

(69)

which  were  then solved as a group for the alternative param-
eter  vector. The resulting solutions were  identical to those
obtained  by solving the entire system of equations, Eq. (64).

4.4.  Inhibited  single  substrate  enzyme  catalysed
reaction mechanism

The final model is a return to a single substrate mechanism.
However a second species, I, is added to the reaction which
inhibits  the reaction process by binding to the enzyme to form
an  unreactive complex, EI. In this case the final product release
step  is assumed to be irreversible as it was  for the two sub-
strate  reaction. The mechanism is described by the reaction
scheme  below [25]:

E + S
k1�
r1

ES

E + I
ki�EI

⎫⎪⎪⎪⎪⎪⎪⎬

ri

ES
k2→E + P

y = P

⎪⎪⎪⎪⎪⎪⎭
(70)
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The concentrations of the reaction species constitute the
model  state vector, denoted x(t, p). The state vector, the initial
conditions  used, and the unknown parameter vector are given
by:

x(t,  p) = (E, S, I, ES, EI, P)T, (71)

x(0, p) = x0 = (E0, S0, I0, 0, 0, 0)T, (72)

p = (k1, ki, k2, r1, ri)
T ∈ R

5
+. (73)

The derivatives of the state vector are given by:

Ė = −E · (k1S + kiI) + (r1 + k2)ES + riEI, (74a)

Ṡ = −k1E · S + r1ES, (74b)

İ = −kiE · I + riEI, (74c)

ĖS = k1E · S − (r1 + k2)ES, (74d)

ĖI = kiE · I − riEI, (74e)

Ṗ = k2ES. (74f)

In addition the following conservation relations can be found
using  the initial conditions, Eq. (72):

E0 = E + ES + EI, (74g)

S0 = S + ES + P, (74h)

I0 = I + EI. (74i)

An orthonomic and autoreduced set of generators was
obtained as previously described and is given below:

ĖS −  k1(E0 − ES − EI)(S0 − ES − y) + (r1 + k2)ES, (75a)

ĖI − ki(E0 − ES − EI)(I0 − EI) + riEI, (75b)

ẏ −  k2ES, (75c)

The  differential ideal generated by this set of the generators
was  decomposed into two ideals using the Rosenfeld–Gröbner
algorithm. The first ideal once again corresponded to a sin-
gular  model state and contained the generator y = S0 which
violates  the initial conditions, Eq. (72). Consequently this
model  state could be ignored for identifiability analysis. Note
however  that as in the previous example the physical interpre-
tation  of this model state is potentially of interest. In particular
this  model state corresponds to a case where substrate has
been  exhausted and the binding of enzyme to inhibitor can
be  observed in isolation. Thus parameters of this interaction
might be estimated from this system if a suitable observation
could  be designed.
The  second, non-singular, ideal is again generated by very
long  expressions which are omitted for brevity. The denomi-
nator  of the input–output relation was  shown to be generically
non-zero as previously described in Section 4.3. With this
 b i o m e d i c i n e 1 0 9 ( 2 0 1 3 ) 171–181

constraint  the leader of the relation,
....
y , was eliminated by

substitution of the following alternative unknown parameter
vector:

p = (k1, ki, k2, r1, ri)
T, (76)

to obtain a differential polynomial as previously described.
The  criterion stated in Section 3.1 being met, the 28 monomi-
als  of this polynomial are linearly independent. The following
five  coefficients of the polynomial, obtained by the method
outlined in the previous section:

k2k2(k1ki − kik1), (77)

k1k2
2k1k2

2
(k1 − k1), (78)

k1k2
2k1k2

2
(k1ri − k1ri), (79)

E0k1k2
2k1k2

2
(k1k2ri + k1k2ri), (80)

k1k2k1ki(k2 + r1) − k1kik1k2(k2 + r1) + k1k1(k1rik2 − k2k1ri), (81)

are sufficient to establish that the model is SGI. Four solutions
were  found for the alternative parameter vector:

{k1 = k2 = 0}, {k1 = ki = 0}, {k1 = ki, k2 = 0, r1 = ri},

{k1 = k1, ki = ki, k2 = k2, r1 = r1, ri = ri}. (82)

However, the first three do not lie within the set of feasible
parameter values and, as such, are rejected. Thus a unique
solution remains, p = p, showing that with this observation
the model is SGI. Note that once again identical results were
obtained  by solving all coefficients of the polynomial equal
to  zero. This analysis is, of course, based on the assumption
that a non-zero input of the inhibitor is provided, if it is not,
an  alternative model should be used. Less than two seconds
of  computational time were required to complete this anal-
ysis  on the system described previously. Note that a Taylor
series  analysis of this system again proved computationally
intractable.

5.  Conclusion

Models of biological systems will typically include some non-
linearity  either due to binding kinetics, in enzyme catalysed
reactions or otherwise, or due to the use of rate limiting
approximations. As previously noted the methods by which
the  structural identifiability of such models can be analysed
are  limited. In this work two of the four, relatively simple, mod-
els  analysed could not be completely analysed using one of
the  primary approaches for such analysis, the Taylor series
approach, due to the computational complexity of the analy-
sis.  However a variant of the differential algebra approaches,

based  on the input–output relation, could be used in these
cases.

This  technique has previously been used by other authors,
see  for example [11] and [12], but its application has been
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imited by the need to ensure linear independence of the
onomials of the input–output relation. Previously the only
ay  to check this condition has been computation of a Wron-

kian  which is often at least as computationally complex as a
aylor series analysis of the same problem. By contrast, the cri-
erion for linear independence presented in this work is easy
o  check by hand.

Furthermore, while other implementations of this tech-
ique  have required the use of numerical solutions, in this
ork  a symbolic implementation, in Maple, proved straight-

orward.  While numerical solutions are easier to obtain, they
re  non-generic, and thus are applicable only to the cases
hich  are directly considered. As such this demonstration

hat symbolic solutions can be obtained using this technique
epresents significant progress.

However for some systems, typically fully reversible
nzyme reactions such as that considered in Section
.2, generation of the input–output relationship via the
osenfeld–Gröbner algorithm proves computationally

ntractable. Development of alternative algorithms to handle
hese  systems constitutes a potential area of possible future
ork.  In addition, note that the input–output relation can be
sed  to generate the Taylor series coefficients of the model
utput.  As such further analysis of this relation may  provide

 means to determine a strict upper limit on the number of
oefficients  required for a complete Taylor series analysis of

 given model.
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