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ROTA-BAXTER OPERATORS ON THE POLYNOMIAL ALGEBRAS,
INTEGRATION AND AVERAGING OPERATORS

LI GUO, MARKUS ROSENKRANZ, AND SHANGHUA ZHENG

Abstract. Rota-Baxter operators are an algebraic abstraction of integration. Following this clas-
sical connection, we study the relationship between Rota-Baxter operators and integrals in the
case of the polynomial algebrak[x]. We consider two classes of Rota-Baxter operators, monomial
ones and injective ones. For the first class, we apply averaging operators to determine monomial
Rota-Baxter operators. For the second class, we make use of the double product on Rota-Baxter
algebras.
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1. Introduction

Rota-Baxter operators are deeply rooted in analysis. Theirstudy originated from the work of
G. Baxter [6] in 1960 on Spitzer’s identity [28] in fluctuation theory. More fundamentally, the
notion of Rota-Baxter operator is an algebraic abstractionof the integration by parts formula
of calculus. Throughout the 1960s, Rota-Baxter operators were studied by well-known analysts
such as Atkinson [2]. In the 1960s and 1970s, the works of Rota and Cartier [8, 24] led the study
of Rota-Baxter operators into algebra and combinatorics. In the 1980s, the Rota-Baxter operator
for Lie algebras was independently discovered by mathematical physicists as the operator form
of the classical Yang-Baxter equation [27]. In the late 1990s, the operator appeared again as
a fundamental algebraic structure in the work of Connes and Kreimer on renormalization of
quantum field theory [10]. The present century witnesses a remarkable renaissance of Rota-
Baxter operators through systematic algebraic studies with wide applications to combinatorics,
number theory, operads and mathematical physics [1, 3, 5, 4, 10, 11, 12, 16, 20]. See [14] for a
brief introduction and [15] for a more detailed treatment.
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Recently, Rota-Baxter operator related structures, including differential Rota-Baxter algebras [17]
and integro-differential algebras[23], were introduced in the algebraic study of calculus, espe-
cially in boundary problems for linear differential equations [13, 19]. The upshot is that the
Green’s operator of such a boundary problem can be represented by suitable operator rings based
on an integro-differential algebra.

In this paper, we revisit the analysis origin of Rota-Baxteroperators to study how their algebraic
properties are linked with their analytic appearance. We focus on the polynomial algebraR[x],
which plays a central role both in analysis where it is taken as approximation of analytic functions,
and in algebra where it is the free object in the category of commutative algebras. This algebra,
together with the standard integral operator, is also the free commutative Rota-Baxter algebra on
the empty set or, in other words, the initial object in the category of commutative Rota-Baxter
algebras. Thus it provides an ideal testing ground for the interaction between analytically defined
Rota-Baxter operators and the algebraically defined Rota-Baxter operators.

One natural question in this regard is when an algebraicallydefined Rota-Baxter operator on
R[x] can be realized in analysis. It is a classical fact that the Riemann integral with variable
upper limit is a Rota-Baxter operator of weight zero onR[x]. This remains true when the integral
operator is pre-multiplied by any polynomial. We might callthese Rota-Baxter operators onR[x]
analytically modelled. It is easy to see that such operators are injective. We conjecture that all
injective Rota-Baxter operators onR[x] are indeed analytically modelled. We provide evidence
for this conjecture by exploring two classes of such operators.

The first comprises what we callmonomial Rota-Baxter operatorsover an arbitrary integral
domaink of characteristic zero, meaning Rota-Baxter operatorsP with P(xn) = axk, where both
a ∈ k andk ∈ Nmay depend onn. We classify monomial Rota-Baxter operators onk[x] and show
that all injective monomial Rota-Baxter operators are analytically modelled. The second class is
restricted tok = R and contains those operators that satisfy adifferential law∂ ◦P = r, where the
right-hand side denotes the multiplication operator induced by an arbitrarily monomialr ∈ R[x].
We show that any injective Rota-Baxter operator is of this form and, providedr is monomial,
analytically modelled.

In Section2 we discuss general algebraic properties of Rota-Baxter operators that will be used
in subsequent sections. In Section3 we focus on monomial Rota-Baxter operators. While
determining these operators, we prove that all injective monomial Rota-Baxter operators are
analytically modelled. In Section4, we study injective Rota-Baxter operators in general (on
the real polynomial ring). We first show that injective Rota-Baxter operators are precisely those
that satisfy a differential law. Then we prove that, in the monomial case, they are analytically
modelled.

2. General concepts and properties

Notation. If M is a monoid we writeM× = {x ∈ M | x , 0M} for the semigroup of nonzero
elements. In particular, the monoid of natural numbers (nonnegative integers) is denoted byN,
soN× is the semigroup of positive integers. The notationl | k signifies thatl is a divisor ofk.

We usek to denote a commutative ring with identity 1 unless otherwise specified. Allk-
algebras in this paper are assumed to be commutative and witha unit 1A that will be identified
with 1k through the structure mapk → A.

We start by collecting some general properties of Rota-Baxter operators for later use. First we
give the definition of a Rota-Baxterk-algebra of arbitrary weight [6, 15, 25].
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Definition 2.1. Let λ be a given element ofk. A Rota-Baxter k-algebra of weightλ, or simply
anRBA of weight λ, is a pair (R,P) consisting of ak-algebraR and a linear operatorP: R→ R
that satisfies theRota-Baxter equation

(1) P(u)P(v) = P(uP(v)) + P(P(u)v) + λP(uv), for all u, v ∈ R.

ThenP is called aRota-Baxter operator of weight λ. If R is only assumed to be a nonunitary
k-algebra, we callR a nonunitary Rota-Baxterk-algebra of weightλ.

Observe first that the standard integration operatorJ0 : k[x] → k[x], given byxn 7→ xn+1/(n+1),
is a (prototypical) Rota-Baxter operator of weight 0. Of course the choice of initialization point is
irrelevant, so for anya ∈ k there is another weight 0 Rota-Baxter operatorJa : k[x] → k[x], given
by xn 7→ (xn+1 − an+1)/(n+ 1). In this paper we shall only be concerned with the weight 0 case,
so from now on the term “Rota-Baxter operator” is to be understood as “Rota-Baxter operator of
weight 0”.

Recall that from a derivationδ on a commutativek-algebraR one can produce a new deriva-
tion rδ by postmultiplying with anyr ∈ R. Analogously, from a Rota-Baxter operatorP onR one
obtains a new Rota-Baxter operatorPr by premultiplyingwith anyr ∈ R. Indeed, we have

(Pr)(u) (Pr)(v) = P(ru) P(rv) = P(ru P(rv)) + P(P(ru) rv) = (Pr)(u (Pr)(v)) + (Pr)((Pr)(u) v)

for anyu, v ∈ R. Applying this toR = k[x], we obtain the familyJar of analytically modelled
Rota-Baxter operators onk[x], wherea ∈ k and r ∈ k[x] are arbitrary. As we will show in
Theorem4.9, in the case of monomialsr, this family exhausts the injective Rota-Baxter operators.

Let End(R) := Endk(R) denote thek-module of linear operators onR. Then the subset RBO(R)
of End(R) consisting of Rota-Baxter operatorsP: R → R is closed undermultiplications by
scalars c∈ k since in that casePc = cP. In the case of derivations onR more is true since they
form ak-module (in fact a Lie algebra) while in general the sum of twoRota-Baxter operators is
not a Rota-Baxter operator. This motivates the following terminology.

Definition 2.2.
(a) We call two Rota-Baxter operatorsP1,P2 ∈ RBO(R) compatible if c1P1+c2P2 are in RBO(R)

for all c1, c2 ∈ k.
(b) Let P ∈ RBO(R). ThenQ ∈ End(R) is calledconsistentwith P if P− Q is in RBO(R).
(c) For P,Q ∈ End(R) we define the bilinear formRB(P,Q) : R⊗ R→ Rby

RB(P,Q)(u, v) := P(u)Q(v) − P(uQ(v)) − Q(P(u)v), u, v ∈ R.

ThusP ∈ RBO(R) means thatRB(P,P) = 0 onR⊗ R.

Recall that for a Rota-Baxter algebra (R,P), the multiplication

⋆P : R⊗ R→ R, u⋆P v := P(u)v+ uP(v) for all u, v ∈ R,

is an associative product onR, called thedouble multiplication [15, Thm. 1.1.17]. Moreover,
P: (R, ⋆P)→ R is then a homomorphism of nonunitary Rota-Baxter algebras.

If A is ak-module, its (linear)dual is denoted byA∗. If A is moreover ak-algebra, we use the
notation

A• := {φ ∈ A∗ | φ(uv) = φ(u)φ(v)}
for the set ofmultiplicative functionals. Through the structure mapk → A we may also view the
elements ofA∗ ask-linear operators fromA to k, and those ofA• ask-algebra homomorphisms
from A to k.
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Proposition 2.3.
(a) Two Rota-Baxter operators P1,P2 ∈ RBO(R) are compatible if and only if RB(P1,P2) +

RB(P2,P1) = 0. This will be the case in particular when

P1(u)P2(v) = P1(uP2(v)) + P2(P1(u)v) and P2(u)P1(v) = P2(uP1(v)) + P1(P2(u)v)

holds for all u, v ∈ R.
(b) Let P∈ RBO(R) and Q∈ End(R) be given. Then Q is consistent with P if and only if

RB(Q,Q) = RB(P,Q) + RB(Q,P).

is satisfied.
(c) Let P be inRBO(R). The set of f∈ R∗ that are consistent with P equals(R, ⋆P)•.

Proof. (a) For arbitraryc1, c2 ∈ k, the bilinear formRB(c1P1 + c2P2, c1P1 + c2P2) is given by

c2
1RB(P1,P1) + c1c2(RB(P1,P2) + RB(P2,P1)) + c2

2RB(P2,P2),

which simplifies toc1c2(RB(P1,P2) + RB(P2,P1)) sinceP1,P2 ∈ RBO(R).
(b) SinceP ∈ RBO(R) we have

RB(P− Q,P− Q) = −RB(P,Q) − RB(Q,P) + RB(Q,Q),

and hence the conclusion.
(c) Using thatP is a linear operator andf a linear functional, we have

RB( f , f ) = − f (u) f (v), RB( f ,P)(u, v) = − f (uP(v)), RB(P, f )(u, v) = − f (P(u)v).

Thus by Item (b) we conclude thatf is consistent withP if and only if

f (u) f (v) = f
(

P(u)v+ uP(v)
)

= f (u⋆P v),

which is what we need. �

3. Monomial Rota-Baxter operators on k[x]

In this section, we determine the Rota-Baxter operators onk[x] that send monomials to mono-
mials and determine the analytically modelled ones. Throughout this section, we assume thatk
is an integral domain containingQ.

3.1. General properties. We first give general criteria for a monomial linear operatorto be a
Rota-Baxter operator before specializing in the followingsections to the two cases of nondegen-
erate and degenerate operators.

Definition 3.1.
(a) A linear operatorP on k[x] is calledmonomial if for eachn ∈ N, we have

(2) P(xn) = β(n)xθ(n) with β : N→ k and θ : N→ N.
If β(n) = 0, the value ofθ(n) does not matter; by convention we setθ(n) = 0 in this case.

(b) A monomial operator is calleddegenerateif β(n) = 0 for somen ∈ N.

Let A be a nonempty set and letB be a set containing a distinguished element 0. For a
mapφ : A → B we define itszero setasZφ := {a ∈ A | φ(a) = 0} to be thezero setof φ. Then
and itssupport asSφ := A \ Zφ. Thus a monomial linear operatorP on k[x] is nondegenerate
if and only ifZβ = ∅. As the following lemma shows, for a Rota-Baxter operatorP, degeneracy
at n ∈ N occurs wheneverP is constant on the corresponding monomial.
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Lemma 3.2. Let P be a monomial Rota-Baxter operator onk[x] and let n∈ N. If P(xn) is in k,
then P(xn) = 0. In other words,Sβ = Sθ, and henceZβ = Zθ.

Proof. If P(xn) = c is a nonzero constant, we have

P(xn)P(xn) = c2
, 2c2 = 2P(xnP(xn)).

HenceP is not a Rota-Baxter operator, and we must havec = 0. �

Theorem 3.3. Let P be a monomial linear operator onk[x] defined by P(xn) = β(n)xθ(n), n ∈ N.
Then P is a Rota-Baxter operator ifθ andβ satisfy the following conditions

(a) Zβ + θ(Sβ) ⊆ Zβ ;
(b) We have

θ(m) + θ(n) = θ(m+ θ(n)) = θ(θ(m) + n),(3)

β(m)β(n) = β(m+ θ(n))β(n) + β(n+ θ(m))β(m),(4)

for all m, n ∈ Sβ .

Under the assumption thatSβ + θ(Sβ) ⊆ Sβ, if P is a Rota-Baxter operator then the above
conditions hold.

Proof. Since P is a monomial linear operator onk[x], the Rota-Baxter relation in Eq. (1) is
equivalent to

(5) β(m)β(n)xθ(m)+θ(n) = β(m+ θ(n))β(n)xθ(m+θ(n)) + β(θ(m) + n)β(m)xθ(θ(m)+n), for all m, n ∈ N.
Suppose (a) and (b) hold. SinceN is the disjoint union ofZβ andSβ, we can verify Eq. (5) by

considering the following four cases:

m, n ∈ Zβ ; m ∈ Zβ, n ∈ Sβ ; m ∈ Sβ, n ∈ Zβ ; m, n ∈ Sβ .
In the first case we haveβ(m) = β(n) = 0. Thus Eq. (5) holds. In the second case, we have
β(m) = 0 and so Eq. (5) becomesβ(m+ θ(n))β(n) = 0. Then Eq. (5) follows from Item (a). The
third case can be treated similarly. In the last case, Eq. (5) follows from Eqs. (3) and (4). ThusP
is a Rota-Baxter operator onk[x].

Now assume thatSβ + θ(Sβ) ⊆ Sβ and suppose thatP is a Rota-Baxter operator. Then Eq. (5)
holds. Takingm ∈ Zβ andn ∈ Sβ, we obtain 0= β(m+ θ(n))β(n)xθ(m+θ(n)). Sinceβ(n) , 0,
we must haveβ(m+ θ(n)) = 0, proving (a). Takingm, n ∈ Sβ, we haveβ(m+ θ(n)) , 0 and
β(θ(m) + n) , 0 by the assumption. Then all the coefficients in Eq. (5) are nonzero. Thus the
degrees of the monomials must be the same; this yields Eq. (3), and Eq. (4) follows. �

By symmetry, only one of the two identities (3) is needed. Note also that by definitionA+∅ = ∅
for any setA so thatSβ + θ(Sβ) ⊆ Sβ andZβ + θ(Sβ) ⊆ Zβ are automatic in the nondegenerate
case. Otherwise, we have the following constraint onSβ.

Lemma 3.4. If P is a degenerate monomial Rota-Baxter operator onk[x], thenSβ is either empty
or infinite. The same applies toZβ.

Proof. SupposeSβ , ∅ and|Sβ| = t < ∞. Then we may assume that

Sβ = {mi ∈ N | 1 6 i 6 t,m1 < · · · < mt}.
By Eq. (5), we haveβ(mt)2 = 2β(mt)β(mt + θ(mt)). Sinceβ(mt) , 0, we haveβ(mt) = 2β(mt +

θ(mt)), and soβ(mt + θ(mt)) , 0. Thusmt + θ(mt) is in Sβ. By Lemma3.2, we haveθ(mt) > 1.
Thenmt + θ(mt) > mt, a contradiction. Thus eitherSβ = ∅ or |Sβ| = ∞.
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On the other hand, letZβ , ∅. If Zβ = N, then it is certainly infinite. IfZβ , N, then
takek ∈ Sβ. SinceSθ = Sβ by Lemma3.2, we haveθ(k) > 0. By Theorem3.3(a), we have
Zβ + θ(k) ⊆ Zβ. This implies thatZβ is infinite. �

We now give a general setup for constructing monomial Rota-Baxter operators onk[x]. This
setup will be applied in Section3.2 to construct nondegenerate monomial Rota-Baxter operators
and in Section3.3to construct degenerate monomial Rota-Baxter operators.

Theorem 3.5.LetS be a subset ofN.

(a) Let the mapsθ : S → N× andβ : S → k× satisfy the following conditions.
(i) We haveS + θ(S) ⊆ S andN \ S + θ(S) ⊆ N \ S.
(ii) The equations (3) and (4) are fulfilled for all m, n ∈ S.
Extendθ andβ toN by definingθ(n) = 0 andβ(n) = 0 for n ∈ N \ S. Then P: k[x] → k[x]
defined by P(xn) = β(n)xθ(n), n ∈ N, is a Rota-Baxter operator onk[x].

(b) Letθ : S → N× satisfy Eq. (3) and N \ S + θ(S) ⊆ N \ S. Extendθ toN by definingθ(n) = 0
for n ∈ N \ S. For any c∈ k×, defineβ : N→ k by

(6) β(n) =

{

c/θ(n), n ∈ S,
0, n < S.

Then P: k[x] → k[x] defined by P(xn) = β(n)xθ(n) is a Rota-Baxter operator onk[x].

Proof. (a) This follows from Theorem3.3.
(b) Under the assumption, we have form, n ∈ S that

β(m+ θ(n))β(n) + β(θ(m) + n)β(m) =
c2

θ(m+ θ(n))θ(n)
+

c2

θ(θ(m) + n)θ(m)

=
c2

(θ(m) + θ(n))θ(n)
+

c2

(θ(m) + θ(n))θ(m)

=
c

θ(m)
c
θ(n)

= β(m)β(n).

Thusθ andβ satisfy the conditions in Theorem3.3for P to be a Rota-Baxter operator onk[x]. �

3.2. Nondegenrate case.As mentioned earlier, for a nondegenerate monomial linear operatorP
onk[x], the conditionsSβ + θ(Sβ) ⊆ Sβ andZβ + θ(Sβ) ⊆ Zβ are automatic. Thus we obtain the
following characterization of nondegenerate monomial Rota-Baxter operators from Theorems3.3
and3.5.

Corollary 3.6.
(a) Let P be a nondegenerate monomial linear operator onk[x] as in Eq. (2). Then P is a Rota-

Baxter operator if and only if the sequencesθ and β satisfy the equations (3) and (4) for
all m, n ∈ N. In this case,θ(n) , 0 for all n ∈ N.

(b) If a sequenceθ : N → N is nonzero and satisfies Eq. (3), then for any c∈ k×, the map
β : N → k given byβ(n) := c/θ(n) satisfies Eq. (4) and hence gives a Rota-Baxter operator
on k[x].

Equation (3) characterizesθ as an averaging operator defined as follows.

Definition 3.7.
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(a) A mapθ : S→ S on a semigroupS is called anaveraging operator if

θ(mθ(n)) = θ(m)θ(n) for all m, n ∈ S.

(b) A linear mapΘ : R→ Ron ak-algebraR is called anaveraging operatorif Θ is an averaging
operator on the multiplicative semigroup ofR.

The study of averaging operators can be tracked back to Reynolds and Birkhoff [7, 22]. We
refer the reader to [18] and the references therein for further details.

By Corollary3.6, a nondegenerate monomial operatorP on k[x] is a Rota-Baxter operator if
and only if the mapθ is an averaging operator on the semigroup (N,+), and the corresponding
k-linear operatorΘ : xn 7→ xθ(n) makes (k[x],Θ) into an averaging algebra We writeA for the set
of all nondegenerate averaging operators, i.e. sequencesθ : N → N× satisfying Eq. (3). We
describeA as the first step to determine nondegenerate monomial Rota-Baxter operators on
k[x]. We denote the free semigroup overN× by S(N×), so the elementsσ ∈ S(N×) arefinite
sequences(σ0, · · · , σd−1) of positive numbers having any lengthd > 0.

Theorem 3.8.There is a bijective correspondenceΦ : A→ S(N×) given by

Φ(θ) =
(

θ(0), · · · , θ(d− 1)
) /

d with d := min { j ∈ N× | θ(r + j) = θ(r) + j for all r ∈ N}

whose inverse mapsσ := (σ0, · · · , σd−1) ∈ S(N×) to the mapθ : N → N× defined byθ(n) =
(ℓ + σ j) d for n = ℓd + j with ℓ ∈ N and 0 ≤ j < d. Moreover, we haveim(θ) = dN≥s

for s := min(σ).

Proof. First considerθ ∈ A. Defining the map̃θ := θ − idN : N → Z, one obtains from Eq. (3)
thatθ̃(m+θ(n)) = θ̃(m) for all m, n ∈ N. Henceθ̃ is periodic, andd is well-defined as the primitive
period of θ̃. Since everyθ(n) is also a period of̃θ, this implies im(θ) ⊆ dN× so that the given
mapΦ : A → S(N×) is well-defined.

Next let us writeΨ for the assignmentσ 7→ θ defined above. By checking Eq. (3) one sees that
this yields a well-defined mapΨ : S(N×)→A.

Now we proveΦ ◦ Ψ = idS(N×), so letθ : N → N× be the map defined as above by a given
sequence (σ0, · · · , σd−1) ∈ S(N×). Sinceθ̃(n) = σ jd − j for n = ℓd + j, we see thatd is a period
of the mapθ̃. Assumed is greater than its primitive periodd′. Then we haved = kd′ for k > 1,
and

σ0kd′ = θ(0) = θ̃(0) = θ̃(d′) = σd′d− d′ = (σd′k − 1)d′

impliesσ0k = σd′k − 1, which contradictsk > 1. We conclude thatd is the primitive period
of θ̃, so the definition ofΦ recovers the correct value ofd. Moreover, for j = 0, · · · , d − 1 we
haveθ( j) = σ jd, which impliesΦ(θ) = σ as required.

It remains to prove the converse relationΨ ◦ Φ = idA. Taking an arbitraryθ ∈ A, we must
prove that it coincides with the sequenceθ′ defined byθ′(ℓd + j) = (ℓ + θ( j)/d) d = ℓd + θ( j) for
anyℓ ∈ N and 0≤ j < d. For these values we must then show thatθ(ℓd+ j) = ℓd+ θ( j), which is
equivalent tõθ(ℓd+ j) = θ̃( j). The latter is ensured since we know thatθ̃ has primitive periodd.

As noted above, im(θ) ⊆ dN× soθ/d : N→ N× is well-defined. We must show im(θ/d) = N≥s.
The inclusion from left to right follows since (θ/d)(ℓd + j) = ℓ + σ j ≥ σ j ≥ s. Now letn ≥ s be
given and writes= σ j for somej = 0, · · · , d−1. Thenℓ := n−σ j ∈ N is such that (θ/d)(ℓd+ j) =
n, which established the inclusion from right to left. �

As sequences, the relation betweenθ : N → N× andσ : {0, · · · , d − 1} → N× can be written
asθ/d = (σ, σ + 1, σ + 2, · · · ), where 1, 2, · · · designate constant sequences of lengthd. More
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precisely, we have
θ/d = (σ0, · · · , σd−1, σ0 + 1, · · · , σd−1 + 1, · · · ).

Theorem3.8 yields the following construction algorithm for the mapθ from a nondegenerate
monomial Rota-Baxter operator.

Algorithm 3.9. Every sequenceθ : N → N corresponding to a nondegenerate monomial Rota-
Baxter operator onk[x] can be generated as follows:

(a) Let d ∈ N× be given. For eachj = 0 . . .d − 1 fix σ j ∈ N×;
(b) Forn ∈ N with n = ℓd + n wheren ∈ {0 . . .d− 1} is the remainder ofn modulod, define

θ(n) := n+ σn d − n = ℓd+ σn d.

We consider twoextreme casesof Algorithm 3.9of particular interest:
Case 1: If d = 1 one can only chooseθ(0) , 0 so thatθ(n) = n+ θ(0) for all n ∈ N.
Case 2:Ford > 1 andσ j = 1, 0 6 j 6 d− 1 we haveθ(n) = n+ d− n = (ℓ+ 1)d with n = ℓd+ n.

Example 3.10. Setting d = 2 andσ0 = σ1 = 1, we choose the sequenceβ according to
Corollary3.6(b) with c = 2. Then thek-linear mapP: k[x] → k[x] by

P(x2k) =
x2k+2

k+ 1
and P(x2k+1) =

x2k+2

k+ 1
is a nondegenerate Rota-Baxter operator onk[x].

We determine next allβ for the sequencesθ coming from the above two extreme cases.

Theorem 3.11.
(a) Let d= 1 with θ(n) = n+ k for some k∈ N×. Thenβ : N → k satisfies Eq. (4) if and only if

β(n) = c
θ(n) for some c∈ k×.

(b) Let d> 1 be given withθ(n) = n+ d − n. Thenβ : N → k satisfies Eq. (4) if and only if it is
defined as follows: Fix cj ∈ k× and assignβ( j) := 1/cj for 0 6 j 6 d − 1. Then for any n∈ N
with n= ℓd+ n defineβ(n) = β(n)

ℓ+1 .

Proof. (a) For aθ of the given form, by Eq. (4), we have

(7) β(n)β(0) = β(n+ k)(β(0)+ β(n)).

Setβ(0) := a for somea ∈ k× and writec := ka. Thenβ(0) = c
k andc is in k×. We next prove

β(n) = c
n+k by induction onn > 0. The base casen = 0 is true. Assumeβ(n) = c

n+k has been
proved forn > 0. By Eq. (7), we obtain

(8) β(n+ 1− k)β(0) = β(n+ 1)(β(0)+ β(n+ 1− k)).

Sincek > 1, we haven+ 1− k 6 n. By the induction hypothesis, we getβ(n+ 1− k) = c
n+1. Then

by Eq. (8) we have

β(n+ 1) =
c2

k(n+1)
c
k +

c
n+1

=
c

n+ 1+ k
.

This completes the induction. Thusβ(n) = c
θ(n) for somec ∈ k× and alln ∈ N.

The converse follows from Theorem3.6(b).
(b) Takingγ(n) = 1/β(n), Eq. (4) is equivalent to

(9)
γ(m)

γ(m+ θ(n))
+

γ(n)
γ(θ(m) + n)

= 1.



ROTA-BAXTER OPERATORS ON THE POLYNOMIAL ALGEBRA 9

Thus we just need to show that, for a fixed sequenceθ in the theorem, a sequenceγ : N → k
satisfies Eq. (9) if and only if γ is defined byγ(n) = (ℓ+ 1)γ(n) if n = ℓd+ n, where theγ(n) ∈ k×

for n ∈ {0 . . .d − 1} are arbitrarily preassigned.
(=⇒) Takem= 0 andn = ℓd with ℓ > 0 in Eq. (9). After simplifying we obtain

γ((ℓ + 1)d) = γ(ℓd) + γ(0).

Then by an induction onℓ, we obtain

(10) γ(ℓd) = (ℓ + 1)γ(0).

Next note that forn = ℓd + n we have

(11) θ(n) = ℓd + d.

Then for j ∈ {0, · · · , d− 1}, takingm= 0 andn = ℓd+ j in Eq. (9) we obtain

1 =
γ(0)

γ(θ(ℓd + j))
+

γ(ℓd + j)
γ(θ(0)+ ℓd+ j)

=
γ(0)

γ(ℓd + d)
+

γ(ℓd + j)
γ(d+ ℓd + j)

.

This gives

γ((ℓ + 1)d+ j) =
ℓ + 2
ℓ + 1

γ(ℓd+ j)

and recursively yields
γ(ℓd + j) = (ℓ + 1)γ( j).

(⇐=) Conversely, suppose a sequenceβ is given byγ(n) = (ℓ+1)γ(n) if n = ℓd+n, for preassigned
γ(n) as specified above. Then for anym, n ∈ N with m= kd+m andn = ℓd + n, by Eq. (11) we
obtain

γ(m)
γ(m+ θ(n))

+
γ(n)

γ(θ(m) + n)
=

γ(kd+m)
γ(kd+m+ θ(ℓd + n))

+
γ(ℓd + n)

γ(θ(kd+m) + ℓd+ n)

=
γ(kd+m)

γ(kd+m+ ℓd + d)
+

γ(ℓd + n)
γ(kd+ d + ℓd + n)

=
(k+ 1)γ(m)

(k+ ℓ + 2)γ(m)
+

(ℓ + 1)γ(n)
(k+ ℓ + 2)γ(n)

= 1.

This is Eq. (9). �

In the special case ofpolynomial sequencesθ : N → N andα = 1/β : N → k, the range of
possibilities can be drastically narrowed down.

Theorem 3.12. Supposek is a field containingQ. Let P: k[x] → k[x] be a nondegenerate
monomial linear operator with P(xn) = 1

α(n) x
θ(n) for n ∈ N, and assumeθ(n) as well asα(n) are

polynomials. Then P is a Rota-Baxter operator if and only if

(12) θ(n) = n+ k and α(n) = c(n+ k)

for some k∈ N× and some c∈ k×.

Proof. By Corollary 3.6, the operatorP defined by Eq. (12) is a Rota-Baxter operator. So we
just need to show that any Rota-Baxter operator given by Eq. (2) with polynomial sequencesθ(n)
andα(n) must satisfy the conditions in Eq. (12). SinceP is a Rota-Baxter operator, Eq. (3) gives
the characteristic relation 2θ(n) = θ(θ(n) + n). But θ andα are polynomials with degθ and degα
respectively. Checking degrees, let us first assume degθ > 2. In this case we have

deg 2θ = degθ < (degθ)2 = degθ(θ(n) + n),
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which contradicts the characteristic relation. Thus we have degθ 6 1, and we can writeθ(n) =
sn+ k for somes, k ∈ N. Now the characteristic relation becomes 2(sn+ k) = s(sn+ n+ k) + k
or equivalently (sn+ k)(s − 1) = 0. If s , 1 we obtainsn+ k = 0 for all n ∈ N. But then
s = k = 0, andP is the zero operator, which contradicts the hypothesis thatP is nondegenerate.
Therefores= 1 and henceθ(n) = n+ k as claimed in Eq. (12).

For deriving the second condition of Eq. (12), we specialize Eq. (4) to obtain 2α(n) = α(θ(n)+n)
and hence the recursion 2α(n) = α(2n + k). Setℓ = degα and suppose the leading coefficient
of α is c ∈ k×. Now taking leading coefficients of the recursion, we get 2c = 2ℓc and thusℓ = 1.
This means we can writeα(n) = cn+ c0 for somec ∈ k× andc0 ∈ k. Substituting this into the
recursion leads to 2(cn+ c0) = c(2n+ k) + c0 and henceα(n) = c(n+ k) as claimed in Eq. (12). It
remains to show thatk , 0. But this follows becauseP(1) = xk/ck so that necessarilyck, 0. �

Next we investigate injective monomial Rota-Baxter operators and show them to be analytically
modelled. We note first that ifP is degenerate, then there existsn0 ∈ N such thatβ(n0) = 0, and
thenP(xn0) = 0. Thus ker(P) , {0} andP is not injective. Thus any injective monomial Rota-
Baxter operator is nondegenerate.

Theorem 3.13.Let P be a monomial Rota-Baxter operator onk[x]. The following statements
are equivalent.

(a) The operator P is injective.
(b) Theθ as in Eq. (2) from P satisfiesθ(n) = n+ k for some k∈ N×.
(c) There are k∈ N× and c∈ k× such that P(xn) = c

∫ x

0
tn+k−1dt and hence P= cJ0xk−1.

Proof. (a) ⇒ (b): Assume thatP is an injective monomial Rota-Baxter operator. ThenP is
nondegenerate. By Algorithm3.9, there ared > 1 andσ j ∈ N× for j ∈ {0, · · · , d − 1} such that
θ(n) = ℓd+σnd wheren = ℓd+ n andn is the remainder ofn modulod. Supposed > 1. Without
loss of generality, we may assumeσ0 > σ1 so thatn := (σ0 −σ1)d+ 1 > 0. Sinceθ(0) = σ0d we
have

θ(n) = θ((σ0 − σ1)d + 1) = (σ0 − σ1)d + σ1d = θ(0),

henceθ is not injective. This forcesd = 1. Then by the first case considered after Algorithm3.9,
we haveθ(n) = n+ k for fixed k > 1.

(b)⇒ (c): For aθ of the given form, by Theorem3.11(a), we haveβ(n) = c/θ(n) for somec ∈ k×.
Thus

P(xn) = β(n)xθ(n) =
c

n+ k
xn+k = c

∫ x

0
tn+k−1dt,

as needed.

(c)⇒ (a): SinceP(xn) = c
∫ x

0
tn+k−1dt = c

n+k xn+k for all n ∈ N, the operatorP is injective. �

3.3. Degenerate case.We next apply Theorem3.5 to construct degenerate monomial Rota-
Baxter operators onk[x] whenSβ is eitherkN wherek > 1 or isN \ (kN) wherek > 2.

Proposition 3.14. Let P(xn) = β(n)xθ(n), n ∈ N, define a monomial linear operator onk[x] such
thatSβ = kN for some k> 0. Then P is a Rota-Baxter operator onk[x] if and only ifθ(km) =
θ̃(m) ∈ S×

β
andβ(km) = β̃(m),m> 0 for mapsθ̃ : N→ N andβ̃ : N→ k that satisfy the following
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equations

θ̃(m1) + θ̃(m2) = θ̃(m1 +
1
k
θ̃(m2)) = θ̃(

1
k
θ̃(m1) +m2),(13)

β̃(m1)β̃(m2) = β̃(m1 +
1
k
θ̃(m2))β̃(m2) + β̃(m2 +

1
k
θ̃(m1))β̃(m1) for all m1,m2 ∈ N.(14)

Proof. SinceSβ = {km|m ∈ N}, we haveZβ = {km+ i | 1 6 i 6 k − 1,m ∈ N}. Suppose
P is a Rota-Baxter operator onk[x]. Then by Eq. (1), we haveP(xkm1+iP(xkm2)) = 0 for all
m1,m2 ∈ N and 16 i 6 k − 1. Thusβ(km2)β(km1 + i + θ(km2)) = 0. Sinceβ(km2) , 0, we
haveβ(km1 + i + θ(km2)) = 0. Thenkm1 + i + θ(km2) is inZβ, and theni + θ(km2) is inZβ for
1 6 i 6 k − 1. Suppose that there existsm0 ∈ N such thatθ(km0) . 0 (modk). Then there exists
1 6 i0 6 k − 1 such thati0 + θ(km0) ≡ 0 (modk). So i0 + θ(km0) is in Sβ by the definition ofSβ.
This is a contradiction to the fact proved above thati + θ(km2) is inZβ for 1 6 i 6 k− 1.

Thusθ(km) is in S×
β

for all m ∈ N. Sokn+ θ(km) is in Sβ for all n,m ∈ N. By Theorem3.3,
Eqs. (3) and (4) hold. Let θ̃(m) := θ(km) and letβ̃(m) := β(km), m ∈ N. Thus β̃(m) , 0 for all
m ∈ N. Then by Eqs. (3) and (4), Eqs. (13) and (14) hold. This is what we want. The converse
follows from Theorem3.5(a). �

Proposition3.14gives a large class of monomial Rota-Baxter operators onk[x] with Sβ = kN,
reducing to Corollary3.6for k = 1. On the other hand, Theorem3.5also gives the following result
on monomial Rota-Baxter operators onk[x] whereSβ is now complementary to Proposition3.14.

Proposition 3.15.Let P(xn) = β(n)xθ(n) be a monomial linear operator onk[x] withSβ = N \ kN
for some k> 2.

(a) For any t ∈ N× one obtains a degenerate monomial RBO by settingθ(km+ i) = k(m+ t)
andθ(km) = 0 for m∈ N and1 6 i 6 k− 1, choosingβ as in Theorem3.5(b).

(b) Assume thatθ(i) = k for 1 6 i 6 k − 1. Thenθ corresponds to a degenerate monomial RBO
on k[x] if and only ifθ(km+ i) = k(m+ 1) for all m ∈ N and1 ≤ i ≤ k− 1.

Proof. (a) By our assumption onSβ, we haveZβ = {km|m ∈ N}. By assumptionθ(km+ i) =
k(m+ t) for all m∈ N and 16 i 6 k− 1, hence we obtainZβ + θ(Sβ) ⊆ Zβ. Since

θ(km1 + i1) + θ(km2 + i2) = k(m1 +m2 + 2t)

and
θ(km1 + i1 + θ(km2 + i2)) = θ(k(m1 +m2 + t) + i1) = k(m1 +m2 + 2t)

for all m1,m2 ∈ N and 16 i1, i2 6 k− 1, we have Eq. (3). Thus we may apply Theorem3.5(b) to
obtain a degenerate RBOP on k[x].

(b) Assume first thatP is a monomial RBO onk[x]. Then by Eq. (5), β(km+i)β(km+θ(km+i)) = 0
for all m ∈ N and 16 i 6 k−1. Sinceβ(km+i) , 0, we haveβ(km+θ(km+i)) = 0, sokm+θ(km+i)
is inZβ. FromZβ = kN we inferθ(km+ i) ∈ Zβ. ThusSβ+θ(Sβ) ⊆ Sβ. By Theorem3.3, Eq. (3)
holds. We now prove thatθ(km+ i) = k(m+ 1) by induction onm > 0. The base casem = 0 is
immediate from our assumption. Assumeθ(km+ i) = k(m+ 1) has been proved form > 0. By
Eq. (3), we have

θ(k(m+ 1)+ i) = θ(km+ i + θ(i)) = θ(km+ i) + θ(i).

By the induction hypothesis, we getθ(k(m+ 1)+ i) = k(m+ 2). This completes the proof.
Conversely, byθ(km+ i) = k(m+ 1) and Item (a), we obtain a degenerate RBOP on k[x]. �
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Example 3.16.Takingk = 2 in Proposition3.14and Proposition3.15, we obtain the following
degenerate monomial Rota-Baxter operators onk[x].

(a) P(x2k) = x2(k+1)

k+1 andP(x2k+1) = 0 for all k ∈ N.
(b) P(x2k) = 0 andP(x2k+1) = x2(k+1)

k+1 for all k ∈ N.

The above examples may also be regarded as special cases of the following result.

Proposition 3.17.Let P0 ∈ RBO(R) for a k-algebra R. Assumeφ is ak-linear operator on R such
that E := P0(im(φ)) is a nonunitaryk-subalgebra. Ifφ is a homomorphism of the E-module R
then P0 ◦ φ is also a Rota-Baxter operator on R.

Proof. This follows immediately since

(P0 ◦ φ)(a)(P0 ◦ φ)(b) = P0(φ(a))P0(φ(b)) = P0(φ(a)P0(φ(b))) + P0(P0(φ(a))φ(b))

= (P0 ◦ φ)(a(P0 ◦ φ)(b)) + (P0 ◦ φ)((P0 ◦ φ)(a)b),

for all a, b ∈ R. �

ForR= k[x] let φ : f (x) 7→ ( f (x) + f (−x))/2 be the projector onto thek-subspace spanned by
the even monomials and setP0 = 2J0x. Then

(P0 ◦ φ)(xn) :=















x2(k+1)

k+1 if n = 2k,

0 if n = 2k+ 1,

for all k ∈ N so thatP0 ◦ φ is the same asP in Example3.16(a). On the other hand, choosingφ
as the projectorf (x) 7→ ( f (x) − f (−x))/2 onto the space of odd monomials and settingP0 = 2J0

yields

(P0 ◦ φ)(xn) :=















0 if n = 2k,
x2(k+1)

k+1 if n = 2k+ 1,

for all k ∈ N so thatP0 ◦φ is the same asP in Example3.16(b). In both cases,E is the nonunitary
algebra of nonconstant even monomials.

Proposition 3.18.Let P(xn) = β(n)xθ(n) be a nonzero degenerate monomial RBO onk[x] satisfy-
ing the conditionSβ + θ(Sβ) ⊆ Sβ.
(a) There exists a mapσ : N→ Sβ such that P0(xn) := P(xσ(n)) defines a nondegenerate monomial

RBO onk[x].
(b) We have

(15) Sβ = C ⊎ (s1 + eN) ⊎ · · · ⊎ (sk + eN),

where C⊂ N is finite, k< e ∈ N×, and s1, . . . , sk ∈ Sβ are incongruent modulo e(in the sense
that x− y < eZ) such that s1 − e, . . . , sk − e < C. Moreover, there exists a finite set E⊂ Sβ
such thatθ is determined uniquely by its values on E.

Proof. SinceP is nonzero, bothSβ , ∅ andZβ , ∅ are infinite by Lemma3.4. From Eq. (3)
and the conditionSβ + θ(Sβ) ⊆ Sβ we see thatT := θ(Sβ) is additively closed. As in the proof
of Theorem3.8 one checks thatθ − idN is periodic onSβ with primitive periodd andT ⊆ dN×

so thatd | e := gcd(T). HenceT/e is a numerical semigroup [26, Prop. 10.1], meaning a
subsemigroup ofN× with a finite complementG ⊆ N× of so-called gaps. Thus we obtainT =
eN× \ eG. We write f ∈ N for the Frobenius number ofT/e, meaning the greatest element ofG
for G , ∅ and f = 0 otherwise.



ROTA-BAXTER OPERATORS ON THE POLYNOMIAL ALGEBRA 13

(a) Fix an elements of Sβ. We defineσ : N → Sβ as follows. Forn ∈ N, write n = ℓe+ r with
ℓ > 0 and 06 r < e. Defineσ(ℓe+ r) := ( f + ℓ)e+ s. Thenσ : N → Sβ follows from the
conditionSβ + T ⊆ Sβ since (f + ℓ)e ∈ T for all ℓ > 0. We show now that

(16) σ
(

n+ θ(σ(m))
)

= σ(n) + θ(σ(m))

for all m, n ∈ N. We haveθ(σ(m)) = te ∈ T for somet < G, and we may writen = ℓe+ r
with 0 ≤ r < eandℓ ≥ 0. Then one computesσ(r) + ( f + ℓ + t)e for both sides of Eq. (16).

Let us now prove thatP0 satisfies Eq. (1) or equivalentlyRB(P0,P0) = 0. Since the latter is a
symmetric bilinear form andk[x] has characteristic zero, the polarization identity implies that it
suffices to proveRB(P0,P0)(u, u) = 0 for all u ∈ k[x]. Of course we may restrict ourselves to the
canonical basisu = xn, so it remains to showP(xσ(n))2 = 2P0(xn P(xσ(n))). Applying the definition
of P, this is equivalent to

β(σ(n))2 x2θ(σ(n)) = 2β(σ(n)) P0(x
n+θ(σ(n))),

and we may use Eq. (16) to expand the right-hand side further to

2β(σ(n)) β(σ(n) + θ(σ(n))) xθ(σ(n)+θ(σ(n))).

But now we may apply Eqs. (3) and (4) of Theorem3.3 to conclude that this is equal to the
left-hand side. HenceP0 is indeed a monomial RBO onk[x]. Clearly P0(xn) = P(xσ(n)) , 0
sinceσ(n) ∈ Sβ, soP0 is nondegenerate.
(b) For definings1, . . . , sk, consider first the setsΣi := Sβ ∩ (i + eN) for i ∈ {0, . . . , e − 1}.
Suppressing the empty ones, we reindex the rest asΣ1, . . . ,Σk for 1 ≤ k ≤ e. Then for anyi ∈
{1, . . . , k} there existsσi ∈ Σi such thatσi + eN ⊆ Σi. Indeed, one may chooseσi = σ

′
i + ( f + 1)e

for anyσ′i ∈ Σi since then (f + 1)e ∈ T, and the hypothesisSβ + T ⊆ Sβ implies the required
conditionσi + eN ⊆ Σi. Let si ∈ Σi be minimal such that the condition is satisfied; this impliesin
particularsi − e < Sβ. Then clearlyΣi = Ci ⊎ (si + eN) for finite setsCi ⊂ N. Now defineC :=
C1 ∪ · · · ∪ Ck to obtain the decomposition (15). We must havek < e since otherwiseZβ ⊆
{0, . . . ,max(s1, . . . , se)} is finite, contradicting Lemma3.4. Finally, note thatE := Sβ \ (Sβ + T)
is bounded by max(s1, . . . , sk) + ( f + 1)e and hence finite. Clearly,θ is determined onSβ \ E by
Eq. (3). �

4. Injective Rota-Baxter operators on k[x]

For now letk be an arbitrary field of characteristic zero. An important subclass of Rota-Baxter
operatorsP on k[x] are those associated with the standard derivation∂ in the sense that∂ ◦ P =
1k[x] . We generalize this for arbitraryr ∈ k[x]× to thedifferential law∂ ◦ P = r, wherer denotes
the corresponding multiplication operator. Thus we define

(17) RBOr(k[x]) := {P ∈ RBO(k[x]) | ∂ ◦ P = r}.
Let us now show that the class of all operators satisfying a differential law actually coincides with
the class of all injective operators, which we denote by RBO∗(k[x]).

Theorem 4.1.We haveRBO∗(k[x]) =
⋃

r∈k[x]× RBOr(k[x]).

Proof. The inclusion from right to left is simple asP( f ) = 0 implies∂(P( f )) = r f = 0 and
hencef = 0 sincek[x] is an integral domain.

Now let P: k[x] → k[x] be an injective Rota-Baxter operator. Then there exists a linear
map D : im(P) → k[x] with D ◦ P = 1k[x] . Adjoining k as constants, one can immediately
check thatD is a derivation on the unitary subalgebraJ := k + im(P). Note thatP(1) < k
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sinceP(1) = c impliesc2 = P(1)2 = 2P(P(1)) = 2c2 and hencec = 0, contradicting injectivity.
This meansk ( J. SinceJ ⊆ k[x] is an integral domain,D extends uniquely to a derivation on
the fraction fieldK ⊆ k(x) of the ringJ. By Lüroth’s theorem [9, Thm. 11.3.4], the intermediate
field k ⊂ K ⊆ k(x) is a simple transcendental extension ofk, so there existsφ ∈ k(x) \ k
with K = k(φ). But thenK ⊆ k(x) is an algebraic field extension [29, §73], so the derivationD
extends uniquely tok(x) according to [9, Thm. 11.5.3]. But it is well known [21, Prop. 1.3.2]
that everyk-derivation onk[x] is a multiple of the canonical derivation, so we must haveD = ψ∂
for ψ := D(x). ThenD ◦ P = 1 on k[x] implies thatψ · P(1)′ = 1, so we obtainD = r−1∂

with r := P(1)′ ∈ k[x] and then also∂ ◦ P = r. �

Thus the study of injective Rota-Baxter operators onk[x] reduces to the study of RBOr(k[x]).
As noted in Section2, all standard integral operatorsJa are in RBO1(k[x]); more generally,
the analytically modelled operatorsJar are in RBOr(k[x]). It is thus tempting to speculate
that RBOr(k[x]) is exhausted by theJar. For the special casek = R and r = xk this will be
proved at the end of this section in Theorem4.9. For the moment, letk be an arbitrary field
containingQ.

From integration over the reals, it is well known that the difference between two indefinite
integrals is always a definite integral, which may be interpreted as ameasure. This generalizes to
the algebraic setting in the following way.

Lemma 4.2. Let r ∈ k[x]× and a∈ k be arbitrary. Then P∈ End(k[x]) satisfies the differential
law ∂ ◦ P = r if and only if Jar − P ∈ k[x]∗.

Proof. Since∂ ◦ Jar = r, a linear operatorP onk[x] satisfies∂ ◦ P = r if and only if ∂ ◦ µ = 0 for
µ := Jar − P. The latter identity holds if and only if im(µ) is contained in ker(∂) = k. �

In analogy to the reals, we call the above linear functionalµ the associated measureof P.
Then the lemma says that the linear operators satisfying thedifferential law are classified by their
associated measures in the sense that

{P ∈ End(k[x]) | ∂ ◦ P = r} = Jar + k[x]∗,

where the initialized pointa may be chosen arbitrarily (typicallya = 0). But in the real case,
a measure is more than an arbitrary linear functional; for the algebraic situation this is captured
in the following result. Here and henceforth we employ the abbreviation⋆r,a for ⋆Jar , and⋆r

for ⋆r,0.

Theorem 4.3. Let r ∈ k[x]× and a∈ k be arbitrary. Then the map defined by P7→ Jar − P is a
bijection betweenRBOr(k[x]) and(k[x], ⋆r,a)•.

Proof. By Lemma4.2and Proposition2.3(c), we obtain an surjective map

RBOr(k[x]) → (k[x], ⋆r,a)
•, P 7→ Jar − P.

The map is injective sinceJar − P = Jar − P̃ impliesP = P̃. �

Thus the above classification of operators satisfying differential law may be refined to

RBOr(k[x]) = Jar − (k[x], ⋆r,a)
•.

For working out a more explicit description, we specialize to the monomial caser = xk, where
we use the abbreviation⋆k for ⋆xk. To this end, we will determine (k[x], ⋆k)•, starting withk = 0.

Theorem 4.4.
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(a) For any k∈ N, we have the isomorphism(k[x], ⋆k) � xk+1k[x] of nonunitary algebras.
(b) There is a bijection(k[x], ⋆0)• → k that sendsµ toµ(1). In particular, the value a:= µ(1) ∈ k

determinesµ uniquely by

(18) µ(xn) =
1

n+ 1
an+1

for all n ∈ N. Moreover, the codimension ofker(µ) equals0 for a = 0, and1 for a , 0.

Proof. (a) Note that{un := nxn−k−1 | n > k+ 1} is ak-linear basis ofk[x] with

um⋆k un = mxm−k−1J0(x
k · nxn−k−1) + nxn−k−1J0(x

k ·mxm−k−1)

= mxm−k−1xn + nxn−k−1xm = (m+ n)xm+n−k−1 = um+n.

Thus thek-linear map induced byun 7→ xn (n > k + 1) is an isomorphism (k[x], ⋆k) → xk+1k[x]
of nonunitaryk-algebras as claimed.

(b) Sincexk[x] is the free nonunitary commutativek-algebra onx, so is (k[x], ⋆0) by the iso-
morphism from (a). Then the bijection follows from the universal property offree nonunitary
commutativek-algebra onx. Note that under the isomorphism from (a), the generatorx of xk[x]
corresponds to the generator 1= u1 of (k[x], ⋆0).

To prove Eq. (18), we use induction onn. For the base casen = 0, we haveµ(1) = a by the
definition ofa. Now suppose Eq. (18) has been proved for a fixedn. Since

1⋆0 xn = J0(x
n) + xn J0(1) =

n+ 2
n+ 1

xn+1

andµ is ank-algebra homomorphism, we have

µ

(

n+ 2
n+ 1

xn+1

)

= µ(1⋆0 xn) = µ(1)µ(xn) =
1

n+ 1
an+2,

applying the induction hypothesis in the last step. Thus we obtain µ(xn+1) = 1
n+2 an+2, and the

induction is complete. The last statement follows since thecodimension of ker(µ) equals the
dimension of im(µ) andµ is surjective if and only ifµ(1) , 0. �

At this juncture, the results accumulated are sufficient for classifying all Rota-Baxter opera-
torsP satisfying the differential relation∂ ◦ P = 1k[x] . This is an important special case since it
states that allindefinite integralsare analytically modelled.

Theorem 4.5.We haveRBO1(k[x]) =
{

Ja | a ∈ k
}

.

Proof. The inclusion from right to left is clear, so assumeP ∈ RBO1(k[x]). By Theorem4.3,
there existsµ ∈ (k[x], ⋆0)• such thatP = J0 − µ. Setting nowa := µ(1), Theorem4.4 asserts
thatµ(xn) = 1

n+1 an+1 for all n ∈ N. Then

P(xn) = J0(x
n) − µ(xn) =

xn+1 − an+1

n+ 1
= Ja(x

n)

so thatP = Ja, and the inclusion from left to right is established. �

For classifying the Rota-Baxter operatorsP with ∂ ◦ P = xk (k > 0) we must determine all
algebra homomorphismsµ with respect to the multiplication⋆k. At this point, we have to restrict
ourselves to the fieldk = R since we shall make use of the order on thereals in the next two
lemmas.
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Lemma 4.6. Let µ : (R[x], ⋆2ℓ+1) → R be anR-algebra homomorphism withℓ > 0. Then we
haveµ(1) > 0.

Proof. Since 1⋆2ℓ+1 1 = 2 J0(x2ℓ+1) = x2ℓ+2/(ℓ + 1) andµ is anR-algebra homomorphism, we
obtainc2 = µ(1 ⋆2ℓ+1 1) = µ(x2ℓ+2/(ℓ + 1)), where we have setc := µ(1). Hence we get the
relationµ(x2ℓ+2) = (ℓ + 1)c2. We have also

1⋆2ℓ+1 x2ℓ+2 = J0(x
4ℓ+3) + x2ℓ+2 J0(x

2ℓ+1) =
3

4ℓ + 4
x4ℓ+4,

which implies by theR-algebra homomorphism property and the previous relation that

(19) µ(x4ℓ+4) =
4
3

(ℓ + 1)2c3.

Next we observe thatxℓ+1 ⋆2ℓ+1 xℓ+1 = 2xℓ+1 J0(x3ℓ+2) = (2/3) x4ℓ+4/(ℓ + 1). Setting ˜c := µ(xℓ+1),
this yields yet another relation

(20) µ(x4ℓ+4) =
3
2

(ℓ + 1) c̃2.

Combining Eqs. (19) and (20), we obtain4
3(ℓ+1)2c3 = 3

2(ℓ+1)c̃2 and thusc = 3

√

9
8(ℓ+1)c̃

2 > 0. �

Lemma 4.7. Letµ : (R[x], ⋆k)→ R be anR-algebra homomorphism for k∈ N. Then there exists
a number a∈ R such thatµ(1) = ak+1/(k+ 1).

Proof. We setc := µ(1) anda := k+1
√

(k+ 1)c. If k = 2ℓ + 1 with ℓ ∈ N, Lemma4.6 implies
thatc > 0 and we may extract an even root to obtaina ∈ R. If on the other handk = 2ℓ for ℓ ∈ N,
the root ina is odd and hence clearlya ∈ R also in this case. �

The numberaensured by the previous lemma serves to characterize the associated measureµ of
the Rota-Baxter operator underlying the double product⋆k. Analytically speaking, Analytically
speaking,µ(1) is the Riemann integral over [0, a].

Proposition 4.8. Let µ : (R[x], ⋆k) → R be anR-algebra homomorphism. Then there exists a
number a∈ R such thatµ(xn) = an+k+1/(n + k + 1) for all n ∈ N. In particular, µ is uniquely
determined by a.

Proof. We prove the claim by induction onn ∈ N. In the base casen = 0, Lemma4.7 yields
µ(1) = ak+1/(k+ 1). Suppose now the claim has been proved up to a fixedn. Since

1⋆k xn−k = J0(x
n) + xn−k J0(x

k) =
n+ k+ 2

(n+ 1)(k+ 1)
xn+1

andµ is anR-algebra homomorphism, we have

µ

( n+ k+ 2
(n+ 1)(k+ 1)

xn+1
)

= µ(1⋆k xn−k) = µ(1)µ(xn−k) =
1

(n+ 1)(k+ 1)
an+k+2,

where we have applied the induction hypothesis in the last step sincen − k 6 n. But this gives
immediatelyµ(xn+1) = an+k+2/(n+ k+ 2), which completes the induction. �

Since the numbera of the proposition above characterizes the associated measures, we obtain
now thedesired classificationof the Rota-Baxter operatorsP onR[x] that satisfy the differential
relation∂ ◦ P = xk. The numbera plays the role of the initialization point of the integral (we
regain the standard integralJ0 for a = 0 since then the associated measure is zero).

Theorem 4.9.We haveRBOxk(R[x]) =
{

Jaxk | a ∈ R} for any k∈ N.
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Proof. The inclusion from right to left is clear, so assumeP ∈ RBOxk(R[x]). Then Theorem4.3
yields anR-algebra homomorphismµ : (R[x], ⋆k)→ R such thatP = J0xk−µ. By Proposition4.8,
there exists a numbera ∈ R such thatµ(xn) = an+k+1/(n+ k+ 1). Thus we have

P(xn) = J0(x
n+k) − µ(xn) = (xn+k+1 − an+k+1)/(n+ k+ 1) = Ja(x

n+k),

so thatP = Jaxk, and the inclusion from left to right is established. �

As mentioned earlier, it is tempting to generalize the aboveresult from monomials toarbitrary
polynomials. Together with Theorem4.1, this would imply that

RBO∗(k[x]) =
⋃

r∈k[x]×

RBOr(k[x]) = {Jar | a ∈ k, r ∈ k[x]×},

for the casek = R. The missing inclusion is as follows.

Conjecture 4.10.We haveRBOr(R[x]) ⊆ {

Jar | a ∈ R
}

for any r ∈ R[x]×.

In the rest of this paper, we add some preliminary results in support of this conjecture. Let
us call a Rota-Baxter operatorP on R[x] initialized at a pointa ∈ R if eva ◦ P is the zero
operator, where eva : R[x] → R[x] denotes evaluation ata. The typical case is whenP = Jar.
It is easy to see that Conjecture4.10 is equivalent to the claim that all Rota-Baxter operators
in RBOr(R[x]) are initialized. Indeed, ifP is initialized ata, then we may multiply the differential
law ∂ ◦ P = r by Ja from the left to obtainP = Jar since we haveJa∂ = 1R[x] − eva. So for
proving Conjecture4.10one has to determine the initialization pointa from a given Rota-Baxter
operatorP andr ∈ R[x]×. If P is already known to be of the formJar, this can be done as follows.

Lemma 4.11.For the Rota-Baxter operator P= Jar with a ∈ R and r ∈ R[x]× we have

(21) a =
P(2xr′ + r) − xr2

P(2r ′) − r2
,

provided r(a) , 0. On the other hand, if r(a) = 0 then P= (r − Jar ′) ◦ J0.

Proof. Let us first consider the generic caser(a) , 0. Using the differential law∂ ◦ P = r, one
sees immediately that numerator and denominator are both constants since they vanish under∂.
Moreover, the denominator cannot be zero since we have

P(2r ′) =
∫ x

a
(r2)′ = r2 − r(a)2

, r2

by the assumption of genericity. Integrating (r2r (i))′ = 2rr ′r (i) + r2r (i+1) from a to x, we obtain

(22) r2r (i) − r(a)2r (i)(a) = P(2r ′r (i) + rr (i+1)).

Assumingr has degreen, we can write

r = 1+ r1x+ r2
x2

2!
+ · · · + rn

xn

n!

so thatr (n−1) = rn−1 + rnx andr (n) = rn. Substitutingi = n− 1 andr(a)2 = r2 − P(2r ′) in Eq. (22),
we obtain the relation

(23) (rn−1 + rnx)r2 − (r2 − P(2r ′))(rn−1 + rna) = P(2rn−1r
′ + 2rnxr′ + rnr),

which simplifies to (x− a)r2 = P(2xr′ − 2ar′ + r). Solving this fora gives Eq. (21).
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Now assumer(a) = 0. Then for f ∈ R[x] we obtain

P f ′ =
∫ x

a
r f ′ = [r f ]x

a −
∫ x

a
r ′ f = r f − Jar

′ f

and hence by (J0 f )′ = f the required identityP f = (rJ0) f − (Jar ′J0) f = (r − Jar ′)J0( f ). �

Lemma4.11 suggests the following strategy for proving Conjecture4.10. Given an arbi-
trary P ∈ RBOr(R[x]), we determine first the denominator of Eq. (21). If it vanishes, we try
to find P̃ ∈ RBOr ′(R[x]) with P = (r − P̃) ◦ J0, and we use induction on the degree ofr to
handleP̃. In the generic case of non-vanishing denominator, we compute the value ofa from
Eq. (21), and it suffices to prove thatP is initialized ata. For doing this, the first step would be
to ascertain thatr(a)2 = r2 − P(2r ′). This would imply thatP(r ′) vanishes atx = a and hence
also P(2xr′ + r) by Eq. (23). Using the Rota-Baxter axiom and the above relations, one can
produce polynomialsp such thatP(p) vanishes atx = a. If this is done for sufficiently many
polynomialsp to generateR[x] as a real vector space, we are done. Here is an example of a
class of polynomials where one can infer vanishing atx = a providedr(a)2 = r2 − P(2r ′) has
been established. ForP = Jar, it recovers the fact thatJa(r ′r2k+1) = (2k + 2)−1Ja((r2k+2)′) =
(2k+ 2)−1(r2k+2 − r(a)2k+2).

Lemma 4.12.Let P∈ RBOr(R[x]) be arbitrary. Then we have P(r ′r2k) = (2k+ 2)−1(r2k+2 − ck+1)
for c := r2 − P(2r ′) ∈ R and all k≥ 0.

Proof. We use induction onk. The base casek = 0 is immediate from the definition ofc. Now
assume the claim for all degrees below a fixedk > 0; we prove it fork. By the Rota-Baxter axiom
and the definition ofc we have

P(r ′)k+1 = (k+ 1)! Pk+1
r ′ (1) = (k+ 1)! P(r ′ Pk

r ′(1)) = (k + 1)P(r ′ P(r ′)k)

= 2−k(k+ 1)P(r ′(r2 − c)k),

wherePr ′ : R[x] → R[x] is defined byPr ′(p) := P(r ′p). Substituting the defining relation ofc on
the left-hand side, we obtain (r2 − c)k+1 = 2(k+ 1)P(r ′(r2 − c)k), so the binomial theorem yields

(2k+ 2)P(r ′r2k) = (r2 − c)k+1 − 2(k+ 1)
k−1
∑

l=0

(

k
l

)

(−c)k−l P(r ′r2l).

Applying the induction hypothesis leads to

(2k+ 2)P(r ′r2k) = (r2 − c)k+1 − (k+ 1)
k−1
∑

l=0

(

k
l

)

(−c)k−l

l + 1

(

(r2)l+1 − cl+1
)

= (r2 − c)k+1 + (r2k+2 − ck+1) − (k+ 1)
k

∑

l=0

(

k
l

)

(−c)k−l

l + 1

(

(r2)l+1 − cl+1
)

.

For evaluating the above sum, just note that integrating (x−c)k fromα to β and using the binomial
theorem gives

(β − c)k+1 − (α − c)k+1

k+ 1
=

k
∑

l=0

(

k
l

)

(−c)k−l

l + 1

(

βl+1 − αl+1
)

,

which may be evaluated at (α, β) = (c, r2) in the previous sum to obtain

(2k+ 2)P(r ′r2k) = (r2 − c)k+1 + r2k+2 − ck+1 − (r2 − c)k+1 = r2k+2 − ck+1,
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which completes the induction. �

We conclude with a simple result about the double product⋆ in the general case ofJar. This
lemma is a kind of analogy (though not a generalization) of Theorem4.4(a). In fact, the two
results coincide forr = x.

Lemma 4.13. Let ⋆ be the double product corresponding to the Rota-Baxter operator Jar and
setρ = r(a). Then the non-unitary subalgebra of(k[x], ⋆) generated by un = nrn−2r ′ (n ≥ 2) is
isomorphic to the non-unitary subalgebra of(k[x], ·) generated by xn − ρn (n ≥ 2).

Proof. The double product of the basis elementsum (m≥ 2) andun (n ≥ 2) is given by

um⋆ un = mn rm−2r ′ Jar
n−1r ′ +mn rn−2r ′ Jar

m−1r ′ = m rm−2r ′(rn − ρn) + n rn−2r ′(rm − ρm)

= um+n − ρn um− ρm un,

so thek-linear mapφ defined byφ(um) = xm − ρm is a homomorphism of nonunitaryk-algebras
since we have

(xm − ρm)(xn − ρn) = (xm+n − ρm+n) − ρn(xm − ρm) − ρm(xn − ρn).

The mapφ is clearly bijective as it maps ak-basis to ak-basis. �
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