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#### Abstract

A new numerical method is proposed that uses the QR decomposition (and its variants) to derive recursively the three-stage least squares (3SLS) estimator of large-scale simultaneous equations models (SEM). The 3SLS estimator is obtained sequentially, once the underlying model is modified, by adding or deleting rows of data. A new theoretical pseudo SEM is developed which has a non positive definite dispersion matrix and is proved to yield the 3SLS estimator that would be derived if the modified SEM was estimated afresh. In addition, the computation of the iterative 3SLS estimator of the updated observations SEM is considered. The new recursive method utilizes efficiently previous computations, exploits sparsity in the pseudo SEM and uses as main computational tool orthogonal and hyperbolic matrix factorizations. This allows the estimation of large-scale SEMs which previously could have been considered computationally infeasible to tackle. Numerical trials have confirmed the effectiveness of the new estimation procedures. The new method is illustrated through a macroeconomic application ${ }^{\dagger}$.


Keywords: updating, QR decomposition, high dimensional data, matrix algebra
MSC: 15A23;15B10;62L12

## 1. Introduction

The simultaneous equations model (SEM) is a system of structural equations where some of the response variables also reappear in the system as explanatory variables. Let the SEM in compact form be

$$
\begin{equation*}
\operatorname{vec}(\boldsymbol{Y})=\left(\boldsymbol{I}_{G} \otimes \boldsymbol{W}\right) \boldsymbol{S} \boldsymbol{\delta}+\operatorname{vec}(\boldsymbol{E}), \operatorname{vec}(\boldsymbol{E}) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M}\right) \tag{1.1}
\end{equation*}
$$

[^0]where $\boldsymbol{W}=\left(\begin{array}{ll}\boldsymbol{X} & \boldsymbol{Y}\end{array}\right), \boldsymbol{X}$ is the $M \times K$ (full column rank) matrix of all exogenous (or predetermined) variables that satisfy the orthogonality condition $\mathbb{E}\left(\boldsymbol{X}^{T} \boldsymbol{E}\right)=\mathbf{0}$ and $\boldsymbol{Y}$ is the $M \times G$ matrix of all other explanatory variables that violate the orthogonality condition $\mathbb{E}\left(\boldsymbol{Y}^{T} \boldsymbol{E}\right)=\mathbf{0}$, herein referred to as endogenous variables. The value of an endogenous variable is determined within the system whereas the value of an exogenous variable is defined outside the system. Also $\boldsymbol{S}=\operatorname{diag}\left(\boldsymbol{S}_{1}, \boldsymbol{S}_{2}, \ldots, \boldsymbol{S}_{G}\right)$ is a selection matrix such that $\boldsymbol{W} \boldsymbol{S}_{i}=\boldsymbol{W}_{i}=\left(\begin{array}{ll}\boldsymbol{X}_{i} & \boldsymbol{Y}_{i}\end{array}\right)$ and $\boldsymbol{\delta}=\operatorname{vec}\left(\boldsymbol{\delta}_{1}, \boldsymbol{\delta}_{2}, \ldots, \boldsymbol{\delta}_{G}\right)$. The notation $\operatorname{vec}(\boldsymbol{E}) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M}\right)$ implies that the error term vec $(\boldsymbol{E})$ has zero mean and variance-covariance matrix $\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M}$, where $\boldsymbol{\Sigma} \in \mathbb{R}^{G \times G}$ is a symmetric non negative definite matrix and $\otimes$ denotes the Kronecker product [32]. In the $i$ th equation, that is $\boldsymbol{y}_{i}=\boldsymbol{W}_{i} \boldsymbol{\delta}_{i}+\boldsymbol{\epsilon}_{i}$, where $\boldsymbol{W}_{i}=\left(\boldsymbol{X}_{i} \boldsymbol{Y}_{i}\right), \boldsymbol{X}_{i} \in \mathbb{R}^{M \times k_{i}}$ is the full column rank matrix of exogenous variables, $\boldsymbol{Y}_{i} \in \mathbb{R}^{M \times g_{i}}$ is the matrix of endogenous variables for that equation, and where $\boldsymbol{\delta}_{i}=\left(\boldsymbol{\beta}_{i}^{T} \boldsymbol{\gamma}_{i}^{T}\right)^{T}, \boldsymbol{\beta}_{i} \in \mathbb{R}^{k_{i}}$ and $\gamma_{i} \in \mathbb{R}^{g_{i}}$ are the structural parameters to be estimated. It is assumed that $k_{i}+g_{i} \leq K$ so that the unknown parameters of the structural equations are uniquely identified [19].

The presence of the endogenous variables $\boldsymbol{Y}$ implies that the explanatory variables are not orthogonal to the error term, that is, $\mathbb{E}\left(\boldsymbol{W}^{T} \boldsymbol{E}\right) \neq \mathbf{0}$ since $\mathbb{E}\left(\boldsymbol{Y}^{T} \boldsymbol{E}\right) \neq \mathbf{0}$. The violation of the orthogonality condition due to the error term entering into the determination of the endogenous variable $\boldsymbol{y}_{i}$ is called endogeneity, and needs to be eliminated before generalized least squares (GLS) are applied to estimate (1.1). The effect of endogeneity is overcome by projecting $\boldsymbol{y}_{i}$ onto the $\operatorname{Span}(\boldsymbol{W})$ along $\operatorname{Span}^{\perp}(\boldsymbol{Z})$, where $\boldsymbol{Z}$ is a matrix of predetermined variables such that $\mathbb{E}\left(\boldsymbol{Z}^{T} \boldsymbol{E}\right)=\mathbf{0}$. For the 3SLS estimator, this is achieved by using the matrix of all exogenous variables $\boldsymbol{X}$ as an instrument where the projection matrix is $\boldsymbol{P}_{\boldsymbol{X}}=\boldsymbol{X}\left(\boldsymbol{X}^{T} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{T}$. Therefore, each structural equation is premultiplied by $\boldsymbol{X}^{T}$ [34] or equivalently, (1.1) is premultiplied by $\boldsymbol{I}_{G} \otimes \boldsymbol{X}^{T}$ which yields the transformed SEM (TSEM):

$$
\begin{equation*}
\operatorname{vec}\left(\boldsymbol{X}^{T} \boldsymbol{Y}\right)=\left(\boldsymbol{I}_{G} \otimes \boldsymbol{X}^{T} \boldsymbol{W}\right) \boldsymbol{S} \boldsymbol{\delta}+\operatorname{vec}\left(\boldsymbol{X}^{T} \boldsymbol{E}\right), \operatorname{vec}\left(\boldsymbol{X}^{T} \boldsymbol{E}\right) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \boldsymbol{X}^{T} \boldsymbol{X}\right) \tag{1.2}
\end{equation*}
$$

Applying GLS to (1.2) with $\boldsymbol{\Sigma}$ replaced by its consistent estimator [34], say $\hat{\boldsymbol{\Sigma}}$, gives the three-stage least squares (3SLS) estimator

$$
\begin{equation*}
\hat{\boldsymbol{\delta}}_{3 S L S}=\left(\overline{\boldsymbol{W}}^{T}\left(\hat{\boldsymbol{\Sigma}} \otimes \boldsymbol{X}^{T} \boldsymbol{X}\right)^{-1} \overline{\boldsymbol{W}}\right)^{-1} \overline{\boldsymbol{W}}^{T}\left(\hat{\boldsymbol{\Sigma}} \otimes \boldsymbol{X}^{T} \boldsymbol{X}\right)^{-1} \operatorname{vec}\left(\boldsymbol{X}^{T} \boldsymbol{Y}\right) \tag{1.3}
\end{equation*}
$$

where $\overline{\boldsymbol{W}}=\left(\boldsymbol{I}_{G} \otimes \boldsymbol{X}^{T} \boldsymbol{W}\right) \boldsymbol{S}[34]$. The 3SLS estimator (1.3) derives from the solution of the generalized linear least squares problem (GLLSP)

$$
\underset{\delta, \boldsymbol{V}}{\operatorname{argmin}}\|\boldsymbol{V}\|_{F}^{2} \quad \text { subject to } \operatorname{vec}\left(\boldsymbol{X}^{T} \boldsymbol{Y}\right)=\left(\boldsymbol{I}_{G} \otimes \boldsymbol{X}^{T} \boldsymbol{W}\right) \boldsymbol{S} \boldsymbol{\delta}+\left(\hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{K}\right) \operatorname{vec}\left(\boldsymbol{X}^{T} \boldsymbol{V}\right),
$$

where $\hat{\boldsymbol{\Sigma}}=\hat{\boldsymbol{C}} \hat{\boldsymbol{C}}^{T}$ is the Cholesky decomposition, $\boldsymbol{V} \sim\left(\mathbf{0}, \boldsymbol{I}_{K}\right)$ is such that $\boldsymbol{E}=\boldsymbol{V} \hat{\boldsymbol{C}}^{T}$ and $\|\cdot\|_{F}$ denotes the Frobenius norm [21, 25].

Large-scale SEMs are intractable to employ due to their multivariate structure, whereas their implementation becomes further burdensome when they have to be estimated recursively. This is an essential procedure when dealing with big data sets, in window estimation and when there is structural change in the SEM $[12,15,27,30,33]$. The recursive estimation of the SEM entails the repeated updating of previous estimates, whereby they can absorb additional observations, while avoiding the use of the entire high dimensional data set. That is, when new data are acquired, a recursive procedure will obtain the 3SLS estimator of the augmented SEM

$$
\begin{equation*}
\operatorname{vec}\binom{\boldsymbol{Y}}{\boldsymbol{Y}_{u}}=\left(\boldsymbol{I}_{G} \otimes\binom{\boldsymbol{W}}{\boldsymbol{W}_{u}}\right) \boldsymbol{S} \boldsymbol{\delta}^{U}+\operatorname{vec}\binom{\boldsymbol{E}}{\boldsymbol{E}_{u}}, \operatorname{vec}\binom{\boldsymbol{E}}{\boldsymbol{E}_{u}} \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M+M_{u}}\right), \tag{1.4}
\end{equation*}
$$

without processing the entire system afresh but by utilizing previous computations. To derive the 3SLS estimator of the augmented SEM, requires premultiplying (1.4) by $\boldsymbol{I}_{G} \otimes\left(\boldsymbol{X}^{T} \boldsymbol{X}_{u}^{T}\right)$ and then solving the GLLSP

$$
\begin{aligned}
& \underset{\delta^{U}, \boldsymbol{V}, \boldsymbol{V}_{u}}{\operatorname{argmin}}\|\boldsymbol{V}\|_{F}^{2}+\left\|\boldsymbol{V}_{u}\right\|_{F}^{2} \quad \text { subject to } \\
& \operatorname{vec}\left(\boldsymbol{X}^{T} \boldsymbol{Y}+\boldsymbol{X}_{u}^{T} \boldsymbol{Y}_{u}\right)=\left(\boldsymbol{I}_{G} \otimes\left(\boldsymbol{X}^{T} \boldsymbol{W}+\boldsymbol{X}_{u}^{T} \boldsymbol{W}_{u}\right)\right) \boldsymbol{S} \boldsymbol{\delta}^{U}+\left(\hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{K}\right) \operatorname{vec}\left(\boldsymbol{X}^{T} \boldsymbol{V}+\boldsymbol{X}_{u}^{T} \boldsymbol{V}_{u}\right) .
\end{aligned}
$$

The problem of re-estimating linear models after adding (updating) or removing (downdating) observations has already been addressed $[6,11,13,14,16,17,26,29,33]$. Methods had previously been proposed for the effective estimation of the SEM [1, 6, 8, 18, 20], however, the sequential derivation of the 3SLS estimator for large-scale SEMs has not, previously, been considered.

Herein, the problem of recursively estimating the SEM to add the effect of new or delete the effect of old (obsolete) data points is thoroughly investigated. A theoretical pseudo SEM is developed which has the same 3SLS solution as the modified SEM when estimated afresh. Specifically the proposed method entails a double updating of the original SEM. The first update incorporates the new observations and the second update eliminates the endogeneity that stems from these new
observations. This is a challenging issue in the estimation of the SEM and is especially difficult when the model is estimated recursively. The new method removes the endogeneity by adding imaginary (complex) data. This creates a SEM that has a non positive definite dispersion matrix. Nonetheless, the estimation of this theoretical model does not use complex arithmetic. The advantages of the new method is numerical accuracy for the estimates and computational efficiency. They are achieved by implementing orthogonal and hyperbolic transformations, by exploiting the sparsity of the pseudo SEM and by utilizing the previous computations that have provided the estimates of the original model. However, hyperbolic transformations are known to encounter difficulties in terms of stability in the presence of ill conditioned problems. Prudent implementation of hyperbolic transformations can improve the stability of the downdating procedure $[3,4,23,24]$. Also, applying a sequence of simultaneous updates and downdates has been shown to be relationally stable following careful application of hyperbolic transformations as discussed in [2, 31].

The next section provides a summary of how to derive the 3SLS estimator using the QR decomposition while avoiding the inversion of the large covariance matrix of the SEM. These preliminary results are needed for setting up the background of the recursive method. In Section 3 the new theoretical pseudo SEM for the recursive estimation of the SEM is proposed. The estimator of the model and the corresponding iterative 3SLS estimator are derived. In Section 4 the downdating problem of deleting observations from the SEM is solved. Section 5 employs the proposed recursive method for the estimation of a large-scale macroeconomic model. Finally, Section 6 concludes.

## 2. Numerical estimation of the SEM

In order to derive efficiently the 3SLS estimator of the SEM, orthogonal transformations are used [1]. Let the QR decomposition (QRD) of $\boldsymbol{X}$ be given by

$$
\boldsymbol{Q}^{T}\left(\begin{array}{ll}
\boldsymbol{X} & \boldsymbol{Y}
\end{array}\right)=\left(\begin{array}{cc}
\boldsymbol{R}_{11} & \boldsymbol{R}_{12}  \tag{2.1}\\
\mathbf{0} & \boldsymbol{R}_{22}
\end{array}\right)=\binom{\boldsymbol{R}_{A}}{\boldsymbol{R}_{B}}, \quad \boldsymbol{Q}=\left(\begin{array}{ll}
\boldsymbol{Q}_{A} & \boldsymbol{Q}_{B}
\end{array}\right),
$$

where $\boldsymbol{Q} \in \mathbb{R}^{M \times M}$ is orthogonal and $\boldsymbol{R}_{11} \in \mathbb{R}^{K \times K}$ is upper triangular and non singular. Using the latter, the TSEM (1.2) is now written as

$$
\begin{equation*}
\operatorname{vec}\left(\boldsymbol{R}_{12}\right)=\left(\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A}\right) \boldsymbol{S} \boldsymbol{\delta}+\operatorname{vec}(\overline{\boldsymbol{E}}), \quad \operatorname{vec}(\overline{\boldsymbol{E}}) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{K}\right), \tag{2.2}
\end{equation*}
$$

where $\overline{\boldsymbol{E}}=\boldsymbol{Q}_{A}^{T} \boldsymbol{E}[1,20]$. Observe that the dispersion matrix has been simplified to $\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{K}$ and the dimensions of the model have been reduced. The 3SLS estimator in (1.3) is obtained if the method of GLS is applied to (2.2) and $\boldsymbol{\Sigma}$ is replaced by $\hat{\boldsymbol{\Sigma}}$, or equivalently from the solution of the GLLSP

$$
\begin{equation*}
\underset{\boldsymbol{\delta}, \overline{\boldsymbol{V}}}{\operatorname{argmin}}\|\overline{\boldsymbol{V}}\|_{F}^{2} \quad \text { subject to } \operatorname{vec}\left(\boldsymbol{R}_{12}\right)=\left(\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A}\right) \boldsymbol{S} \boldsymbol{\delta}+\left(\hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{K}\right) \operatorname{vec}(\overline{\boldsymbol{V}}), \tag{2.3}
\end{equation*}
$$

where $\overline{\boldsymbol{V}} \sim\left(\mathbf{0}, \boldsymbol{I}_{K}\right)$ is such that $\overline{\boldsymbol{E}}=\overline{\boldsymbol{V}} \hat{\boldsymbol{C}}^{T}$. In the case of singular or ill conditioned $\hat{\boldsymbol{\Sigma}}$, the method of GLLSP allows the estimation of the SEM and provides accurate results.

For simplicity, herein, it will be assumed that $\hat{\boldsymbol{\Sigma}}$ is non singular. For the solution of the GLLSP (2.3) compute the generalized QR decomposition $(\mathrm{GQRD})$ of $\left(\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A}\right) \boldsymbol{S}$ and $\left(\hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{K}\right)$, that is,

$$
\tilde{\boldsymbol{Q}}^{T}\left(\left(\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A}\right) \boldsymbol{S} \quad \operatorname{vec}\left(\boldsymbol{R}_{12}\right)\right)=\left(\begin{array}{cc}
\oplus_{i} \boldsymbol{R}_{i} & \boldsymbol{y}_{A}  \tag{2.4a}\\
\mathbf{0} & \boldsymbol{y}_{B}
\end{array}\right)
$$

and

$$
\tilde{\boldsymbol{Q}}^{T}\left(\hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{K}\right) \boldsymbol{P}=\boldsymbol{U}=\left(\begin{array}{cc}
\boldsymbol{U}_{11} & \boldsymbol{U}_{12}  \tag{2.4b}\\
\mathbf{0} & \boldsymbol{U}_{22}
\end{array}\right) \kappa K-\kappa .
$$

Here $\tilde{\boldsymbol{Q}}, \boldsymbol{P} \in \mathbb{R}^{G K \times G K}$ are orthogonal matrices, $\boldsymbol{U} \in \mathbb{R}^{G K \times G K}$ and $\boldsymbol{R}_{i} \in \mathbb{R}^{\left(k_{i}+g_{i}\right) \times\left(k_{i}+g_{i}\right)}$ for $i=$ $1, \ldots, G$ are upper triangular and non singular, $\kappa=\sum_{i=1}^{G}\left(k_{i}+g_{i}\right)$ and $\oplus_{i}$ denotes the direct sum for $i=1, \ldots, G$. Applying the GQRD in (2.4a)-(2.4b) to (2.3) will give the equivalent GLLSP

$$
\underset{\tilde{\boldsymbol{v}}, \hat{\boldsymbol{v}}, \boldsymbol{\delta}}{\operatorname{argmin}}\left\|\binom{\boldsymbol{v}_{A}}{\boldsymbol{v}_{B}}\right\|^{2} \text { subject to }\binom{\boldsymbol{y}_{A}}{\boldsymbol{y}_{B}}=\binom{\oplus_{i} \boldsymbol{R}_{i}}{\mathbf{0}} \boldsymbol{\delta}+\left(\begin{array}{cc}
\boldsymbol{U}_{11} & \boldsymbol{U}_{12}  \tag{2.5}\\
\mathbf{0} & \boldsymbol{U}_{22}
\end{array}\right)\binom{\boldsymbol{v}_{A}}{\boldsymbol{v}_{B}},
$$

where $\left(\begin{array}{ll}\boldsymbol{v}_{A}^{T} & \boldsymbol{v}_{B}^{T}\end{array}\right)=\operatorname{vec}(\overline{\boldsymbol{V}})^{T} \boldsymbol{P}$ and $\|\cdot\|$ denotes the Euclidean norm. Now observe that $\boldsymbol{v}_{B}=\boldsymbol{U}_{22}^{-1} \boldsymbol{y}_{B}$ and thus, $\boldsymbol{v}_{A}$ is set to zero to minimize the argument in (2.5). The 3SLS estimator is then given by $\hat{\boldsymbol{\delta}}_{3 S L S}=\left(\oplus_{i} \boldsymbol{R}_{i}\right)^{-1} \hat{\boldsymbol{y}}_{A}$, where $\hat{\boldsymbol{y}}_{A}=\boldsymbol{y}_{A}-\boldsymbol{U}_{12} \boldsymbol{v}_{B}$.

## 3. Recursively estimating the SEM with new observations

The recursive estimation of a model is a procedure which is equivalent to the problem of updating
a model consecutively when new observations become available. Similarly, when the data set is too large that cannot be accommodated within the computer's memory, then an out-of-core algorithm proceeds sequentially by updating at every step the current model with some extra observations. Assume that $M_{u}$ new observations become available and their effect will be added to the model to update the 3SLS estimator. Let the system of structural equations of the new observations be denoted by

$$
\begin{equation*}
\operatorname{vec}\left(\boldsymbol{Y}_{u}\right)=\left(\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u}\right) \boldsymbol{S} \boldsymbol{\delta}_{u}+\operatorname{vec}\left(\boldsymbol{E}_{u}\right), \operatorname{vec}\left(\boldsymbol{E}_{u}\right) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M_{u}}\right) \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{Y}_{u}, \boldsymbol{E}_{u} \in \mathbb{R}^{M_{u} \times G}, \boldsymbol{X}_{u} \in \mathbb{R}^{M_{u} \times K}$ and $\boldsymbol{W}_{u}=\left(\begin{array}{ll}\boldsymbol{X}_{u} & \boldsymbol{Y}_{u}\end{array}\right)$. Also define

$$
\tilde{\boldsymbol{W}}=\left(\begin{array}{ll}
\tilde{\boldsymbol{X}} & \tilde{\boldsymbol{Y}} \tag{3.2}
\end{array}\right)=\binom{\boldsymbol{W}}{\boldsymbol{W}_{u}} \quad \text { and } \quad \tilde{\boldsymbol{E}}=\binom{\boldsymbol{E}}{\boldsymbol{E}_{u}} .
$$

Then the updated SEM to be estimated is given by

$$
\begin{equation*}
\operatorname{vec}(\tilde{\boldsymbol{Y}})=\left(\boldsymbol{I}_{G} \otimes \tilde{\boldsymbol{W}}\right) \boldsymbol{S} \boldsymbol{\delta}^{U}+\operatorname{vec}(\tilde{\boldsymbol{E}}), \operatorname{vec}(\tilde{\boldsymbol{E}}) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M+M_{u}}\right) \tag{3.3}
\end{equation*}
$$

In order to eliminate endogeneity, similarly to (1.2), premultiply each structural equation with $\tilde{\boldsymbol{X}}^{T}$, that is,

$$
\begin{equation*}
\operatorname{vec}\left(\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{Y}}\right)=\left(\boldsymbol{I}_{G} \otimes \tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{W}}\right) \boldsymbol{S} \boldsymbol{\delta}^{U}+\operatorname{vec}\left(\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{E}}\right), \operatorname{vec}\left(\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{E}}\right) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{X}}\right) \tag{3.4}
\end{equation*}
$$

where $\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{W}}=\boldsymbol{X}^{T} \boldsymbol{W}+\boldsymbol{X}_{u}^{T} \boldsymbol{W}_{u}$. Analogously to (1.3) for (1.2), the 3SLS estimator of the updated SEM (3.3) is obtained by applying GLS, that is,

$$
\begin{equation*}
\hat{\boldsymbol{\delta}}_{3 S L S}^{U}=\left(\boldsymbol{S}^{T}\left(\hat{\boldsymbol{\Sigma}}^{-1} \otimes \tilde{\boldsymbol{W}}^{T} \tilde{\boldsymbol{X}}\left(\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{X}}\right)^{-1} \tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{W}}\right) \boldsymbol{S}\right)^{-1} \boldsymbol{S}^{T} \operatorname{vec}\left(\tilde{\boldsymbol{W}}^{T} \tilde{\boldsymbol{X}}\left(\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{X}}\right)^{-1} \tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{Y}} \hat{\boldsymbol{\Sigma}}^{-1}\right) \tag{3.5}
\end{equation*}
$$

The new theoretical pseudo SEM, which yields the 3SLS estimator in (3.5) of the updated observations SEM (3.3), is shown in Theorem 1. This pseudo SEM is used to recursively derive the 3SLS estimator by exploiting the computations used in solving (2.3).

Theorem 1. The updated observations 3SLS estimator in (3.5) is equivalent to the 3SLS estimator of the pseudo SEM

$$
\begin{align*}
\left(\begin{array}{c}
\operatorname{vec}(\boldsymbol{Y}) \\
\operatorname{vec}\left(\boldsymbol{Y}_{u}\right) \\
\operatorname{vec}\left(l \tilde{\boldsymbol{R}}_{22}\right)
\end{array}\right)= & \left(\begin{array}{c}
\boldsymbol{I}_{G} \otimes \boldsymbol{W} \\
\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u} \\
\boldsymbol{I}_{G} \otimes l \tilde{\boldsymbol{R}}_{B}
\end{array}\right) \boldsymbol{S} \boldsymbol{\delta}^{U}+\left(\begin{array}{c}
\operatorname{vec}(\boldsymbol{E}) \\
\operatorname{vec}\left(\boldsymbol{E}_{u}\right) \\
\operatorname{vec}(\imath \tilde{\tilde{E}})
\end{array}\right),  \tag{3.6}\\
& \left.\left(\begin{array}{c}
\operatorname{vec}(\boldsymbol{E}) \\
\operatorname{vec}\left(\boldsymbol{E}_{u}\right) \\
\operatorname{vec}(\imath \tilde{\boldsymbol{E}})
\end{array}\right) \sim\left(\begin{array}{ccc}
\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M_{u}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & -\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M_{u}}
\end{array}\right)\right)
\end{align*}
$$

where the instruments to remove endogeneity of the first $M$ and the $M_{u}$ new observations are matrices $\boldsymbol{X}$ and $\imath \tilde{\boldsymbol{R}}_{22}$, respectively. Here $\imath$ is the imaginary unit $\left(\imath^{2}=-1\right)$ and $\tilde{\boldsymbol{R}}_{22}, \tilde{\boldsymbol{R}}_{B}$ are derived from the updating $Q R D$ (UQRD)

$$
\binom{\boldsymbol{Q}_{u_{A}}^{T}}{\boldsymbol{Q}_{u_{B}}^{T}}\left(\begin{array}{cc}
\boldsymbol{R}_{11} & \boldsymbol{R}_{12}  \tag{3.7}\\
\boldsymbol{X}_{u} & \boldsymbol{Y}_{u}
\end{array}\right)=\left(\begin{array}{cc}
\tilde{\boldsymbol{R}}_{11} & \tilde{\boldsymbol{R}}_{12} \\
\mathbf{0} & \tilde{\boldsymbol{R}}_{22}
\end{array}\right)=\binom{\tilde{\boldsymbol{R}}_{A}}{\tilde{\boldsymbol{R}}_{B}}, \quad \boldsymbol{Q}_{u}=\left(\begin{array}{cc}
\boldsymbol{Q}_{u_{A}} & M_{u} \\
\boldsymbol{Q}_{u_{B}}
\end{array}\right)
$$

where $\boldsymbol{Q}_{u}$ is orthogonal of order $\left(K+M_{u}\right), \boldsymbol{R}_{11}, \boldsymbol{R}_{12}$ are available from (2.1) and $\tilde{\boldsymbol{R}}_{11}$ is the upper triangular factor from the $Q R D$ of $\tilde{\boldsymbol{X}}$.

Proof. Consider the $Q R D$ of $\boldsymbol{X}$ in (2.1) which gives

$$
\begin{equation*}
\boldsymbol{X}^{T} \boldsymbol{X}=\boldsymbol{R}_{11}^{T} \boldsymbol{R}_{11} \quad \text { and } \quad \boldsymbol{X}^{T} \boldsymbol{Y}=\boldsymbol{R}_{11}^{T} \boldsymbol{R}_{12} \tag{3.8}
\end{equation*}
$$

Given that $\tilde{\boldsymbol{R}}_{11}$ is the upper triangular factor from the $Q R D$ of $\tilde{\boldsymbol{X}}$, it follows that

$$
\begin{equation*}
\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{X}}=\boldsymbol{R}_{11}^{T} \boldsymbol{R}_{11}+\boldsymbol{X}_{u}^{T} \boldsymbol{X}_{u}=\tilde{\boldsymbol{R}}_{11}^{T} \tilde{\boldsymbol{R}}_{11} \tag{3.9}
\end{equation*}
$$

and also that

$$
\begin{equation*}
\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{Y}}=\boldsymbol{R}_{11}^{T} \boldsymbol{R}_{12}+\boldsymbol{X}_{u}^{T} \boldsymbol{Y}_{u}=\tilde{\boldsymbol{R}}_{11}^{T} \tilde{\boldsymbol{R}}_{12} \tag{3.10}
\end{equation*}
$$

where $\tilde{\boldsymbol{X}}$ and $\tilde{\boldsymbol{Y}}$ are defined in (3.2). The latter imply the UQRD (3.7). Thus, from (3.9) and (3.10) it follows that the updated TSEM (3.4) is written as

$$
\operatorname{vec}\left(\boldsymbol{R}_{11}^{T} \boldsymbol{R}_{12}+\boldsymbol{X}_{u}^{T} \boldsymbol{Y}_{u}\right)=\left(\boldsymbol{I}_{G} \otimes\left(\boldsymbol{R}_{11}^{T} \boldsymbol{R}_{A}+\boldsymbol{X}_{u}^{T} \boldsymbol{W}_{u}\right)\right) \boldsymbol{S} \boldsymbol{\delta}^{U}+\operatorname{vec}\left(\boldsymbol{R}_{11}^{T} \overline{\boldsymbol{E}}+\boldsymbol{X}_{u}^{T} \boldsymbol{E}_{u}\right),
$$

or equivalently as

$$
\begin{equation*}
\operatorname{vec}\left(\tilde{\boldsymbol{R}}_{12}\right)=\left(\boldsymbol{I}_{G} \otimes \tilde{\boldsymbol{R}}_{A}\right) \boldsymbol{S} \boldsymbol{\delta}^{U}+\operatorname{vec}(\tilde{\tilde{\boldsymbol{E}}}), \quad \operatorname{vec}(\tilde{\tilde{\boldsymbol{E}}}) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{K}\right) \tag{3.11}
\end{equation*}
$$

where $\tilde{\tilde{\boldsymbol{E}}}=\boldsymbol{Q}_{u_{A}}^{T} \tilde{\boldsymbol{E}}$. The GLS estimator of (3.11) gives the 3SLS estimator (3.5) of the updated

TSEM (3.4), that is,

$$
\begin{equation*}
\hat{\boldsymbol{\delta}}_{3 S L S}^{U}=\left(\boldsymbol{S}^{T}\left(\hat{\boldsymbol{\Sigma}}^{-1} \otimes \tilde{\boldsymbol{R}}_{A}^{T} \tilde{\boldsymbol{R}}_{A}\right) \boldsymbol{S}\right)^{-1} \boldsymbol{S}^{T}\left(\hat{\boldsymbol{\Sigma}}^{-1} \otimes \boldsymbol{I}_{K+G}\right) \operatorname{vec}\left(\tilde{\boldsymbol{R}}_{A}^{T} \tilde{\boldsymbol{R}}_{12}\right) \tag{3.12}
\end{equation*}
$$

where $\hat{\boldsymbol{\Sigma}}$ is the consistent estimator of $\boldsymbol{\Sigma}$ obtained from the 2SLS residuals of the SEM (3.3).
Observe now from the 3SLS estimator in (3.12) that

$$
\tilde{\boldsymbol{R}}_{A}^{T} \tilde{\boldsymbol{R}}_{A}=\left(\begin{array}{cc}
\tilde{\boldsymbol{R}}_{11}^{T} \tilde{\boldsymbol{R}}_{11} & \tilde{\boldsymbol{R}}_{11}^{T} \tilde{\boldsymbol{R}}_{12}  \tag{3.13}\\
\tilde{\boldsymbol{R}}_{12}^{T} \tilde{\boldsymbol{R}}_{11} & \tilde{\boldsymbol{R}}_{12}^{T} \tilde{\boldsymbol{R}}_{12}
\end{array}\right),
$$

where $\tilde{\boldsymbol{R}}_{11}^{T} \tilde{\boldsymbol{R}}_{11}$ and $\tilde{\boldsymbol{R}}_{11}^{T} \tilde{\boldsymbol{R}}_{12}$ are known (see (3.9) and (3.10)), but $\tilde{\boldsymbol{R}}_{12}^{T} \tilde{\boldsymbol{R}}_{12}$ is unknown and it needs to be determined. From the UQRD (3.7), it holds that

$$
\tilde{\boldsymbol{R}}_{12}=\boldsymbol{Q}_{u_{A}}^{T}\binom{\boldsymbol{R}_{12}}{\boldsymbol{Y}_{u}}
$$

and also that

$$
\binom{\boldsymbol{R}_{12}}{\boldsymbol{Y}_{u}}=\left(\begin{array}{ll}
\boldsymbol{Q}_{u_{A}} & \boldsymbol{Q}_{u_{B}}
\end{array}\right)\binom{\tilde{\boldsymbol{R}}_{12}}{\tilde{\boldsymbol{R}}_{22}},
$$

which imply that $\tilde{\boldsymbol{R}}_{12}^{T} \tilde{\boldsymbol{R}}_{12}=\tilde{\boldsymbol{Y}}^{T} \tilde{\boldsymbol{X}}\left(\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{X}}\right)^{-1} \tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{Y}}$ and $\tilde{\boldsymbol{R}}_{12}^{T} \tilde{\boldsymbol{R}}_{12}=\boldsymbol{R}_{12}^{T} \boldsymbol{R}_{12}+\boldsymbol{Y}_{u}^{T} \boldsymbol{Y}_{u}-\tilde{\boldsymbol{R}}_{22}^{T} \tilde{\boldsymbol{R}}_{22}$, respectively. Now from the latter and (3.9) - (3.10) it follows that

$$
\left.\begin{array}{rl}
\tilde{\boldsymbol{R}}_{A}^{T} \tilde{\boldsymbol{R}}_{A} & =\left(\begin{array}{cc}
\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{X}} & \tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{\boldsymbol { V }}} \\
\tilde{\boldsymbol{Y}}^{T} \tilde{\boldsymbol{X}} & \tilde{\boldsymbol{Y}}^{T} \tilde{\boldsymbol{X}}\left(\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{X}}\right.
\end{array}\right)^{-1} \tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{Y}}
\end{array}\right) .
$$

where $\boldsymbol{\Phi}=\operatorname{diag}\left(\boldsymbol{I}_{K}, \boldsymbol{I}_{M_{u}},-\boldsymbol{I}_{M_{u}}\right)$ and $(\cdot)^{H}$ denotes the conjugate transpose of a matrix. Similarly it can be shown that

$$
\begin{align*}
\tilde{\boldsymbol{R}}_{A}^{T} \tilde{\boldsymbol{R}}_{12} & =\tilde{\boldsymbol{W}}^{T} \tilde{\boldsymbol{X}}\left(\tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{X}}\right)^{-1} \tilde{\boldsymbol{X}}^{T} \tilde{\boldsymbol{Y}} \\
& =\left(\begin{array}{c}
\boldsymbol{R}_{A} \\
\boldsymbol{W}_{u} \\
\imath \tilde{\boldsymbol{R}}_{B}
\end{array}\right)^{H} \boldsymbol{\Phi}\left(\begin{array}{c}
\boldsymbol{R}_{12} \\
\boldsymbol{Y}_{u} \\
\imath \tilde{\boldsymbol{R}}_{22}
\end{array}\right) . \tag{3.15}
\end{align*}
$$

Then substituting (3.14) and (3.15) into (3.12), the 3SLS estimator in (3.5) is given by

$$
\begin{align*}
\hat{\boldsymbol{\delta}}_{3 S L S}^{U}= & \left(\boldsymbol{S}^{T}\left(\begin{array}{c}
\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A} \\
\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u} \\
\boldsymbol{I}_{G} \otimes i \tilde{\boldsymbol{R}}_{B}
\end{array}\right)^{H}\left(\begin{array}{ccc}
\hat{\boldsymbol{\Sigma}} \otimes \boldsymbol{I}_{K} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \hat{\boldsymbol{\Sigma}} \otimes \boldsymbol{I}_{M_{u}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & -\hat{\boldsymbol{\Sigma}} \otimes \boldsymbol{I}_{M_{u}}
\end{array}\right)^{-1}\left(\begin{array}{c}
\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A} \\
\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u} \\
\boldsymbol{I}_{G} \otimes i \tilde{\boldsymbol{R}}_{B}
\end{array}\right) \boldsymbol{S}\right)^{-1} \\
& \cdot \boldsymbol{S}^{T}\left(\begin{array}{c}
\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A} \\
\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u} \\
\boldsymbol{I}_{G} \otimes \imath \tilde{\boldsymbol{R}}_{B}
\end{array}\right)^{H}\left(\begin{array}{ccc}
\hat{\boldsymbol{\Sigma}} \otimes \boldsymbol{I}_{K} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \hat{\boldsymbol{\Sigma}} \otimes \boldsymbol{I}_{M_{u}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & -\hat{\boldsymbol{\Sigma}} \otimes \boldsymbol{I}_{M_{u}}
\end{array}\right)^{-1}\left(\begin{array}{c}
\operatorname{vec}\left(\boldsymbol{R}_{12}\right) \\
\operatorname{vec}\left(\boldsymbol{Y}_{u}\right) \\
\operatorname{vec}\left(\imath \tilde{\boldsymbol{R}}_{22}\right)
\end{array}\right), \tag{3.16}
\end{align*}
$$

where $\hat{\boldsymbol{\delta}}_{3 S L S}^{U}$ is the GLS estimator of the TSEM

$$
\begin{align*}
\left(\begin{array}{c}
\operatorname{vec}\left(\boldsymbol{R}_{12}\right) \\
\operatorname{vec}\left(\boldsymbol{Y}_{u}\right) \\
\operatorname{vec}\left(\imath \tilde{\boldsymbol{R}}_{22}\right)
\end{array}\right)= & \left(\begin{array}{c}
\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A} \\
\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u} \\
\boldsymbol{I}_{G} \otimes \imath \tilde{\boldsymbol{R}}_{B}
\end{array}\right) \boldsymbol{S} \boldsymbol{\delta}^{U}+\left(\begin{array}{c}
\operatorname{vec}(\overline{\boldsymbol{E}}) \\
\operatorname{vec}\left(\boldsymbol{E}_{u}\right) \\
\operatorname{vec}(\imath \tilde{\tilde{E}})
\end{array}\right),  \tag{3.17}\\
& \left(\begin{array}{c}
\operatorname{vec}(\overline{\boldsymbol{E}}) \\
\operatorname{vec}\left(\boldsymbol{E}_{u}\right) \\
\operatorname{vec}(\imath \tilde{\boldsymbol{E}})
\end{array}\right) \sim\left(\mathbf{0},\left(\begin{array}{ccc}
\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{K} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M_{u}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & -\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M_{u}}
\end{array}\right)\right) .
\end{align*}
$$

The TSEM (3.17) is the SEM (3.6) after it has been premultiplied by $\operatorname{diag}\left(\boldsymbol{I}_{G} \otimes \boldsymbol{X}^{T}, \boldsymbol{I}_{2 M_{u}}\right)$ to eliminate the endogeneity of the first $M$ observations. This concludes the proof.

The relationships in (3.14) and (3.15) prove that the 3SLS estimators in (3.5) and (3.16) are identical and hence Theorem 1 guarantees the equivalence of the proposed pseudo SEM (3.6) with the updated SEM in (3.3). Equivalently the latter shows that the GLS estimators of the TSEM (3.4) and model (3.17), which are both free of endogeneity, are equivalent. Furthermore, note that the effect of the third block of rows in (3.6) is to eliminate the endogeneity arising from the observations added in the model. This means that once endogeneity has been eliminated in (3.6), that is, (3.17) is derived, its GLS estimator can be computed efficiently. Namely, the numerically accurate method of GLLSP (see (2.3)-(2.5)) is applied. Moreover, previous computations are utilized. Therefore, the computational cost is reduced.

### 3.1 Deriving the 3SLS estimator of the pseudo SEM

For the efficient computation of the 3SLS estimator in (3.16), the proposed transformed model in (3.17) is reformulated to the equivalent GLLSP, that is,

$$
\begin{aligned}
& \underset{\overline{\boldsymbol{V}}, \boldsymbol{V}_{u}, \hat{\boldsymbol{V}}_{u}, \boldsymbol{\delta}^{U}}{\operatorname{argmin}}\left(\|\operatorname{vec}(\overline{\boldsymbol{V}})\|_{F}^{2}+\left\|\operatorname{vec}\left(\boldsymbol{V}_{u}\right)\right\|_{F}^{2}-\left\|\operatorname{vec}\left(\hat{\boldsymbol{V}}_{u}\right)\right\|_{F}^{2}\right) \text { subject to } \\
& \left(\begin{array}{c}
\operatorname{vec}\left(\boldsymbol{R}_{12}\right) \\
\operatorname{vec}\left(\boldsymbol{Y}_{u}\right) \\
\operatorname{vec}\left(\imath \tilde{\boldsymbol{R}}_{22}\right)
\end{array}\right)=\left(\begin{array}{c}
\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A} \\
\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u} \\
\boldsymbol{I}_{G} \otimes \imath \tilde{\boldsymbol{R}}_{B}
\end{array}\right) \boldsymbol{S} \boldsymbol{\delta}^{U}+\left(\begin{array}{ccc}
\hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{K} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{M_{u}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{M_{u}}
\end{array}\right)\left(\begin{array}{c}
\operatorname{vec}(\overline{\boldsymbol{V}}) \\
\operatorname{vec}\left(\boldsymbol{V}_{u}\right) \\
\operatorname{vec}\left(\imath \hat{\boldsymbol{V}}_{u}\right)
\end{array}\right) .
\end{aligned}
$$

Assume that the solution of the GLLSP (2.3), for obtaining the 3SLS estimator of (1.1), is available. Employing the GQRD (2.4), yields the equivalent GLLSP

$$
\begin{align*}
& \underset{\boldsymbol{v}_{A}, \boldsymbol{v}_{B}, \boldsymbol{V}_{u}, \hat{\boldsymbol{V}}_{u}, \boldsymbol{\delta}^{U}}{\operatorname{argmin}}\left.\left\|\boldsymbol{v}_{A}\right\|^{2}+\left\|\boldsymbol{v}_{B}\right\|^{2}+\left\|\boldsymbol{V}_{u}\right\|_{F}^{2}-\left\|\hat{\boldsymbol{V}}_{u}\right\|_{F}^{2}\right) \text { subject to } \\
&\left(\begin{array}{c}
\boldsymbol{y}_{A} \\
\boldsymbol{y}_{B} \\
\operatorname{vec}\left(\boldsymbol{Y}_{u}\right) \\
\operatorname{vec}\left(\imath \tilde{\boldsymbol{R}}_{22}\right)
\end{array}\right)=\left(\begin{array}{c}
\oplus_{i} \boldsymbol{R}_{i} \\
\mathbf{0} \\
\left(\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u}\right) \boldsymbol{S} \\
\left(\boldsymbol{I}_{G} \otimes l \tilde{\boldsymbol{R}}_{B}\right) \boldsymbol{S}
\end{array}\right) \boldsymbol{\delta}^{U}+\left(\begin{array}{cccc}
\boldsymbol{U}_{11} & \boldsymbol{U}_{12} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{U}_{22} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \hat{\boldsymbol{C}} \otimes I_{M_{u}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \boldsymbol{C} \otimes \boldsymbol{I}_{M_{u}}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{v}_{A} \\
\boldsymbol{v}_{B} \\
\operatorname{vec}\left(\boldsymbol{V}_{u}\right) \\
\operatorname{vec}\left(2 \hat{\boldsymbol{V}}_{u}\right)
\end{array}\right), \tag{3.18}
\end{align*}
$$

where $\boldsymbol{v}_{B}=\boldsymbol{U}_{22}^{-1} \boldsymbol{y}_{B}$ and so the latter reduces to

$$
\begin{align*}
& \underset{\boldsymbol{v}_{A}, \boldsymbol{V}_{u}, \hat{\boldsymbol{V}}_{u}, \boldsymbol{\delta}^{U}}{\operatorname{argmin}}\left(\left\|\boldsymbol{v}_{A}\right\|^{2}+\left\|\boldsymbol{V}_{u}\right\|_{F}^{2}-\left\|\hat{\boldsymbol{V}}_{u}\right\|_{F}^{2}\right) \text { subject to } \\
& \left(\begin{array}{c}
\hat{\boldsymbol{y}}_{A} \\
\operatorname{vec}\left(\boldsymbol{Y}_{u}\right) \\
\operatorname{vec}\left(\imath \tilde{\boldsymbol{R}}_{22}\right)
\end{array}\right)=\left(\begin{array}{c}
\oplus_{i} \boldsymbol{R}_{i} \\
\left(\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u}\right) \boldsymbol{S} \\
\left(\boldsymbol{I}_{G} \otimes \imath \tilde{\boldsymbol{R}}_{B}\right) \boldsymbol{S}
\end{array}\right) \boldsymbol{\delta}^{U}+\left(\begin{array}{ccc}
\boldsymbol{U}_{11} \\
\mathbf{0} & \hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{M_{u}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{M_{u}}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{v}_{A} \\
\operatorname{vec}\left(\boldsymbol{V}_{u}\right) \\
\operatorname{vec}\left(\imath \hat{\boldsymbol{V}}_{u}\right)
\end{array}\right), \tag{3.19}
\end{align*}
$$

where $\hat{\boldsymbol{y}}_{A}=\boldsymbol{y}_{A}-\boldsymbol{U}_{12} \boldsymbol{v}_{B}$. For the solution of (3.19) consider the hyperbolic QR decomposition (HQRD)

$$
\tilde{\boldsymbol{Q}}_{u}^{H}\left(\begin{array}{cc}
\oplus_{i} \boldsymbol{R}_{i} & \hat{\boldsymbol{y}}_{A}  \tag{3.20a}\\
\left(\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u}\right) \boldsymbol{S} & \operatorname{vec}\left(\boldsymbol{Y}_{u}\right) \\
\left(\boldsymbol{I}_{G} \otimes \imath \tilde{\boldsymbol{R}}_{B}\right) \boldsymbol{S} & \operatorname{vec}\left(\imath \tilde{\boldsymbol{R}}_{22}\right)
\end{array}\right)=\left(\begin{array}{cc}
\oplus_{i} \tilde{\boldsymbol{R}}_{i} & \tilde{\boldsymbol{y}}_{A} \\
\mathbf{0} & \tilde{\boldsymbol{y}}_{B} \\
\mathbf{0} & \tilde{\boldsymbol{y}}_{C}
\end{array}\right)
$$

and the RQ decomposition (RQD)

$$
\tilde{\boldsymbol{Q}}_{u}^{H}\left(\begin{array}{ccc}
\boldsymbol{U}_{11} & 0 & 0  \tag{3.20b}\\
0 & \hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{M_{u}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{M_{u}}
\end{array}\right) \tilde{\boldsymbol{P}}=\tilde{\boldsymbol{U}}=\left(\begin{array}{ccc}
\tilde{\boldsymbol{U}}_{11} & \tilde{\boldsymbol{U}}_{12} & 2 \tilde{\boldsymbol{U}}_{13} \\
\mathbf{0} & \tilde{\boldsymbol{U}}_{22} & \tilde{\boldsymbol{U}}_{23} \\
\mathbf{0} & \mathbf{0} & \tilde{\boldsymbol{U}}_{33}
\end{array}\right) .
$$

Here $\tilde{\boldsymbol{Q}}_{u}$ is a $\tilde{\boldsymbol{\Phi}}$-unitary matrix with respect to the signature matrix $\tilde{\boldsymbol{\Phi}}=\operatorname{diag}\left(\boldsymbol{I}_{\kappa+G M_{u}},-\boldsymbol{I}_{G M_{u}}\right)$, that is, $\tilde{\boldsymbol{Q}}_{u} \tilde{\Phi} \tilde{\boldsymbol{Q}}_{u}^{H}=\tilde{\Phi}$ and is defined as the product of K hyperbolic Householder transformations [5, 22]. Also $\tilde{\boldsymbol{P}}$ is a unitary matrix of order $\left(\kappa+2 G M_{u}\right)$ and $\tilde{\boldsymbol{U}} \in \mathbb{C}^{\left(\kappa+2 G M_{u}\right) \times\left(\kappa+2 G M_{u}\right)}, \tilde{\boldsymbol{R}}_{i} \in \mathbb{R}^{\left(k_{i}+g_{i}\right) \times\left(k_{i}+g_{i}\right)}$ for $i=1, \ldots, G$, are upper triangular and non singular. Then the GLLSP (3.19) becomes

$$
\underset{\tilde{\boldsymbol{v}}_{A}, \tilde{\boldsymbol{v}}_{B}, \tilde{\boldsymbol{v}}_{C}, \delta^{U}}{\operatorname{argmin}}\left\|\left(\begin{array}{c}
\tilde{\boldsymbol{v}}_{A}  \tag{3.21}\\
\boldsymbol{v}_{B} \\
\imath \tilde{\boldsymbol{v}}_{C}
\end{array}\right)\right\|_{h} \text { subject to }\left(\begin{array}{c}
\tilde{\boldsymbol{y}}_{A} \\
\tilde{\boldsymbol{y}}_{B} \\
\imath \tilde{\boldsymbol{y}}_{C}
\end{array}\right)=\left(\begin{array}{c}
\oplus_{i} \tilde{\boldsymbol{R}}_{i} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right) \boldsymbol{\delta}^{U}+\left(\begin{array}{ccc}
\tilde{\boldsymbol{U}}_{11} & \tilde{\boldsymbol{U}}_{12} & \imath \tilde{\boldsymbol{U}}_{13} \\
\mathbf{0} & \tilde{\boldsymbol{U}}_{22} & \imath \tilde{\boldsymbol{U}}_{23} \\
\mathbf{0} & \mathbf{0} & \tilde{\boldsymbol{U}}_{33}
\end{array}\right)\left(\begin{array}{c}
\tilde{\boldsymbol{v}}_{A} \\
\tilde{\boldsymbol{v}}_{B} \\
\imath \tilde{\boldsymbol{v}}_{C}
\end{array}\right),
$$

where $\|\boldsymbol{x}\|_{h}=\boldsymbol{x}^{H} \boldsymbol{\Psi} \boldsymbol{x}$ is the hyperbolic norm of a complex column vector $\boldsymbol{x}$ with respect to the signature matrix $\boldsymbol{\Psi}[5,28]$. Also let

$$
\tilde{\boldsymbol{P}}^{H}\left(\begin{array}{c}
\boldsymbol{v}_{A} \\
\operatorname{vec}\left(\boldsymbol{V}_{u}\right) \\
\operatorname{vec}\left(\imath \hat{\boldsymbol{V}}_{u}\right)
\end{array}\right)=\left(\begin{array}{c}
\tilde{\boldsymbol{v}}_{A} \\
\tilde{\boldsymbol{v}}_{B} \\
\imath \tilde{\boldsymbol{v}}_{C}
\end{array}\right) .
$$

It follows that $\tilde{\boldsymbol{v}}_{B}$ and $\tilde{\boldsymbol{v}}_{C}$ can be obtained from the solution of the triangular system

$$
\binom{\tilde{\boldsymbol{y}}_{B}}{\imath \tilde{\boldsymbol{y}}_{C}}=\left(\begin{array}{cc}
\tilde{\boldsymbol{U}}_{22} & \imath \tilde{\boldsymbol{U}}_{23}  \tag{3.22}\\
\mathbf{0} & \tilde{\boldsymbol{U}}_{33}
\end{array}\right)\binom{\tilde{\boldsymbol{v}}_{B}}{\imath \tilde{\boldsymbol{v}}_{C}},
$$

and $\tilde{\boldsymbol{v}}_{A}$ is set to zero in order to minimize the argument in (3.21). Hence the updated 3SLS (U3SLS) estimator is given by

$$
\begin{equation*}
\hat{\boldsymbol{\delta}}_{3 S L S}^{U}=\left(\oplus_{i} \tilde{\boldsymbol{R}}_{i}\right)^{-1} \hat{\tilde{\boldsymbol{y}}}_{A}, \tag{3.23}
\end{equation*}
$$

where $\hat{\tilde{\boldsymbol{y}}}_{A}=\tilde{\boldsymbol{y}}_{A}-\tilde{\boldsymbol{U}}_{12} \tilde{\boldsymbol{v}}_{B}+\tilde{\boldsymbol{U}}_{13} \tilde{\boldsymbol{v}}_{C}$.
The main computational steps of the proposed numerical method for the recursive estimation of the SEM are illustrated in Algorithm 1. When the SEM (1.1) is updated with new observations for the first time, previous computations from the QRD (2.1) and the solution of the GLLSP (2.3) are utilized. If new observations become available and the SEM has already been updated by solving the GLLSP (3.19), previous computations from the UQRD (3.7) and the solution of the GLLSP (3.19) are utilized. When observations are sequentially added into the model, the input in the current updating of the model is the output obtained from the previous updating. Therefore, after the first update of the SEM, no data from the original SEM are required. Moreover, in practice, the special sparse structure of the matrices is exploited by employing the computational strategies
presented in the Appendix.

Algorithm 1 Estimating the USEM (3.3) by obtaining the estimator of the pseudo SEM (3.17).

1. Given the SEM (1.1), estimate the USEM (3.3).

Input: The new data added to the model are $\boldsymbol{Y}_{u}, \boldsymbol{X}_{u}$ as defined in (3.1), $\boldsymbol{R}_{11}, \boldsymbol{R}_{12}$ from the QRD (2.1), and also $\hat{\boldsymbol{y}}_{A}, \boldsymbol{R}, i=1, \ldots, G, \boldsymbol{U}_{11}$ from the solution of the GLLSP in (2.3).

Output: The 3SLS estimator $\hat{\boldsymbol{\delta}}_{3 S L S}^{U}$ in (3.23), $\hat{\tilde{\boldsymbol{y}}}_{A}, \quad \tilde{\boldsymbol{R}}_{i}, i=1, \ldots, G, \tilde{\boldsymbol{U}}_{11}$.

## 2. Repeat updating

Input: The new data added to the model are ${\underset{\tilde{U}}{u}}^{\boldsymbol{U}_{11}} \boldsymbol{X}_{u}$ as defined in (3.1), $\tilde{\boldsymbol{R}}_{11}, \tilde{\boldsymbol{R}}_{12}$ from the UQRD
(3.7), and also $\hat{\tilde{\boldsymbol{y}}}_{A}, \quad \tilde{\boldsymbol{R}}_{i}, i=1, \ldots, G$ and $\tilde{\boldsymbol{U}}_{11}$ from the solution of the GLLSP in (3.19).

Output: The 3SLS estimator $\hat{\boldsymbol{\delta}}_{3 S L S}^{U}$ in (3.23), $\tilde{\boldsymbol{R}}_{11}, \tilde{\boldsymbol{R}}_{12}, \hat{\tilde{\boldsymbol{y}}}_{A}, \tilde{\boldsymbol{R}}_{i}, i=1, \ldots, G, \tilde{\boldsymbol{U}}_{11}$.
3. Compute the updating QRD in (3.7).
4. Compute the HQRD in (3.20a) and the RQD in (3.20b).
5. Solve the triangular system in (3.22).
6. Compute $\hat{\tilde{\boldsymbol{y}}}_{A}=\tilde{\boldsymbol{y}}_{A}-\tilde{\boldsymbol{U}}_{12} \tilde{\boldsymbol{v}}_{B}+\tilde{\boldsymbol{U}}_{13} \tilde{\boldsymbol{v}}_{C}$.
7. Solve the triangular system $\left(\oplus_{i} \tilde{\boldsymbol{R}}_{i}\right) \hat{\boldsymbol{\delta}}_{3 S L S}^{U}=\hat{\tilde{\boldsymbol{y}}}_{A}$, for $\hat{\boldsymbol{\delta}}_{3 S L S}^{U}$.
8. End Repeat Updating

### 3.2 Iterative recursive 3SLS

Assume that the U3SLS estimator in (3.23) has been obtained and the solution of (3.19) is available. Now the iterative estimator of the SEM (3.3) based on the solution of (3.19) needs to be computed so that the estimates for $\boldsymbol{\delta}^{U}$ are improved. In order to derive the iterative 3SLS (I3SLS) estimator, $\boldsymbol{\Sigma}$ is now estimated using the 3SLS residuals, that is,

$$
\operatorname{vec}(\hat{\tilde{\boldsymbol{E}}})=\operatorname{vec}(\tilde{\boldsymbol{Y}})-\left(\boldsymbol{I}_{G} \otimes \tilde{\boldsymbol{W}}\right) \boldsymbol{S} \hat{\boldsymbol{\delta}}_{3 S L S}^{U}
$$

Now $\hat{\tilde{\boldsymbol{\Sigma}}}=\hat{\tilde{\boldsymbol{E}}}^{T} \hat{\tilde{\boldsymbol{E}}} /\left(M+M_{u}\right)$ is the updated variance-covariance matrix and $\hat{\tilde{\boldsymbol{\Sigma}}}=\hat{\tilde{\boldsymbol{C}}}^{T} \hat{\tilde{\boldsymbol{C}}}$ is the Cholesky decomposition. The GLLSP (3.19) is now updated with $\hat{\tilde{C}}$ taken into account and hence the GLLSP to be solved is given by

$$
\begin{align*}
& \underset{\boldsymbol{v}_{A}, \boldsymbol{V}_{u}, \hat{\boldsymbol{V}}_{u}, \boldsymbol{\delta}^{I U}}{\operatorname{argmin}}\left(\left\|\boldsymbol{v}_{A}\right\|^{2}+\left\|\boldsymbol{V}_{u}\right\|_{F}^{2}-\left\|\hat{\boldsymbol{V}}_{u}\right\|_{F}^{2}\right) \text { subject to } \\
& \left(\begin{array}{c}
\hat{\boldsymbol{y}}_{A} \\
\operatorname{vec}\left(\boldsymbol{Y}_{u}\right) \\
\operatorname{vec}\left(\imath \tilde{\boldsymbol{R}}_{22}\right)
\end{array}\right)=\left(\begin{array}{c}
\oplus_{i} \tilde{\boldsymbol{R}}_{i} \\
\left(\boldsymbol{I}_{G} \otimes \boldsymbol{W}_{u}\right) \boldsymbol{S} \\
\left(\boldsymbol{I}_{G} \otimes \imath \tilde{\boldsymbol{R}}_{B}\right) \boldsymbol{S}
\end{array}\right) \boldsymbol{\delta}^{I U}+\left(\begin{array}{ccc}
\tilde{\boldsymbol{U}}_{11} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \hat{\tilde{\boldsymbol{C}}} \otimes I_{M_{u}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \hat{\tilde{\boldsymbol{C}}} \otimes \boldsymbol{I}_{M_{u}}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{v}_{A} \\
\operatorname{vec}\left(\boldsymbol{V}_{u}\right) \\
\operatorname{vec}\left(\imath \hat{\boldsymbol{V}}_{u}\right)
\end{array}\right) . \tag{3.24}
\end{align*}
$$

Given that the HQRD in (3.20a) is available, the RQD in (3.20b) will be re-computed, that is,

$$
\tilde{\boldsymbol{Q}}_{u}^{H}\left(\begin{array}{ccc}
\tilde{U}_{11} & 0 & 0  \tag{3.25}\\
0 & \hat{\tilde{C}} \otimes \boldsymbol{I}_{M_{u}} & 0 \\
0 & 0 & \hat{\tilde{C}} \otimes \boldsymbol{I}_{M_{u}}
\end{array}\right) \hat{\tilde{\boldsymbol{P}}}=\hat{\tilde{\boldsymbol{U}}}=\left(\begin{array}{ccc}
\hat{\tilde{U}}_{11} & \hat{\tilde{U}}_{12} & \hat{\tilde{U}}_{13} \\
0 & \hat{\tilde{U}}_{22} & \hat{\tilde{U}}_{23} \\
0 & 0 & \hat{\tilde{U}}_{33}
\end{array}\right),
$$

where $\hat{\tilde{\boldsymbol{P}}} \in \mathbb{R}^{\left(\kappa+2 G M_{u}\right) \times\left(\kappa+2 G M_{u}\right)}$ is a unitary matrix and $\hat{\tilde{\boldsymbol{U}}} \in \mathbb{C}^{\left(\kappa+2 G M_{u}\right) \times\left(\kappa+2 G M_{u}\right)}$ is upper triangular and non singular. The transformations in (3.25) are applied to (3.24). The resulting GLLSP is solved in a way similar to (3.21). The iterative procedure is repeated until the estimate for $\boldsymbol{\Sigma}$ of the previous and the current iteration converge.

## 4. Estimating the SEM after deleting observations

The downdating of the SEM is the problem of removing the effect of some observations from an existing estimator. Namely, this is the case where rows of data are excluded after the estimation procedure has been completed and hence a reduced observations model has to be estimated. Observations may have to be deleted when they are considered to be old and misleading, when they have been shown to be outliers or for the identification of influential data [1, 7, 11, 35].

Assume that the 3SLS estimator of the SEM (1.1) has been computed and then some observations, say $M_{d}$, will be deleted from each structural equation. This means that the 3SLS estimator will have to be re-computed. Without loss of generality, consider that the last $M_{d}$ observations will be deleted from each equation and let

$$
\boldsymbol{Y}=\binom{\check{\boldsymbol{Y}}}{\boldsymbol{Y}_{d}}, \quad \boldsymbol{X}=\binom{\check{\boldsymbol{X}}}{\boldsymbol{X}_{d}} \text { and } \boldsymbol{E}=\binom{\check{\boldsymbol{E}}}{\boldsymbol{E}_{d}},
$$

where $\check{\boldsymbol{Y}} \in \mathbb{R}^{\left(M-M_{d}\right) \times G}, \boldsymbol{Y}_{d} \in \mathbb{R}^{M_{d} \times G}$ and $\boldsymbol{X}, \boldsymbol{E}$ are partitioned conformably. Also let $\check{\boldsymbol{W}}=\left(\begin{array}{ll}\check{\boldsymbol{X}} & \check{\boldsymbol{Y}}\end{array}\right)$. The downdated observations SEM to be estimated is given by

$$
\begin{equation*}
\operatorname{vec}(\check{\boldsymbol{Y}})=\left(\boldsymbol{I}_{G} \otimes \check{\boldsymbol{W}}\right) \boldsymbol{S} \boldsymbol{\delta}^{D}+\operatorname{vec}(\check{\boldsymbol{E}}), \quad \operatorname{vec}(\check{\boldsymbol{E}}) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M-M_{d}}\right) \tag{4.1}
\end{equation*}
$$

which has the downdated 3SLS estimator

$$
\begin{equation*}
\hat{\boldsymbol{\delta}}_{3 S L S}^{D}=\left(\boldsymbol{S}^{T}\left(\hat{\boldsymbol{\Sigma}}^{-1} \otimes \check{\boldsymbol{W}}^{T} \check{\boldsymbol{X}}\left(\check{\boldsymbol{X}}^{T} \check{\boldsymbol{X}}\right)^{-1} \check{\boldsymbol{X}}^{T} \check{\boldsymbol{W}}\right) \boldsymbol{S}\right)^{-1} \boldsymbol{S}^{T} \operatorname{vec}\left(\check{\boldsymbol{W}}^{T} \check{\boldsymbol{X}}\left(\check{\boldsymbol{X}}^{T} \check{\boldsymbol{X}}\right)^{-1} \check{\boldsymbol{X}}^{T} \check{\boldsymbol{Y}} \hat{\boldsymbol{\Sigma}}^{-1}\right) \tag{4.2}
\end{equation*}
$$

Theorem 2 presents the theoretical pseudo SEM which is proved to be equivalent to the downdated

SEM (4.1). The downdated observations 3SLS estimator in (4.2) is then derived recursively.

Theorem 2. The downdated observations $3 S L S$ estimator in (4.2) is equivalent to the $3 S L S$ estimator of the pseudo SEM

$$
\begin{align*}
& \left(\begin{array}{c}
\operatorname{vec}(\boldsymbol{X}) \\
\operatorname{vec}\left(\imath \boldsymbol{Y}_{d}\right) \\
\operatorname{vec}\left(\tilde{\boldsymbol{R}}_{22}\right)
\end{array}\right)=\left(\begin{array}{c}
\boldsymbol{I}_{G} \otimes \boldsymbol{W} \\
\boldsymbol{I}_{G} \otimes \imath \boldsymbol{W}_{d} \\
\boldsymbol{I}_{G} \otimes \check{\boldsymbol{R}}_{B}
\end{array}\right) \boldsymbol{S} \boldsymbol{\delta}^{D}+\left(\begin{array}{c}
\operatorname{vec}(\boldsymbol{E}) \\
\operatorname{vec}\left(\imath \boldsymbol{E}_{d}\right) \\
\operatorname{vec}\left(\tilde{\tilde{\boldsymbol{E}}}_{d}\right)
\end{array}\right),  \tag{4.3}\\
& \left(\begin{array}{c}
\operatorname{vec}(\boldsymbol{E}) \\
\operatorname{vec}\left(\imath \boldsymbol{E}_{d}\right) \\
\operatorname{vec}\left(\tilde{\tilde{\boldsymbol{E}}}_{d}\right)
\end{array}\right) \sim\left(\mathbf{0},\left(\begin{array}{ccc}
\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & -\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M_{d}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M_{d}}
\end{array}\right)\right),
\end{align*}
$$

where (4.3) $\check{\boldsymbol{R}}_{22}$ and $\check{\boldsymbol{R}}_{B}$ are defined from the $H Q R D$

$$
\check{\boldsymbol{Q}}^{H}\left(\begin{array}{cc}
\boldsymbol{R}_{11} & \boldsymbol{R}_{12}  \tag{4.4}\\
\imath \boldsymbol{X}_{d} & \imath \boldsymbol{Y}_{d}
\end{array}\right)=\left(\begin{array}{cc}
\check{\boldsymbol{R}}_{11} & \check{\boldsymbol{R}}_{12} \\
\mathbf{0} & \check{\boldsymbol{R}}_{22}
\end{array}\right)=\binom{\check{\boldsymbol{R}}_{A}}{\check{\boldsymbol{R}}_{B}} .
$$

Here $\check{\boldsymbol{Q}}$ is $\check{\boldsymbol{\Phi}}$-unitary with respect to the signature matrix $\check{\boldsymbol{\Phi}}=\operatorname{diag}\left(\boldsymbol{I}_{K},-\boldsymbol{I}_{M_{d}}\right), \boldsymbol{R}_{11}, \boldsymbol{R}_{12}$ are available from (2.1) and $\check{\boldsymbol{R}}_{11} \in \mathbb{R}^{K \times K}$ is the upper triangular and non singular factor from the $Q R D$ of $\check{\boldsymbol{X}}$.

Proof. The $3 S L S$ estimator in (4.2) is the GLS estimator of the TSEM

$$
\begin{equation*}
\operatorname{vec}\left(\check{\boldsymbol{X}}^{T} \check{\boldsymbol{Y}}\right)=\left(\boldsymbol{I}_{G} \otimes \check{\boldsymbol{X}}^{T} \check{\boldsymbol{W}}\right) \boldsymbol{S} \boldsymbol{\delta}^{D}+\operatorname{vec}\left(\check{\boldsymbol{X}}^{T} \check{\boldsymbol{E}}\right), \operatorname{vec}\left(\check{\boldsymbol{X}}^{T} \check{\boldsymbol{E}}\right) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \check{\boldsymbol{X}}^{T} \check{\boldsymbol{X}}\right) . \tag{4.5}
\end{equation*}
$$

after endogeneity has been eliminated in the downdated SEM (4.1). It holds that $\boldsymbol{X}^{T} \boldsymbol{X}=\check{\boldsymbol{X}}^{T} \check{\boldsymbol{X}}+$ $\boldsymbol{X}_{d}^{T} \boldsymbol{X}_{d}=\boldsymbol{R}_{11}^{T} \boldsymbol{R}_{11}$ and also that $\boldsymbol{X}^{T} \boldsymbol{Y}=\check{\boldsymbol{X}}^{T} \check{\boldsymbol{Y}}+\boldsymbol{X}_{d}^{T} \boldsymbol{Y}_{d}=\boldsymbol{R}_{11}^{T} \boldsymbol{R}_{12}$ where they, respectively, give $\check{\boldsymbol{X}}^{T} \check{\boldsymbol{X}}=\boldsymbol{R}_{11}^{T} \boldsymbol{R}_{11}-\boldsymbol{X}_{d}^{T} \boldsymbol{X}_{d}=\check{\boldsymbol{R}}_{11}^{T} \check{\boldsymbol{R}}_{11}$ and $\check{\boldsymbol{X}}^{T} \check{\boldsymbol{Y}}=\boldsymbol{R}_{11}^{T} \boldsymbol{R}_{12}-\boldsymbol{X}_{d}^{T} \boldsymbol{Y}_{d}=\check{\boldsymbol{R}}_{11}^{T} \check{\boldsymbol{R}}_{12}$. The above imply the HQRD in (4.4). The downdated TSEM (4.5) is now written as

$$
\begin{equation*}
\operatorname{vec}\left(\check{\boldsymbol{R}}_{12}\right)=\left(\boldsymbol{I}_{G} \otimes \check{\boldsymbol{R}}_{A}\right) \boldsymbol{S} \boldsymbol{\delta}^{D}+\operatorname{vec}(\check{\check{\boldsymbol{E}}}), \quad \operatorname{vec}(\check{\check{\boldsymbol{E}}}) \sim\left(\mathbf{0}, \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{K}\right) . \tag{4.6}
\end{equation*}
$$

Based on the updating of the SEM (see (3.14)-(3.15)) it follows that

$$
\check{\boldsymbol{R}}_{A}^{T} \check{\boldsymbol{R}}_{A}=\left(\begin{array}{c}
\boldsymbol{R}_{A}  \tag{4.7}\\
\imath \boldsymbol{W}_{d} \\
\check{\boldsymbol{R}}_{B}
\end{array}\right)^{H} \boldsymbol{\Psi}\left(\begin{array}{c}
\boldsymbol{R}_{A} \\
\imath \boldsymbol{W}_{d} \\
\check{\boldsymbol{R}}_{B}
\end{array}\right) \quad \text { and } \quad \check{\boldsymbol{R}}_{A}^{T} \check{\boldsymbol{R}}_{12}=\left(\begin{array}{c}
\boldsymbol{R}_{A} \\
\imath \boldsymbol{W}_{d} \\
\check{\boldsymbol{R}}_{B}
\end{array}\right)^{H} \boldsymbol{\Psi}\left(\begin{array}{c}
\boldsymbol{R}_{12} \\
\imath \boldsymbol{Y}_{d} \\
\check{\boldsymbol{R}}_{22}
\end{array}\right)
$$

where $\boldsymbol{\Psi}=\operatorname{diag}\left(\boldsymbol{I}_{K},-\boldsymbol{I}_{M_{d}}, \boldsymbol{I}_{M_{d}}\right)$. The latter implies the TSEM

$$
\begin{align*}
\left(\begin{array}{c}
\operatorname{vec}\left(\boldsymbol{R}_{12}\right) \\
\operatorname{vec}\left(\imath \boldsymbol{Y}_{d}\right) \\
\operatorname{vec}\left(\check{\boldsymbol{R}}_{22}\right)
\end{array}\right)= & \left(\begin{array}{c}
\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A} \\
\boldsymbol{I}_{G} \otimes l \boldsymbol{W}_{d} \\
\boldsymbol{I}_{G} \otimes \check{\boldsymbol{R}}_{B}
\end{array}\right) \boldsymbol{S} \boldsymbol{\delta}^{D}+\left(\begin{array}{c}
\operatorname{vec}(\overline{\boldsymbol{E}}) \\
\operatorname{vec}\left(\imath \boldsymbol{E}_{d}\right) \\
\operatorname{vec}\left(\tilde{\boldsymbol{E}}_{d}\right)
\end{array}\right), \\
& \left(\begin{array}{c}
\operatorname{vec}(\overline{\boldsymbol{E}}) \\
\operatorname{vec}\left(\imath \boldsymbol{E}_{d}\right) \\
\operatorname{vec}\left(\tilde{\tilde{\boldsymbol{E}}}_{d}\right)
\end{array}\right) \sim\left(\mathbf{0},\left(\begin{array}{ccc}
\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{K} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & -\boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M_{d}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{M_{d}}
\end{array}\right)\right) \tag{4.8}
\end{align*}
$$

or equivalently the pseudo SEM in (4.3).
Analogously to Theorem 1, the relationships in Theorem 2 and (4.7) show the equivalence of models (4.8) and (4.6) when the method of GLS is applied. Hence, the equivalence of the 3SLS estimators of the pseudo SEM (4.3) and the downdated SEM (4.1) is proved.

To compute efficiently the 3SLS estimator of the proposed pseudo SEM in (4.8), consider the following GLLSP

$$
\begin{align*}
& \underset{\overline{\boldsymbol{V}}, \boldsymbol{V}_{d}, \check{\boldsymbol{V}}_{d}, \boldsymbol{\delta}^{D}}{\operatorname{argmin}}\left(\|\overline{\boldsymbol{V}}\|_{F}^{2}-\left\|\boldsymbol{V}_{d}\right\|_{F}^{2}+\left\|\check{\boldsymbol{V}}_{d}\right\|_{F}^{2}\right) \text { subject to } \\
& \left(\begin{array}{c}
\operatorname{vec}\left(\boldsymbol{R}_{12}\right) \\
\operatorname{vec}\left(2 \boldsymbol{Y}_{d}\right) \\
\operatorname{vec}\left(\check{\boldsymbol{R}}_{22}\right)
\end{array}\right)=\left(\begin{array}{c}
\boldsymbol{I}_{G} \otimes \boldsymbol{R}_{A} \\
\boldsymbol{I}_{G} \otimes 2 \boldsymbol{W}_{d} \\
\boldsymbol{I}_{G} \otimes \check{\boldsymbol{R}}_{B}
\end{array}\right) \boldsymbol{S} \boldsymbol{\delta}^{D}+\left(\begin{array}{ccc}
\hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{K} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{M_{d}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{M_{d}}
\end{array}\right)\left(\begin{array}{c}
\operatorname{vec}(\overline{\boldsymbol{V}}) \\
\operatorname{vec}\left(2 \boldsymbol{V}_{d}\right) \\
\operatorname{vec}\left(\tilde{\boldsymbol{V}}_{d}\right)
\end{array}\right) . \tag{4.9}
\end{align*}
$$

As in the case of the updating of the SEM, previous computations can be efficiently used for the solution of (4.9). That is, if the orthogonal transformations from the GQRD (2.4a) - (2.4b) are applied to the first block of rows in (4.9) and the solution of (2.5) is used, then the GLLSP (4.9) is equivalent to

$$
\begin{aligned}
& \underset{\boldsymbol{v}_{A}, \boldsymbol{V}_{d}, \check{\boldsymbol{V}}_{d}, \boldsymbol{\delta}^{D}}{\operatorname{argmin}}\left(\left\|\boldsymbol{v}_{A}\right\|^{2}-\left\|\boldsymbol{V}_{d}\right\|_{F}^{2}+\left\|\check{\boldsymbol{V}}_{d}\right\|_{F}^{2}\right) \text { subject to } \\
& \left(\begin{array}{c}
\operatorname{vec}\left(\boldsymbol{R}_{12}\right) \\
\operatorname{vec}\left(\imath \boldsymbol{Y}_{d}\right) \\
\operatorname{vec}\left(\check{\boldsymbol{R}}_{22}\right)
\end{array}\right)=\left(\begin{array}{c}
\oplus_{i} \boldsymbol{R}_{i} \\
\boldsymbol{I}_{G} \otimes \imath \boldsymbol{W}_{d} \\
\boldsymbol{I}_{G} \otimes \check{\boldsymbol{R}}_{B}
\end{array}\right) \boldsymbol{S} \boldsymbol{\delta}^{D}+\left(\begin{array}{ccc}
\boldsymbol{U}_{11} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{M_{d}} & \mathbf{0} \\
0 & 0 & \hat{\boldsymbol{C}} \otimes \boldsymbol{I}_{M_{d}}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{v}_{A} \\
\operatorname{vec}\left(2 \boldsymbol{V}_{d}\right) \\
\operatorname{vec}\left(\check{\boldsymbol{V}}_{d}\right)
\end{array}\right) .
\end{aligned}
$$

The solution of the latter GLLSP is analogous to that of (3.19).

## 5. Numerical trials on a macroeconomic model

The effectiveness and practicability of the proposed method in estimating large-scale models is illustrated. A series of experiments has been conducted for the recursive estimation of the US
macroeconomic model developed by [9, 10]. Herein, the specification of the most recent version of the US, the US+ and the Japan models is considered with 25,116 and 10 equations, respectively ${ }^{\ddagger}$. The method of 3SLS is employed for the recursive estimation of these macroeconometric models. The variables used are quarterly. For the purposes of investigating the effectiveness of the new methods, synthetic data is used. It is assumed that there are available data spanning the period 1952:Q1 to 2015:Q4 for all three models, resulting in 256 observations.

Two methods have been considered, herein referred to as afresh (see Section 2) and recursive (see Section 3.1). When new data arrive, the afresh method re-estimates the SEM using the full data set whereas the proposed recursive method estimates the model using previous estimates and the current data only. It is important to note that the afresh method is less computationally costly than the standard 3SLS method which requires the inversion of the large covariance matrix of the SEM [1, 20]. Figure 1 demonstrates the computational advantage of the recursive method when compared with the afresh method. Firstly, it is assumed that the Japan, the US and the US+ models have been estimated for the period 1952:Q1 up to 1994:Q4, giving 172 observations. Then as new data arrive, the estimates of the models are updated to incorporate the new available information. The times required by the two methods to update the model with the new data once they become available, starting from 1995:Q1 up to the last available observation in 2015:Q4, are compared in order to give the efficiency ratio shown in Figure 1. Moreover, leave-one-out experiments within the context of cross-validation analysis and for the identification of influential observations have been conducted. The conclusions reached are the same with those drawn from Figure 1.

The experimental results confirm that the new method for the recursive estimation of the SEM outperforms other methods that estimate the model afresh. The results shown vary in the number of structural equations $(G)$ and the number of exogenous variables $(K)$. It is shown that the efficiency of the proposed method is more significant when $G$ and $K$ increase. Further investigation demonstrates that the efficiency of the recursive method becomes more important as the number of observations in the model $(M)$ increases. Therefore, the practicability of the new method arises when estimating multivariate models in high dimensions and when analysing big data sets. The

[^1]

Figure 1: Effectiveness (execution times ratio) of the afresh and recursive methods for the sequential estimation of large-scale macroeconometric models which consist of 10,25 and 116 stochastic equations. Results are presented when the number of exogenous variables included in the models is $K=70,100,150$. It is assumed that the models are initially estimated using quarterly data for the period 1952:Q1 to 1994:Q4. Then the estimates are updated recurrently once new observations arrive. The last available data point is assumed to be 2015:Q4 so that a total of 84 new observations are included in the model sequentially.
strategies employed for the efficient execution of the new method and further experimental results are presented in the Appendix.

## 6. Conclusions

The aim has been to investigate thoroughly the recursive computation of the three-stage least squares (3SLS) estimator of the simultaneous equations model (SEM) using matrix factorizations. A novel method of updating the 3SLS estimator, when new observations are obtained, has been developed. The numerical solution derived an alternative SEM where the original SEM is updated with the extra observations and also with the factors that are required to purge the model of the endogeneity effects of the additional observations. The result is a pseudo transformed SEM which is free of endogeneity and can be estimated efficiently via the method of generalized least squares (GLS). The GLS estimator, of the pseudo transformed SEM, yields the 3SLS estimator that would be obtained if the original SEM was estimated afresh with all of the available data.

Within the context of developing numerically stable and computationally efficient algorithms,
the new method derives the updated 3SLS estimator by considering the proposed pseudo model as a generalized linear least squares problem. In updating the 3SLS estimates, orthogonal, hyperbolic and unitary transformations are employed. This method not only solves the problem of recursively estimating the SEM when new data become available, it also enables an algorithm to be developed that can handle big data sets. The method has also been extended to allow observations to be deleted. In addition, an iterative algorithm has been developed that uses the 3SLS residuals in improving the initial estimates of the parameters. The proposed method can derive the 3SLS estimator even when the dispersion matrix is singular.

The designed algorithms have been implemented based on computationally efficient strategies that take advantage of the sparse structure of the SEM. Due to the structure of the SEM and the proposed pseudo SEM, the computational experiments show that the proposed algorithms are more efficient when the number of observations added to the model is smaller than the number of exogenous variables.
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