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Abstract
We present a general framework for termination proofs for Higher-Order Rewrite Sys-

tems. The method is tailor-made for having simple proofs showing the termination of
enriched A-calculi.

1 Introduction

A semantical method for termination proofs of first-order term rewriting systems has been presen-
ted by Zantema at the CTRS’92 workshop [12]. Jaco van de Pol extended this method to higher-
order term rewriting systems [8]. However, his extension has certain drawbacks; in particular it
is 1ll-suited to show termination for many enriched A-calculi.

The reason for many of the technical problems for HRS termination proofs is the meta-level
of HRSs. HRS rewrite steps are between =g,-equivalence classes of terms of the simply typed
A-calculus A™. Any semantic interpretation has to assign the same values to any member of
such a class. This means to interpret a function type ¢ — 7 as a suitable subset of functions
between [o] and [7], making it possible to interpret syntactic application and abstraction as
semantic application and abstraction, respectively. The trouble is: for A™ these objectives are
virtually incompatible. The most suitable subset restriction for functions is the restriction to
strictly monotonic functions. This would imply that context application preserves termination.
However, variable abstraction can introduce non-monotonic functions: constant functions like
Az.c are not monotonic.

Robin Gandy approached these problems [3] by interpreting a term Ax.c not as the constant
function (# — ¢), but instead as a function (x — ¢+ L(z)), where L is some monotonic type
conversion function, and where 4+ was some appropriate addition on the result type. Gandy does
not give criteria how to obtain these + and L operations in general; however, they naturally
arise from a categorical semantics as we shall see later.

Gandy’s paper is only of limited use when one tries to generalise the approach and apply it
to other systems. This is not too surprising as Higher-Order Rewrite Systems — which provide
a syntactical framework for expressing enriched A-calculi — are a rather recent invention. QOur
aim is to devise a semantical framework for termination proofs and to link 1t with HRSs.

2 Preliminaries

An Abstract Reduction System (short: ARS) consists of a set A and a binary relation — on A.
We write A = P if the ARS A = (A, —) has the property P. Given an ARS A = (A, —4),
t € Ais a normal formif —3u € A. t —4 u. An ARS A = (A, —) is strongly normalising,
A | SN, iff there is no non-empty relation R on A satisfying the equation R = —; R, i.e. iff
there are no infinite chains of —-steps.

We do not have room to introduce the concepts we borrow from category theory to make
this paper self-contained. The reader can find the missing definitions in most standard works on
category theory, e.g. in [6]. Here is a brief summary defining some of these terms.
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Given a category A and an object X € |A|, the comma category A | X has as objects pairs
(Y, f), such that ¥ € |A| and f € A(Y, X), and a morphism m € (A | X)((V,9),(Z,h)) is a
morphism m € A(Y, Z) such that hom = g. There is a forgetful functor U : A | X — A defined
as U(X, f) = X and U(m) = m. Dually, X | A is defined as (A" | X).

A monad in a catecory A is a triple (T, yt, ) where T : A — Ais a functor and p : T(T(.)) —
T(.) and  : - — T'(_) are natural transformations satisfying pon = id and popu = T(p)opu. Given
such a monad, the category AT of T-algebras has as objects pairs (X, f), such that X € |A|,
fe AT (X),X), fopu= foT(f) and fon = id; a morphism g € AT (X, ), (X’ fq) is a
morphism ¢ € A(X, X') such that g o f = f' o T(f). There is a forgetful functor U A
defined as U(X, f) = X and U(yg) =

Let A and B be categories and U : A — B be a functor. A functor ¥ : B — B can be lifted
along U if there is a functor F’ : A — A such that Foll = UoF'. If A= BT we omit the “along
U” and understand U to be the forgetful functor U of the monad. Similarly for A =B | X.

A monoidal category is a tuple (A, ®, I, a,l,r) where A is a category, ® is a functor A x A —
A, I'is an object in A, and «a, [, and » are natural isomorphismsa: A® (B C)=Z (A B)C,
l:T®@A=A r: A® I = A (natural in A, B and C) such that “all coherence diagrams”
commute, i.e. all diagrams only involving the isomorphisms and ®. A monoidal category is
symmetric if there is also a natural isomorphism s : A ® B = B ® A maintaining the property
that all coherence diagrams commute. A (symmetric) monoidal category is called closed if the
functor _® A has a right adjoint A = _for any A € | A|. We write ap : (A = ) ® A — _for the
co-unit of the adjunction and cur(f) as shorthand for (id = f)on where n: . — A= (L® A) is
the unit of the adjunction.

A monoid in a monoidal category (A, ®, 1, a,l,r) is a triple (X, ®,0), where X € |A|, & €
AX @ X, X), and 0 € A(I,X), such that ® o (0@ id) o ™' = G o (id® 0)or™ = id and
Do(@®®@id) = ®o (id® ®)o a”'. The representation monad of a monoid is the monad
(X @ 1), where p= (B @id)oa™" and n = (0@ id) o ™",

3 Semantics

For proving termination in a semantical setting, we want to interpret types by (partially) well-
ordered sets. To make this general enough to cater for typed rewrite systems with non-elementary
types like products, coproducts, or function types, we have to develop something like a domain
theory for well-orderings.

Definition1. A partially well-ordered set is an ARS A = (A, >4) such that A |= SN and that
> 4 1s transitive. Convention: we shall write >4 for the reflexive closure of >4 on A. If >4 is a
total order, we call A a well-ordered set.

3.1 The category of well-ordered sets
Definition 2. The category WO is defined as follows:
Objects: A = (A,>4) € |WOJ if A is a partially well-ordered set.

Morphisms: a morphism f : A — B is a function f : A — B satisfying
Va,a' € A. a >4 d' = f(a) >p f(b).

Composition and identities: as in Set, the category of sets.

We write TWO for the full subcategory of WO that only contains well-ordered sets.

Suppose we have an enriched A-calculus with non-elementary types such as ¢ — 7, ¢ X T,
etc. To find well-ordered structures (objects in WO) for these composite types means to find the
corresponding endofunctors on WQO. Notice that WO has no terminal object. With a terminal
object one can express constant functions (those that factor through the terminal object), but
constant functions do not preserve strict orders such as any (non-empty) well-order > in WO.
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Definition 3. We define two summation functors on WO, categorical sum WOUL WO — WO and
ordinal sum WO + WO — WO as follows: let A = (A,>4) and B = (B, >p), then

~ AUB = (A x {0} UB x {1},>aup) such that (a,0) >4up (a’,0) <= a >4 a and
(b,1) >aup (V1) <= b>p b'. On morphisms, f Ug is f+ g from Set.

— A + B is defined just as A U B, except for the order:
(z,n) >ayp (2, 0') < (z,n) >aup (z',7n') V n > 7

The notation A U B for the coproduct is motivated by the observation that the order type of
a U g (for ordinals @ and 5) is just the ordinal o U 3, i.e. the maximum of the two. It is routine
to check that the categorical sum is indeed a coproduct in the sense of category theory.

The ordinal sum is associative (modulo isomorphisms) but not commutative.

Definition4. We define three multiplication functors, categorical product WO M WO — WO,
ordinal product WO * WO — WO, and symmetric product WO @ WO — WO as follows: let
A= (A4,>4)and B = (B,>p), then

~ ANB = (A x B,>anp) such that (a,b) >anp (a',V') < a>sd A b>pb. On
morphisms, f Mg is f x g from Set.

— A x B is defined just as A M B, except for the order:
(a,b) > AxB (a/,b/) < (a,b) > AnNB (a/,b/) V oa>y a’

— Similarly, A ® B is defined just as A 1 B, except for the order >45p:
(a,b) >A@B (a/,b/) = a>sd A b>p VAR >4 a ANb>pglt.

On first view, one might think that the multiplication functors differ only in minor details,
but these details are quite significant. Writing bold numbers for the objects corresponding to

ordinals in WO we have for example: 3M7a 3,37~ 21,and 3@ 7~ 9. Here, A ~ « is used

to mean that there are morphisms « o A2+ & So we characterise an object A € |WO|

by the longest chains it includes.
Proposition 5. (WO, ®,1) is a symmeiric monoidal category, where 1 = ({0},0).

We also have such results for the categorical product and for the ordinal product, but each with
one restriction. The categorical product is associative and commutative (modulo isomorphisms),
but 1t lacks a neutral element, essentially because of the Burali-Forti paradox. The ordinal
product is associative and has a neutral element, but it cannot be symmetric as there is no
isomorphism (monotonic bijection) between w * 2 and 2 * w.

Proposition 6. The functor _® A has a right adjoint A = _, i.e. WO is monoidal closed.

Proof. We define the functor _ = _: WO x WO — WO by
(A, >A) = (B, >B) = (A = B, >A:>B) with:

A= B = {feA—B|Va,yc A (z>ay= flz) > f(v)}
f>azpg <= VYzecA f(z)>pgln)

We have to slightly amend this definition in case A is the empty set: >g-, p= 0, the empty relation
1s SN. If A is non-empty, it has an element ¢ € A, and each infinite chain f; >4~p f2 >a=p ...
can be mapped to an infinite chain fi(a) >p fa(a) >p ... in B. On morphisms, we have as
usual (f = ¢)(h) = g o ho f. Checking the adjunction properties is routine. O

Apart from (ordinal) addition and multiplication, we can also define a corresponding (ordinal)
exponentiation. This is only defined for totally well-ordered sets.



Definition 7. We define a functor F : TWO — TWO as follows: let A = (4,>4), B = (B, >g),
!
A —— B then

— F(A) = (F(A), =) where F(A) is the set of finite subsets of A, and M =4 N <= Im €
(M\N).¥Yne(N\M). m>4n.

= F(HM) = {f(m) | m e M}.

The restriction to TWO is necessary to make F functorial. All morphisms f: A — B in TWO
are monic, in particular they guarantee that the witness m € (M \ N) for M =4 N is mapped
to a witness f(m) € (f(M)\ f(N)) = f(M\N) for f(M) =g f(N), which is necessary to make
F(f) monotonic.

F(A) contains only finite subsets of A, but still the operator F corresponds in ordinal arith-
metic to exponentiation to the power of 2. A general ordinal exponentiation can also be defined:

Definition 8. The functor Fin : TWO x TWO — TWO is defined as follows. Let A = (4, >4),

B=(B,>p),C=(C,>c)and D= (D,>p), and let A —+ B and C —%+ D. Let Lp be
the smallest element of B (if it exists).

— Fin(A,B) = (A~ B, 4.p) where
A~B={M e F(A*B)|(a,b)e MA(a,byeEM =— b=V A b>p Lg}.

— Fin(f,g9) = F(f*g)

Notice that for (B, >p) = B € |TWO| a smallest element L € B always exists, with the only
exception B = 0 = (0, 0) for which we have Fin(A,0) =1 = ({0},0). Because Fin operates
in TWO, any morphisms f and ¢ are injective and hence f * ¢ sends finite maps to finite maps.
Similarly, f and g cannot map non-_L elements to L, because they are monotonic. That F(f *g)
is monotonic follows easily from the fact that we inherit the order from F(A * B).

3.2 Ordinals

The functors described so far allow to construct new (partially) well-ordered sets from given ones.
For termination proofs, it is useful to have an arithmetic and logic for well-orderings available.
The obvious choice 1s ordinal arithmetic.

Definition9. An ordinal is a set « such that all its elements are ordinals and
- VoceaVyeEa. fEyYVYELVE=2Yy
- VoeceaVyeP. vyEax

These are the so-called “von Neumann ordinals” [7]. In the following, T identify 0, 1, 2, etc.
with their corresponding ordinal, w is used for the ordinal corresponding to the set of natural
numbers.

The functor I called “ordinal addition” is not quite ordinal addition in the usual sense,
because we would need to postcompose 1t with a functor TYPE that maps partially well-ordered
sets to their order type (the corresponding ordinal). We can do that by the following principle:

Definition 10. Given an endofunctor /' : TWO — TWOQO, we define a corresponding function
"] on the class of ordinals as follows: for any ordinals o and 3, | F|(«) is the unique ordinal
v such that there is an isomorphism F'(a) = ~.

If no confusion arises, T shall write F'(«) instead of [F|(«), i.e. if it is clear from the
context that o and/or @ are ordinals and not objects in TWO. A more traditional notation for
[Fin|(y,p) is B ie. ordinal exponentiation.



There is an intuitive understanding of Fen(y, 7). Each element in the carrier set can be seen
as the (unique) representation of an ordinal to base 3, such that the domain of the finite map
gives the exponents, and the range the coefficients. This also explains the exclusion of bottom
(= 0) coefficients, and the use of lexicographic ordering, because “exponents matter more than
coefficients” .

Definition11. Given an ordinal «, we define a map #_: Fin(a,w) x Fin(o,w) — Fin(a,w)
as follows:

M#N = {(a,m+n)|(a,m)E MA (a,n) € N}U
{(a,m) € M | -3n.(a,n) € N}U{(a,n) € N | ~Im.(a,m) € M }

Intuitively, # does the following: it takes the representation of two ordinals to the base w
(the so-called “Cantorian normal form”) and then adds the coefficients pointwise. Since addition
is closed on natural numbers (and the coefficients happen to be natural numbers here), the result
M#N is still in Fin(a,w), i.e. we do not have to worry about carries. Tt is easy to see that &
is associative, commutative, and has a neutral element (the empty map). This form of addition
(the function |#] on ordinals) is the so-called “natural sum” of Hessenberg, see [4, 5].

Proposition12. For any ordinal «, # is a morphism in TWO:
Fin(o,w) ® Fin(a,w) N Fin(o,w).

Proof. Since # is commutative, we only have to show: M >puw M' = M#N > e M'#N.
There has to be a largest @ € « such that there is an element p = (a,m) € M but p ¢ N. This a
is also the largest element at which M#N and M'#N differ. M#N contains the pair (a, m+n,)
and M'#N contains either no pair (a,_) or a pair (a,m’ + n,) with m 3 m’, w 3 n, 2 0 and
thus m + n, 3 m’ 4+ n,. Because the order in >4, is lexicographic, (a, m) is greater than all
(a', k) for @ 3 @’ and is therefore larger than all elements in (M'#N)\ (M#N). a

Definition 13. Let « be an ordinal. It is called a limit ordinal iff V3 € «a.8+1 € «. It is is called
indecomposable ft V3 € a. f+a = «. It is called an epsilon ordinal itV € . 31 = 6<a> =a.

The relevance of indecomposable’ ordinals to this paper is that they can be understood
as algebras for ordinal addition (and also natural sum), i.e. their elements are closed under
ordinal addition. Indecomposable ordinals (greater than 0) are exactly those of the form w
for some ordinal y. This property is very closely related to the mentioned properties of #.
Indecomposability of « is sufficient and necessary for the existence of a morphism from o ® «
to «, for the latter case see lemma 15 in [2].

Proposition14. Let o be an indecomposable ordinal. Then (o, #,0) is a monoid in WO, where
# is natural sum and 0 : 1 — « s the function that maps the element of 1 to 0.

3.3 Type-casting Ordinals

For concrete termination proofs it is useful to have “type-conversion functions” that can translate
values of any type into ordinals and back. In particular, if we have erasing rewrite rules, i.e. rules
in which some variables only occur on the left-hand side, then the presence of type-conversion
functions in the semantics makes it easier to give a semantic interpretation for the symbols. This
will become quite clear in our application example.

Definition15. Let A be a category and X € |A|. We define the category A || X as follows:
A |l X is the comma-category X | A | X. Thus, an object in 4 || X is an object Z in A,
accompanied by two distinguished morphisms X .z (encoding) and 7 X (decoding),

such that z oz = idx. A morphism from X ——» Z —» X to X —» Y —2+ X in A || X is
a morphism f € A(Z,Y) such that foz=yand yo f = Z.

! The name is taken from [9]; in [2] they are called “additive principal”; Hessenberg [4] called them “Hauptzah-
len”, main numbers.



X Xl X®X )T(
curf@) (%) cur(@l) ®id (4) cur(@l) ®id (#i1) z‘d
X=X — (XzX)@IW(XzX)@@X p” X

Figure 1: Theorem 19, case 3

To be precise, the category X | A | X should be written as either (X | A) | (X i, X) or as

(X LN X) | (A | X), but both constructions result in identical categories.

In particular, we are interested in categories like WO || «« where « is an ordinal. In this case,
the maps z and z convert ordinals less than « into elements of Z and back; the required equation
Z o z = id is another way of saying that decoding is the inverse of encoding. It is not required
that the converse is true; in particular, an object Z may not be totally ordered although « is.

Proposition 16. By an abuse of notation, we write X to denote the object X ox L x
in Al X. We have:

1. X is a null object in A || X, i.e. it is initial and terminal.

2. For any two objects A, B € |A || X| there is a morphism A . B untquely defined by
0=A—X—B.

Definition17. We call an endofunctor I : A — A retractable at X € |A| iff there is an object
X Zopx) I XinA X,

Proposition 18. If F is retractable at X then F can be lifted to A || X. F': A X — A || X
maps each object X ——~ 7 ——+ X to X . F(X) ), F(Z) Ll F(X) X on
morphisms, we just define F'(f) = F(f).

We can extend the notion of retractablity to bifunctors in an obvious way.
Theorem 19. Let A be a monoidal closed category with binary products and coproducts.

1. Categorical product N and coproduct U are retractable at any X:

id,id , , .
X {idiid) XX —+ «is a retraction for the product; the coproduct is dual.

2. If (X,®,0) is @ monoid in A then the tensor product @ is retractable at X.
id , , , ,
X=ZIpX 2 x ® X %, X is a retraction by the coherence properties of a monoid.

3. The exponential = (right adjoint of ®) is retractable at monoids:

XmXéXE(XjX)(@IM—@O»XéX@Xﬂ»Xisaretmction;apisthe

co-unit of the adjunction and cur(®) is the curried form of & : X ® X — X, also given by
the adjunction.

Proof. Cases 1 and 2 are immediate. For case 3, see figure 1: (i) commutes by naturality of Pt
one of the natural isomorphisms of the monoidal structure of A, (ii) commutes by functorality
of ®, and (iii) is the co-unit equation for ap. The upper line, & o (id ® 0) o r~ ', is the identity
because (X, @, 0) is a monoid. O

Taking A = WO it follows that ® and = are retractable at indecomposable ordinals, @
being the natural sum. Ordinal addition, multiplication and exponentiation are typically not
retractable, except in trivial cases.



3.4 «-addition everywhere

Type conversions are in general not quite good enough to deal with erasing rewrite rules: they
allows us to take an element a of type o and an element b of type 7, map both to some ordinal, add
them and map them to any type we wish. But we do not get the following: o(a(a)#7(b)) >, a.
This is needed to handle erasing rules which are also collapsing. The solution to this problem is
to find some addition operation that directly operates on o.

Consider the representation monad M = (a ® _, pt, ) of the monoid («, #,0). (A, H) being
an M-algebra means in particular that (i) Bon = id, which is the same as saying that 0 » = #,
and (ii) Bo pu = Ho (id® M), which is the same as (m#n)Bz = mB(nHBz). Especially the unit-
property is useful: in & ® A there are a-chains if A is non-empty, e.g. (0,2z) < (1,z) < .... The
presence of a monotonic map H means that there are also a-chains in A; because of the retraction
property 0z = & we have a-chains starting from any element z of A: x = 0Hz < 1Hz < ..
this mirrors the behaviour of rewrite systems with collapsing rules.

Proposition 20. Let A be a monoidal category and (X,®,0) be a monoid in A and let T be
the representation monad of this monoid. Then (X, ®) € |AT|.

Although the observation in proposition 20 is rather trivial, it is important for the whole method.
We can interpret “atomic” types by « and leave the interpretation of composite types to functors
on WOM, supporting collapsing rules of composite types.

To maintain the existence of a H-operation with nice algebraic properties we have to make
the functors we are interested in operate on WO™

Definition21. Let A be a category and T = (T, , 1) a monad on A. A functor F: A — A
is called T-distributive if there is a natural transformation § : T(F(U(.))) — F(T(U(.))) such
that F(H4)ods0n=id and F(Ba)obsop= F(Ba)obs0T(F(Ba)0b4). Here, U : AT — A
is the forgetful functor of the monad and B4 : T(A) — A is the algebra morphism on A.

For T-distributive functors, we get a new B’ operation on F(A) as B = F(H4) o 6.
Proposition 22. If F is T-distributive then it can be lifted to AT .

We can now check whether the retractable functors we have so far, i.e. product, coproduct,
symmetric multiplication, and arrow, are M-distributive or not.

Lemma 23. Let A be a category with binary products -0 _. Let T = (T, u,n) be a monad on A.
Then _N X is T-distributive if (X, B8) € |AT|.

Proof. We can define § as (T'(w1),H o T(73)). The new addition is B = (Ho T'ry,Ho T'ws).
Unit property: B on = (BoT'wy,BoTws)on = (HoTmon, BoTmon) = (Honowy, Honoms) =
(w1, m2) = id. Associativity: B oTH = (HoTm, HoTms)oTH = (HoTmoTH /HoTmoTH') =
(BoT(m o), HoT (o)) = (BoT(BHoTm),HoT(BHoTnms)) = (HBoT(B)oTTx,BoT(H)o
TTrs) = (BopoTTmy,BopuoTTms) = (HoTmiopn,HoTrsopu) = (BoTm,HoTrs)ou =M opu.
O

Lemma 24. Let A be a symmetric monoidal closed category with binary coproducts _ U _. Let
X be a monoid in A and T be ils representation monad. If (Z,H) € |.,4T| then the functor _UZ
1s T-distributive.

Proof. Because A is symmetric monoidal closed, the functor X ® _ has a right adjoint which
implies that it preserves colimits. Hence we have a natural isomorphism ¢ : X @ (LU 7)) =
(X @)U (X ®7) given by ¢ = apo so (id ® [cur(iy 0 s), cur(iz o s)]) (where 41 and iy are the
coproduct injections and s is the symmetry isomorphism) and we get § = (id UH) o ¢. Checking
the equations for 6 is routine. a



Lemma 25. Let A be a monoidal category, X a monoid in A and T the representation monad
of X. Then the functor _®Y is T-distributive.

Lemma 26. Let A be a monoidal closed category, X a monoid in A, T the representation monad
of X, and (YV,HB) € |AT|. Then the functor Y = _ is T-distributive.

Proof. We can define & = cur((id ® ap) o a™*). The new addition is B = (id = B) 0 6 = (id =
H) o cur((id @ ap) o a™") = cur(B o (id @ ap) o a™'). We write u and 7 as abbreviations for the
multiplication and unit of the monad.

We have: a ' o (n®@id) = a ' o (0@ id)®id)o (I" @id) = (0@ id)oa o (I"t @ id) =
(0 @ id) o It = 5. This gives us the unit property: B on = cur(Bo (id @ ap) oa™) oy =
cur(Ao (id @ ap) o a™ o (n @ id)) = cur(B o (id @ ap) o 1) = cur(B o o ap) = cur(ap) = id.

For associativity we have B oy = cur(Bo(id@ap)oa™ )ou = cur(Bo(id@ap)oa™ o (u®id))
and on the other side of the equation B o (id @ @) = cur(B o (id @ ap) o a™") o (id @ @) =
cur(Ao (id @ ap) o a™ o ((id @ @) ® id)).

We can now show that both sides are equal (leaving out the “cur”), starting from the left:
Bﬂo(id@ap)oa_lo(p(}@id) = EEIo(id@ap)oa_lo(((@®id)oa)®id) = Eﬂo(id@ap)oa_lo((@®id)®
id)o(a®id) = Eﬂo(id@ap)o(@@id)oa_lo(a®id) = EEo(69®id)o(id(}bap)oao(id(}ba_l))oa_1 =
Ao (@@id)oao(id®(id@ap))o(id®a™'))oa™! = Bo(idoM)o(id® (id®ap))o(id@a™t))oa™" =
Mo (id® (Ao (id@ap)oa™))oa™ =Mo (id® (ap o cur(B o (id @ ap) o a™ ') @ id)) o a™ ! =
EEIO(id®(apoEEll®id))oa_1 = EEIo(id@ap)o(id@(EEll®id))oa_1 = EEIo(id@ap)oa_lo((id@EEl/)(}bid)

a

Theorem 27. Let A be a symmetric monoidal closed category, X a monoid in A, and T the
representation monad of X. Then the functor _® _ can be lifted to AT, where ® ranges over U,
M, =.

Proof. Follows immediately from proposition 22 and lemmas 23, 24, 25, and 26. O

Now it would be nice if we could combine the construction of WO and WO Il «a, 1.e. lift
the functors to WOM || (e, #).

Proposition 28. Let A be a category and T = (T, u,n) be a monad on A. An endofunctor
FiA— A can be lfted to AT || (X,®) if F'is T-distributive, F is retractable at X with

retraction X —— F(X) —— X, and the retraction maps are morphisms in AT

We do not have the space to show that the given retractions (at monoids) for the functors
_N_, _U_ _®_ and _ = _ are indeed morphisms in AT, for any symmetric monoidal closed A
with representation monad T' — this result should not be too surprising since they are entirely
built out of coherence maps.

Putting these results together, we have the following recipe for interpreting types by partially
well-ordered sets:

Theorem 29. Let «« be an indecomposable ordinal. For any object A € WO, which we can build
from applying the functors N, U, ®, and = in arbitrary order to o, we have:

1. There are morphisms « % A%+ & such that aoa = tdy, .
2. For any other object B built this way, we have a morphism A . B
3. We have a morphism a ® A B, A such that 0Bz = & and mBnBz)=(me&n)Be.

4. The conversions A . B preserve addition, i.e. 0(n B z) = n BO0(z).
Proof. This is just a summary of some of the results above. a

Moreover, we can extend this result to other endofunctors on WO, provided they are retract-
able at a, they are M-distributive and their retraction maps are WO™-homomorphisms.
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4 Syntax

The previous section presented a semantic domain for the interpretation of rewrite systems
that supports termination proofs. We still have to provide a connection between the syntax
(Higher-Order Rewrite systems) and this semantics. Since we are not concerned here with
implementability issues, we can choose Wolfram’s generalisation of HRSs (see chapter 4 in [11])
as syntactic domain. HRSs are based on simply typed A-calculus A7 . Its terms can be seen as
either equivalence classes of A-terms, the equivalence relation being =g,, or as long S-normal
forms, i1.e. as canonical representatives of those classes.

The problem with HRSs is the lack of “nice” interpretations of A~ in WO, simply because
WO is not a CCC. Such an interpretation should assign the same values to 8n-convertible terms,
because HRSs rewrite modulo gn-conversion. Moreover, it should also interpret function types
as sets of monotonic functions; this is necessary to lift termination of rewriting to its congru-
ence closure, i.e. to rewriting on subterms. These objectives are conflicting for A™: mapping
convertible A-terms to the same values means to interpret syntactic A-abstraction by semantic
A-abstraction; but A™ contains constant functions (like Az.c) the semantic equivalent of which
are not monotonic. The approach of van de Pol [8] tries to solve this problem by weakening the
second objective and allowing certain non-monotonic functions in function types.

4.1 Term, Types, and Their Interpretations

Instead of allowing non-monotonic functions in the semantic domain, we sacrifice the other
mentioned objective and allow $-equivalent terms to have different semantic interpretations.

To interpret types and terms in WO (or woM || a), we shall give some functions from
sets of types or terms into |WO| or | J|WO|, respectively. The notation | |WO]| is shorthand
for J{s | (5,>) € [WOI}; similarly for WOM || «, we suppress the application of the forgetful
functor U : WOM 1l a — Set. Since the domain of the mentioned functions is always a set,
their graph 1s a set as well and so we shall not worry about foundational issues.

Definition 30. Given a set of base types B we define the set of types over B, Typ(B), as the
smallest set of words over the alphabet {—,(,)} W B satisfying:

1. o € B= o€ Typ(B)
2. o, B € Typ = (o — B) € Typ(B)

Typ(B) comprises the types of A7, As usual, we drop many parentheses and take — to be
right-associative. Having only one type constructor for non-base types reflects the meta-level we
are dealing with, i.e. A7 . This does not prevent us from giving base types an internal structure
reflecting the type structure we want on the object-level.

Definition 31. Let B be a set of base types, let b : B — |WO| a function mapping base types
to objects in WO. We define a map [] : Typ(B) — |WO| as follows:

[o—7le = [ole =[]
[7le = b(r), ifreB

Here, “=" is the functor from proposition 6.

Analogously, we derive from a function b : B — |WOM Il «| a function for all types []s :
Typ(B) — |WOM I «f, provided « is an indecomposable ordinal, because we can lift _ = _ at
monoids, see theorem 29. In other words, the interpretation [o], of a type o in woM || «is
an object ac — ((S,>,),H,) — a in WOM || a. We shall write 7, H,, and >, to refer to
the corresponding components of [o]s.

Definition 32. An HRS-signature is a tuple (B,8,C), where B is a set, S a set of symbols, and
C: 8 — Typ(B) is a function assigning types to symbols.
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'u{e:clbFue:o I'tc:C(c)
I'Ft:o—=7 I'Fu:co Fufe:olbt:ir ol
I'F({tu):r 'F(Az:ot):o0—r

Figure 2: The type system A~

Independently from particular signatures, we assume the existence of a countably infinite set
of variables, called V. In the following, we shall usually suppress the signature X = (B5,S,C)
and the interpretation of base types b, i.e. we assume a fixed X and b unless otherwise stated.

Definition 33. A preterm is a A-term with variables taken from V and constants taken from
S. We require abstractions to be in Church-style [1], i.e. an abstraction has the form (Az : o.),
where z is a variable, o € Typ(B), and ¢ is a preterm. We write AX for the set of all preterms.
Given a preterm ¢, we write ¢| for the S-normal form of ¢ if it exists.

Preterms are just untyped A-terms with type annotations for abstractions. They may or may
not be well-typed in some type system.

Definition 34. A context is a finite set ' C V x Typ(B) such that (x,7) € ' A(x,0) € I =
o = 1. Convention: we write x : 7 instead of (z, ) for elements of a context. We write x ¢ I’
as shorthand for —=3e.(z,0) € I'.

Definition 35. A judgement is a triple (I',t, 7), written I' - ¢ : 7, where I" is a context, ¢ € AX
and 7 € Typ(B). Given a judgement J = I' ¢ : 7, we write J| for the judgement I' - ¢] : 7
(which exists if ¢] exists).

Definition 36. The type theory A~ is the smallest set of judgements that can be derived from
the rules in figure 2.

Proposition 37. Let J € A= . Then J| exists and J| € A7 .
Proposition38. Let 't :7 and I' =1 : 7' be derivable judgements in X~ . Then 7 = 1'.
Propositions 37 and 38 are well-known properties of A~ -Church [1].

Definition 39. A symbol interpretation is a function o : § — |J |WOM Il al such that ¢(s) €
[C(s)]s. A variable interpretation is a function v : V — |J|WOM || «a|. If v is a variable
interpretation and x € V then we write v[z — y] for a variable interpretation v' with v'(z) = y
and o'(z') = v(2’) if @ # 2'. A variable interpretation v is consistent w.r.t. I' if ¥(z,7) €
I.ov(z) € []s.

An interpretation is a pair (g, v) of a symbol interpretation ¢ and a variable interpretation
v. An interpretation (g, v) is called consistent (w.r.t. I') if v is.

—

Definition40. Let p = (g, v) be an interpretation.We define a partial function [.], : A7 —
UIWOM || « with domain {I" ¢ : 7 | p consistent with I'} by the following equations:

Fheird, = o)
Lrz:7], = vz
[I'=(fa):7l, = [I'Efio—=7]([I'Fa:0o],)
where (I'Fa:0) €A™
[I'FAz:ot)y: 7], = (—o(zx)B, [I'U{z:0}Ft:T]pme])

where z € [o]s
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To see that this definition is well-formed observe the following properties of semantic interpret-
ation of types and judgements:

Theorem 41. 1. [I'Ft:7], € [r]s

2. Letx € FV(t), z,2" € o]y and 2 >, 2'. If 't 11 and if plx — 2] is consistent w.r.t. I'
then
[Et: ey > [T E L T] pfoe2n

Proof. By induction over the term structure. For variables and constants the result follows
immediately from the assumptions about p.

Applications: for some o, I' F a : ¢ is a derivable judgement, because the domain of [],
only contains derivable judgements and it does contain I' - (f a) : 7. Moreover, proposition 38
claims that o is unique.

Abstractions: the side-condition z € [o], ensures that the new interpretation plz — z] is
consistent w.r.t. the larger context I'U{x : s}. This allows us to apply the induction hypothesis
to 'U{x : o} F¢: 7. It remains to show that the constructed function is of the right form, e.g.
monotonic. It is clear that it has the right domain and codomain, because & maps o-elements
to @ and H; is a function from « x 7 to 7. For checking monotonicity we use the abbreviation
V(z) for [I'U{x : 0} F 1 : T],[p—z). The variable x either occurs free in ¢ or not. If it does,
then for z >, z’ we get by induction hypothesis V(z) >, V(z), if it does not V(z) = V(2');
thus in both cases V(z) >, V(z'). The function & is monotonic, hence 7(z) 3 &(z') and we
get (0(2),V(2)) >aer (6(2'),V(Z")). Since B, : @« ® 7 — 7 is monotonic we get the required
result. O

The chosen interpretation for A-abstraction may look a bit peculiar, because (as advertised)
it does not have the property that -convertible terms have equal interpretations. Therefore,
G-reduction is only of limited use for the meta-level of rewriting.

Definition42. A presubstitution is a function 0 : V — AX. Given t € AY, we write t? for the
preterm we get by replacing all free variables in ¢ by their image under ¢, avoiding name capture

by a-conversion. A substitution is a triple (6, I A), written 0 : I' — A, if # is a presubstitution
and I" and A are contexts such that V(z : 1) € I A 60(x) : 7.

Proposition 3. Let 't :7 and 0 : I — A. Then A-¢% 7.

This is the standard substitution lemma for A7, generalised to substitutions that replace all free
variables at once. It motivates the following definition:

Definition44. Let J=T'+t:7and ¥ =60 : ' — A. We write J? for the judgement A - ¢% : 7.

Definition45. Let p = (¢, v) be an interpretation consistent w.r.t. Aand let § =6 : ' — A be
a substitution. We define another interpretation pod as (g, vodd) where the variable interpretation
v o4 is given by:

[AF6(z): 7], if(2,7)e T

v(z), otherwise

(vod)(z)= {
It is easy to see that p o @ is consistent w.r.t. A.

Proposition 6. Let J = ('t 7)€ A7, 9 =0 : T — A, and p be an interpretation
consistent w.r.t. A. Then [J°], = [/]00-

Proposition 46 is a typical argument often used in semantic interpretations of the A-calculus;
it does quite happily work with rather non-standard interpretations of A-abstractions as in our
case.

Lemma 47. Let (' -t :7) € X7 and t —g t'. Let p be an interpretation consistent with I'.
Then [I'bt:7], >, [I'H 7],
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Proof. By induction over the term structure of ¢.

Base case: suppose t is a f-redex (Az.u)a and ¢’ its contractum ufa/z]; we write a as
shorthand for [I" - a : o]],. Using proposition 46 and the algebraic properties of B we get
[IFEt:7],=[I'F Qew)a:7], =c(@)B, [['U{x:c}F u:r]pe—s = ala)B, [I'Ft:
> 08, [I'H 7], =+t 7],

The induction steps are trivial, using the first part of theorem 41. a

4.2 Rules and Their Interpretations

The definition of HRS varies a bit in the literature. The following is another slight variation of
the definitions of van de Pol or Wolfram [8, 11].

Definition48. An HRS-rule is a tuple (I',{,r, 7) such that I" is a context, r € B,and I'+-1{: 7
and I'Fr: 7 arein A7 . Notation: we write rules as ' [ —r : 7.

The condition that 7 1s a base type does not restrict the expressive power as we can always
n-expand rules by adding fresh variables to the context. The reason for using a context rather
than A-abstractions is the interpretation we have chosen for abstractions.

Definition49. An HRS is a pair (X, R) where X' is a signature and R a set of rules over X.

An HRS is associated with an ARS. The elements of this ARS are (derivable) judgements in
g-normal form and the relation is given by the following notion of rule application.

Definition 50. Let (X, R) be an HRS. For a given a judgement (I' = C' : ¢) € A7 a rule
application is pair (J;,9,) of substitutions, ¢; = 6; : I' — A and ¥, = 0, : ' — A, such that
for all (z : o) € I' either (x) 0i(x) = 0,(x), or (**) there isarule (FF{ — r: 7)€ R with
E={y1:01,...,yn :0n}, 0 =01 — - — o — 7, and O(x) = Ayy : 01+ Ay, : ol
and 6.(z) = Ay1 @ 01.---Ayn : on.r. (Notation: we shall abbreviate this as 6;(x) = and
0-(x) = [r]) A rule application is called proper if for at least one (x : ¢) € I' we have
z € FV(C]) and ().

We define a relation — g on G-normal forms of judgements in A™ as follows: given a judgement
J=(I'C:0) € X~ and a proper rule application (¢, 9,) then J"'| —g J"7|.

The above notion gives a more or less canonical definition of HRS reduction; it is slightly
more general than the definitions in the literature [11, 8] as it supports reduction with more
than one rule at a time. The reason for requiring properness is the following proposition:

Proposition 51. Let J be judgement in A~ and (¥;,9,) be a rule application which is not
proper. Then J'| = J'7|.

Therefore we need properness to give —pg a chance to be terminating. Any approach at-
tempting to reason about termination of HRS reduction has to make similar restrictions in the
definition of its reduction relation —g.

It is often convenient to assume that a rule application only instantiates one rule at one
particular position in a term. We can define this as follows:

Definition 52. A rule application (97,9, ) for a judgement .J is called linear if ¥;(y) = ¥, (y) for
all but one y from the context of J, and if ¥;(z) = |!|and ¥,(z) = then x occurs at most

once in J|.

Lemma 53. Let J —pr J'. Then there are judgements J1,...,J, € A\~ such that J = J, —g
Jy —pg---—pgJy=J where each J; —r Jix1 by a linear rule application.

Definition 54. Let ¢ be a symbol interpretation. A rule I'F1 — r : 7 is called g-decreasing if
for all substitutions @ : I' — A and all variable interpretations v that are consistent with A it is

true that [AF lel : T]](Q,U) >, [AF Tel : T]](g,l))'
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Theorem 55. Let (X, R) be a HRS. If ¢ is a symbol interpretation such that all rules in R are
o-decreasing then (A~ , —pg) = SN.

Proof. We simply prove that J —g J' implies [J], >; [J'], where J = B+t : 7 and p = (g,v)
for some variable interpretation v consistent with B. By lemma 53 is is sufficient to consider
the case in which J —g J' by a linear rule application.

Suppose we get J —g J' by applying the proper rule application (¥;,9,) to the judgement
C =FEt c:o. We can assume w.lo.g. that ¢ = ¢|. We show [EF c¢: 0],00, >0 [EF ¢ 0],00,
by induction on the term structure of c.

If ¢ is a symbol then we have a contradiction because the rule application cannot be proper.

If ¢ is a variable then by properness 6;(c) = and 0,(c) = [r] By assumption, the rule
{y1 :01,...,Yn : ont Bl — r: 7is g-decreasing and from monotonicity of n B _ for fixed n we
conclude [6;(¢)], >, [0-(c)],-

If ¢ is a A-abstraction Az : 7.t then we define a new rule application (¥}, 9,.) for the judgement
FEu{z : 7} Ft: ¢ which is as the old one except ¥j(z) = = = ¥.(z). Obviously this rule
application is still proper. By induction hypothesis we have [F U {x : 7} F ¢ : U/]][mg; >
[EU{x:7}Ft:0"],00 . Using again monotonicity of n B _ we get the result for c.

If ¢ is an application ¢ ¢y -+ ¢, (n > 1) such that ¢ is not an application, then ¢ is either a
constant or a variable since we assumed ¢ to be in S-normal form. If ¢ is either a constant or
a variable that is not instantiated to a rule by the rule application, then t =t~ and the rule
application 1s still proper for at least one of the judgements £ F¢; : 0;. We can apply either the
induction hypothesis or proposition 51 to the ¢;. By monotonicity of [[t‘g’]]p the result follows. If
t is instantiated to a rule 't 1 — r: 7 with I' = {y1 : o1,...,yr : or} then we have (if k = n)
A= (tty-- ~tn)€’l = lelll where 0; : I' — A is a substitution with 0;(y;) = tf’l. The same
argument applies to cerl, giving us another substitution 4. : I' — A. Since we assumed the rule
application to be linear, it is not proper for the judgements J; = F + ¢; : ;. Thus tf’ = th
by proposition 51 and we have 6] = ¢.. We conclude [[lelll]]p >, [[relll]]p = [[relrl]]p because the
rule is g-decreasing. If k& # n, i.e. if the number (k) of arguments of the rule differs from the
number (n) of arguments of ¢ then n < k because 7 is a base type. In this case, the abstractions

AUn41 : Ont1. - AYg : 0 remain and we have to show that [Ay,41. - ~/\yk.l€’ll]]p > g O T
[Aynt1- - Aye. P 1],. Again we can use the p-decreasing argument and get the result from the
monotonicity of H. a

5 Applying the method

We can apply theorem 55 to show that a given HRS is terminating. For this we need the following
ingredients:

— an interpretation b for any base type
— a symbol interpretation ¢ consistent w.r.t. b and

— a proof that each rule is g-decreasing.

Suppose we want to define an enriched A-calculus A™F with products and coproducts over

some set of elementary types, see for example [10]. The first problem we have is that this is not
quite an HRS, because we have product and coproduct types that can carry function types. The
solution is to consider all types of this calculus to be base types and build A™ on top it. We get a
function b from base types to objects in woM Il @ by mapping each elementary type to a (any
indecomposable limit ordinal will do) and each type constructor to some functor; in this case we
can take the corresponding functors from theorem 29. The rewrite rules for - and n-reduction
of this calculus are shown in figure 3. Each rule is only a schema for infinitely many rules of the
same shape for each combination of base types, so we have to look for a corresponding schematic
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AP (LAM f)a — fa
LAM (AP f) — f
FST (PAIR2z y) — x
SND (PAIRz y) — ¥
PAIR (FST p) (SND p) — p
CASE(INL z) fg — fux
CASE(INR ) fg — gux
CASEc (Ax :o. f (INL ) (Ay: 7. f (INRy)) — fec

Figure 3: Rules for A™7F

interpretation of the schematic symbols. The easiest case are the products as they are purely

first-order:
o(PAIR, ;) zy = ((1®7(y) B, z,(1®a(x)) B, y)
o(FST,.) (z,y) = =
o(SND,-) (z,y) =

The three rules involving products are clearly g-decreasing. The only problem was to define
o(PAIR) in such a way that it is a monotonic function in ¢ = 7 = (¢ M 7).

This was pretty simple but also very typical: to get larger values on the left-hand sides the
symbols have to make some “1 B 7 noise and to deal with erasing rules they have to garbage-
collect the erased term using the addition operator.

For function types we do essentially the same thing, but now some meta-level S-reduction
can take place:

Q(LAMU,T) f = 1BHO'I>T f
o(AP, ;) fa = f(a)

The 5-rule is trivial, the f-rule is only a little bit trickier: [AP (LAM f*) o’] = [LAM f]([«’]) =
(1 Bos- [F DD >- [ 1[]) = [(F° a®)] > [(F* ®)|]. The last step used lemma 47.

Finding the interpretation for the coproduct type is similarly simple, but again we have to
be careful to make g(CASE) monotonic by collecting the garbage:

o(INL, ) 2 = {i1(x)

o(INR, )y = i2(2)
0(CASE, ;) (i1(x)) fg = 18, 7=7v(9) B, f(x)
0(CASE,-,) (ia(y)) fg = 1B, 7=o(f)E, g(y)

Showing that the case-selection rules are g-decreasing is straightforward (as for the function
type), but the last rule is a bit more problematic as we have meta-level S-reduction on both
sides of the rule. The variable f is second-order, i.e. we reach the S-normal form of (f€ ce) in a
single G-step. For an arbitrary substitution 6(f) = Az : 0 4+ 7. t we get as interpretation of the
left-hand side of rule 8: if [0(c)] = i1(c") then 1 8B, 7= v(¢') B, o(c') B, [t[INL y/z]]yer >,
LA, [HINL y/2]]yer >, [HINL y/2]]ye = [t[c?/2]] = [(f )? |]. Here we used proposition 46
to compose an interpretation with a substitution. The case of the right injection is dual.

Gandy’s paper [3] also considers the same example but he cannot directly show with his
method the termination of the 5-rule for the coproduct. Van de Pol [8] can deal with coproducts
but not with internalised function types on the object-level.
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6 Conclusion and further work

We have presented another semantic approach to termination proofs for higher-order term rewrit-
ing systems. The application of the method is fairly simple and one does not have to understand
why the method works to apply it to an example. In particular, we have a number of criteria
that allow us to deal with parametric types: any functor that is “retractable” at certain ordinals
and “M-distributive” is a candidate for the interpretation of parametric types.

Another generalisation of previous work by Gandy [3] and van de Pol [8] is to consider
arbitrary ordinals rather than just the natural numbers. This is significant because several
algebraic properties of natural sum do not generalise beyond natural numbers.

The method as presented here does not apply to dependent types, e.g. to show termination
of the calculus of constructions. The main (and only) difficulty is that functors only correpond
to parametric types, but not to dependent types. Thus one has to use a more sophisticated
semantic construct than functors to mirror the dependency of the syntax.
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