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Abstract

The quadratic Poisson Gel’fand-Kirillov problem asks whether the field of fractions of a

Poisson algebra is Poisson birationally equivalent to a Poisson affine space, i.e. to a polyno-

mial algebra K[X1, . . . , Xn] with Poisson bracket defined by {Xi, Xj} = λijXiXj for some

skew-symmetric matrix (λij) ∈Mn(K). This problem was studied in [9] over a field of charac-

teristic 0 by using a Poisson version of the deleting derivation homomorphism of Cauchon. In

this paper, we study the quadratic Poisson Gel’fand-Kirillov problem over a field of arbitrary

characteristic. In particular, we prove that the quadratic Poisson Gel’fand-Kirillov problem

is satisfied for a large class of Poisson algebras arising as semiclassical limits of quantised co-

ordinate rings. For, we introduce the concept of higher Poisson derivation which allows us to

extend the Poisson version of the deleting derivation homomorphism from the characteristic

0 case to the case of arbitrary characteristic.

When a torus is acting rationally by Poisson automorphisms on a Poisson polynomial

algebra arising as the semiclassical limit of a quantised coordinate ring, we prove (under some

technical assumptions) that quotients by Poisson prime torus-invariant ideals also satisfy the

quadratic Poisson Gel’fand-Kirillov problem. In particular, we show that coordinate rings of

determinantal varieties satisfy the quadratic Poisson Gel’fand-Kirillov problem.
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1 Introduction

Let K be a field. Recall that a Poisson K-algebra is a commutative algebra endowed with

a Poisson bracket, i.e. a skew-symmetric K-bilinear map from A × A to A satisfying the

Jacobi identity and the Leibniz rule. Assuming that A is a domain, we can uniquely ex-

tend the Poisson bracket to the field of fractions FracA of A. This article is concerned

with the Poisson structure of the field of fractions of Poisson polynomial algebras. Exam-

ples of Poisson polynomial algebras include the so-called Poisson-Weyl algebras. Recall

that the Poisson-Weyl algebra of dimension 2k is the polynomial algebra in 2k genera-

tors X1, . . . , Xk, Y1, . . . , Yk endowed with the Poisson bracket defined on the generators

by {Xi, Xj} = {Yi, Yj} = 0 and {Xi, Yj} = δij for all i, j. The field of fractions of this

Poisson algebra is referred to as the Poisson-Weyl field of dimension 2k. It is a central

object in the theory, and often, for a given Poisson polynomial algebra, one tries to decide

whether it is Poisson birationally equivalent to a Poisson-Weyl algebra, that is we would

like to know whether there exists a Poisson isomorphism between the field of fractions of

the given Poisson polynomial algebra and a Poisson-Weyl field of appropriate dimension.

This problem was first raised by Vergne in [17], where the author studied the case of the

symmetric algebra S(g) of a finite dimensional Lie algebra g over a field L of characteristic

0, the polynomial algebra S(g) being endowed with the so-called Kirillov-Kostant-Souriau

Poisson structure: for a basis U1, . . . , Un of g, the Poisson bracket on S(g) is given by

{Ui, Uj} = [Ui, Uj]g for all i, j. When g is nilpotent, Vergne showed that the field of

fractions of S(g) is Poisson isomorphic to the field of fractions of a Poisson-Weyl algebra

over a purely transcendental extension of L. In [15], this result was extended to the solvable

case by Tauvel and Yu. Moreover, still assuming g is solvable, they proved that this result

also holds for any quotient of S(g) by a Poisson prime ideal.

The problem raised by Vergne takes its roots in the celebrated Gel’fand-Kirillov Con-

jecture [8] which is a problem of birational equivalence between enveloping algebras of Lie

algebras and Weyl skew-fields. This conjecture was first proved to fail in general by Alev-

Ooms-Van den Bergh [2]. See [14, 1] for a survey of the results concerning this conjecture.

Note that the algebras involved are considered over algebraically closed fields of charac-

teristic zero. However, the conjecture also makes sense in positive characteristic, see for

instance [3]. In [14], the author refutes the Gel’fand-Kirillov Conjecture for the enveloping

algebra of simple Lie algebras of certain types by actually refuting a modular version of

the conjecture. This certainly shows that one should not restrict our attention only to the

case where the characteristic is 0, but also study the modular case. This motivated us to

study the Poisson structure of fields of fractions of Poisson polynomial algebras over a field
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of arbitrary characteristic.

With the appearance of quantum groups in the eighties, new skew-fields of reference

were needed, and a quantum version of the Gel’fand-Kirillov Conjecture was proposed by

Alev and Dumas [1], and studied by numerous authors. We refer to [4, I.2.11 and II.10.4]

for information about this quantum version of the Gel’fand-Kirillov Conjecture. In this

context, skew-fields of reference are the skew-fields of fractions of quantum affine spaces.

Back to the Poisson setting, it is easy to build Poisson polynomial algebras whose

fields of fractions are not Poisson isomorphic to Poisson-Weyl algebras. And so, as in the

quantum case, we need to introduce other Poisson fields of reference as follows. A Poisson

affine field is the field of fractions of a Poisson affine space, i.e. the field of fractions

of a polynomial algebra in n indeterminates X1, . . . , Xn, with Poisson bracket given by

{Xi, Xj} = λijXiXj for some skew-symmetric matrix (λij) ∈ Mn(K). It was proved in [9]

that Poisson-Weyl fields and Poisson affine fields are not isomorphic, so that Poisson affine

fields were used in [9] as fields of reference for a Poisson version of the quantum Gel’fand-

Kirillov Conjecture. Namely, the quadratic Poisson Gel’fand-Kirillov problem asks whether

a given Poisson polynomial algebra is Poisson birationally equivalent to a Poisson affine

space. In [9], it was shown that the fields of fractions of a large class of Poisson algebras are

Poisson isomorphic to Poisson affine fields (over purely transcendental extensions of the

base field). The method used to prove these Poisson isomorphisms is based on a Poisson

version of the deleting derivation homomorphism introduced by Cauchon in [6] in order

to prove the quantum Gel’fand-Kirillov Conjecture for a large class of noncommutative

algebras, the so-called CGL extensions. We note that, while Cauchon’s deleting derivation

homomorphism cannot be defined when the quantum parameter involved is a root of unity,

Haynal [11] generalised Cauchon’s construction to the root of unity case by using the notion

of higher derivation.

The main aim of this paper is to establish the quadratic Poisson Gel’fand-Kirillov

problem for a large class of Poisson polynomial algebras (and their quotients) over a field

of arbitrary characteristic. Before explaining our strategy to attack this problem, we first

give details on the Poisson algebras under consideration.

Let B be a Poisson algebra and α a Poisson derivation of B. Suppose that δ is a

derivation on B such that

δ({a, b}) = {δ(a), b}+ {a, δ(b)}+ α(a)δ(b)− δ(a)α(b)

for a, b ∈ B. By [13, Theorem 1.1] (after replacing our B and α with A and −α), the

Poisson structure on B extends uniquely to a Poisson algebra structure on the polynomial
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ring A = B[X] such that

{X, b} = α(b)X + δ(b)

for b ∈ B. We write A = B[X;α, δ]P to denote this situation, and we refer to A as

a Poisson-Ore extension over B. In this article, we study iterated Poisson-Ore exten-

sions. More precisely, we are concerned with polynomial algebras in several indeterminates

X1, . . . , Xn over the base field K, with Poisson bracket given by

{Xi, Xj} = λijXiXj + Pij (j < i)

where (λij) ∈ Mn(K) is a skew-symmetric matrix and Pij is a polynomial in X1, . . . , Xi−1

for all j < i. These Poisson algebras can be presented as iterated Poisson-Ore extensions

over K of the form K[X1][X2;α2, δ2]P . . . [Xn;αn, δn]P . Examples of such Poisson algebras

include for instance the semiclassical limits of quantum matrices, quantum symplectic or

euclidean spaces, quantum symmetric or antisymmetric matrices, etc.

In characteristic zero, the main tool used in [9] to establish the quadratic Poisson

Gel’fand-Kirillov problem for a large class of Poisson polynomial algebras (and their quo-

tients) is the so-called Poisson deleting derivation homomorphism. This homomorphism is

a Poisson algebra isomorphism between localisations of two Poisson-Ore extensions:

F : A[Y ±1;α]P
∼=−→ A[X±1;α, δ]P

A 3 a 7−→
∑
i≥0

(−1

s

)i δi(a)

i!
X−i,

Y 7−→ X.

under the assumptions that the derivation δ is locally nilpotent and αδ = δ(α+s) for some

s ∈ K×.

Obviously the above formula defining the Poisson deleting derivation homomorphism

does not make sense in positive characteristic due to the division by i!. To overcome this

problem and define a characteristic-free Poisson deleting derivation homomorphism, we

observe that the sequence of linear maps
(
δi

i!

)
is a so-called iterative higher derivation (see

Definition 2.3) which extends the derivation δ (that is, whose first terms are id and δ). In

Section 2, we construct a characteristic-free Poisson deleting derivation homomorphism in

the case where the derivation δ extends to a so-called iterative higher Poisson derivation,

i.e. an iterative higher derivation compatible with the Poisson structure (see Section 2.2).

We also study the compatibility of this characteristic-free Poisson deleting derivation ho-

momorphism with torus actions (Section 2.4). In Section 3, we use the characteristic-free
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Poisson deleting derivation homomorphism repeatedly to prove that the quadratic Pois-

son Gel’fand-Kirillov problem holds for a large class of iterated Poisson-Ore extensions.

We actually prove a stronger result by considering also Poisson prime quotients. More

precisely, we show that if P is a Poisson prime ideal of a Poisson polynomial algebra A

to which our construction applies, then there exists a Poisson prime ideal Q in a Poisson

affine space B such that Frac (A/P ) ∼= Frac (B/Q) as Poisson algebras (this proves the

quadratic Poisson Gel’fand-Kirillov problem for A since Q = 0 when P = 0). Additionally,

if a torus H is acting rationally by Poisson automorphisms on A and if P is invariant under

this action, we show, modulo some technical assumptions, that the ideal Q of the Poisson

affine space B is also invariant under the induced torus action on B. Under certain mild

assumptions on the base field, we prove that B has only finitely many H-invariant Poisson

prime ideals and that they are all generated by some of its generators. As a consequence,

when P is H-invariant, the quotient B/Q is a Poisson affine space, so that the quotient

A/P also satisfies the quadratic Poisson Gel’fand-Kirillov problem. In other words, our

main theorem reads as follows.

Theorem 1.1 (Theorem 3.8). Let A = K[X1][X2;α2, δ2]P . . . [Xn;αn, δn]P be an iterated

Poisson-Ore extension over a field K of arbitrary characteristic. Assume that the torus

H = (K×)r acts rationally by Poisson automorphisms on A (and that the hypotheses of

Theorem 3.3 and Hypothesis 3.3.1 are satisfied). Then, for any H-invariant Poisson prime

ideal P of A, the field FracA/P is Poisson isomorphic to a Poisson affine field.

Contrary to the characteristic zero case, there is one hypothesis in Theorem 1.1 that

is difficult to check. Namely, the existence of iterative higher Poisson derivations extend-

ing the derivations δi. In characteristic zero, the only iterative higher Poisson derivation

extending a derivation δ is actually the canonical higher derivation ( δ
i

i!
). In prime charac-

teristic, the existence of an iterative higher Poisson derivation extending a given derivation

is a harder problem. In Section 4 we tackle this problem using the so-called semiclassical

limit process (see Section 4.1 for details). More precisely, we show that the existence of a

quantum version of the canonical higher derivation in a “quantum algebra” A ensures (un-

der mild hypothesis) the existence of a higher Poisson derivation in the semiclassical limit

of A (see Theorem 4.2 in Section 4.1). At the noncommutative level, the characteristic of

the base field does not influence the existence of quantum version of the canonical higher

derivation. The existence only depends on the genericity of the deformation parameter.

However, in our case, the deformation parameter is always transcendental (to allow for

the semiclassical limit process), thus ensuring the existence of quantum canonical higher

derivations. As a consequence, we obtain many examples of Poisson algebras to which

5



Theorem 1.1 applies. For instance, we obtain that the coordinate rings of Poisson matrix

varieties and their H-invariant Poisson prime quotients, such as the coordinate rings of de-

terminantal varieties, satisfy the quadratic Poisson Gel’fand-Kirillov problem over a field

of characteristic different of 2 (see Sections 4.2 and 4.3).

2 Poisson deleting derivation homomorphism

The main aim of this section is to extend the Poisson deleting derivation homomorphism

defined in characteristic 0 in [9] to the prime characteristic case. We first define the class of

Poisson algebras that we are concerned with in this article, the so-called Poisson polynomial

algebras or iterated Poisson-Ore extensions (Section 2.1). Then we introduce the notion

of higher Poisson derivation in Section 2.2. As explained in the introduction we use these

higher Poisson derivations to overcome the characteristic problem, and thus define the

characteristic-free Poisson deleting derivation homomorphism in Section 2.3. Section 2.4

is concerned with the compatibility of the characteristic-free Poisson deleting derivation

homomorphism and the action of a torus acting rationally by Poisson automorphisms

on the Poisson-Ore extension under consideration. This will be used later to prove the

quadratic Poisson Gel’fand-Kirillov problem for torus-invariant prime factors of certain

iterated Poisson-Ore extensions (see Section 3.3).

2.1 Poisson-Ore extension

Poisson-Ore extensions are Poisson analogue of the well-known notion of Ore extension,

or skew polynomial ring, in noncommutative ring theory. Their definition is based on the

following result of Oh [13, Theorem 1.1].

Theorem 2.1 (Oh). Let α and δ be K-linear maps of a Poisson K-algebra A. Then

the polynomial algebra R = A[X] is a Poisson algebra with Poisson bracket extending the

Poisson bracket of A and satisfying

{X, a} = α(a)X + δ(a) for all a ∈ A,

if and only if α is a Poisson derivation of A, i.e. α is a K-derivation of A with

α({a, b}) = {α(a), b}+ {a, α(b)} for all a, b ∈ A,

and δ is a Poisson α-derivation of A, i.e. δ is a K-derivation of A with

δ({a, b}) = {δ(a), b}+ {a, δ(b)}+ α(a)δ(b)− δ(a)α(b) for all a, b ∈ A.
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Definition 2.2. Let A be a Poisson algebra. The set of Poisson derivations of A is denoted

by DerP (A). Let α ∈ DerP (A) and δ be a Poisson α-derivation of A. Set R = A[X].

The algebra R endowed with the Poisson bracket from Theorem 2.1 is denoted by R =

A[X;α, δ]P and called Poisson-Ore extension. As usual we write A[X;α]P for A[X;α, 0]P .

This construction is easily iterated. We say that R is an iterated Poisson-Ore extension

over A if

R = A[X1;α1, δ1]P [X2;α2, δ2]P · · · [Xn;αn, δn]P

for some Poisson derivations α1, . . . , αn and αi-Poisson derivations δi (1 ≤ i ≤ n) of the

appropriate Poisson subalgebras.

Let λ = (λij) ∈ Mn(K) be a skew-symmetric matrix. Then the polynomial algebra

K[X1, . . . , Xn] is a Poisson algebra with Poisson bracket defined by {Xi, Xj} = λijXiXj

for all i, j. This Poisson algebra is called a Poisson affine n-space and is denoted by

Kλ[X1, . . . , Xn]. This quadratic Poisson structure extends (uniquely) to a Poisson bracket

on K(X1, . . . , Xn). The field K(X1, . . . , Xn) endowed with this Poisson structure is called

a Poisson affine field and is denoted by Kλ(X1, . . . , Xn). Finally, this quadratic Poisson

bracket on the Poisson affine space K[X1, . . . , Xn] extends uniquely to a Poisson bracket on

the Laurent polynomial algebra K[X±1
1 , . . . , X±1

n ]. We call this Poisson algebra a Poisson

torus and it is denoted by Kλ[X±1
1 , . . . , X±1

n ].

It is clear that the Poisson affine n-space Kλ[X1, . . . , Xn] is an iterated Poisson-Ore

extension of the form K[X1][X2;α2]P · · · [Xn;αn]P , where αi is the Poisson derivation of

K[X1, . . . , Xi−1] such that αi(Xj) = λijXj for all 1 ≤ j < i ≤ n.

2.2 Higher Poisson derivations

The main tool to build Poisson birational isomorphism between (certain) iterated Poisson-

Ore extensions and Poisson affine n-spaces is the existence of higher derivations which are

compatible with Poisson brackets. We now fix the notation and terminology used in this

article.

Definition 2.3. Let A be a Poisson K-algebra, α ∈ DerP (A) and η ∈ K.

1. A higher derivation on A is a sequence of K-linear maps (Di)
∞
i=0 = (Di) such that:

D0 = idA and Dn(ab) =
n∑
i=0

Di(a)Dn−i(b) for all a, b ∈ A and all n ≥ 0. (A1)

A higher derivation is iterative if DiDj =
(
i+j
i

)
Di+j for all i, j ≥ 0, and locally

nilpotent if for all a ∈ A there exists n ≥ 0 such that Di(a) = 0 for all i ≥ n.
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2. A higher derivation (Di) is a higher α-skew Poisson derivation if for all a, b ∈ A and

all n ≥ 0:

Dn({a, b}) =
n∑
i=0

{Di(a), Dn−i(b)}+ i
(
αDn−i(a)Di(b)−Di(a)αDn−i(b)

)
. (A2)

3. A higher α-skew Poisson derivation is a higher (η, α)-skew Poisson derivation if for

all i ≥ 0:

Diα = αDi + iηDi. (A3)

4. We say that the derivation δ of a Poisson-Ore extension A[X;α, δ]P extends to a

higher (η, α)-skew Poisson derivation if there exists a higher (η, α)-skew Poisson

derivation (Di) on A such that D1 = δ.

Remarks 2.4. Let A be a K-algebra and δ a derivation on A.

1. In characteristic 0, the only iterative higher derivation (Di) on A such that D1 = δ

is given by:

Dn =
δn

n!
for all n ≥ 0 (this easily follows from [12, Proposition 2.1]). This iterative higher

derivation is called the canonical higher derivation associated to δ.

2. In characteristic p > 0, an iterative higher derivation (Di) is uniquely determined by

the Dpk for k ≥ 0. More precisely for n =
∑m

k=0 nkp
k, the p-adic decomposition of n

we have:

Dn =
Dn0

1 Dn1
p · · ·Dnm

pm

n0!n1! · · ·nm!
.

See [18], the result for fields being trivially adapted for K-algebras.

Example 2.5. Suppose K of characteristic zero. Let R = A[X;α, δ]P be a Poisson-Ore

extension where A is a Poisson K-algebra. If there exists η ∈ K× such that δα = αδ + ηδ

then it follows from [9, Lemma 3.6] (with s = −η) that:

δn({a, b}) =
∑

l+m=n

(
n

l

)(
{δl(a), δm(b)}+mδl(a)αδm(b)− lδl(a)δmα(b)

)
for all a, b ∈ A and all n ≥ 0. From this it is easily shown that the canonical higher

derivation
(
δn

n!

)
is an iterative higher (η, α)-skew Poisson derivation. The examples given

in [9] provide a large family of α-derivations δ satisfying δα = αδ + ηδ for some scalar

η ∈ K×, which extend to higher (η, α)-skew Poisson derivations.
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The following proposition gives a criterion for a sequence of K-linear maps to be a

higher (η, α)-skew Poisson derivation. This will be used later to extend a higher (η, α)-

skew Poisson derivation to certain localisations. For β ∈ DerP (A), the Poisson bracket of A

uniquely extends to a Poisson bracket on the formal power series algebra A[[X]] by setting

{X, a} = β(a)X. This Poisson algebra is denoted by A[[X; β]]P . The Poisson bracket of

two elements of A[[X; β]]P is given by:

{
∑
i≥0

aiX
i,
∑
j≥0

bjX
j} =

∑
n≥0

( ∑
i+j=n

(
{ai, bj}+ iaiβ(bj)− jβ(ai)bj

))
Xn,

where all the ais and the bjs are in A. (Remark that we have just extended by continuity

the Poisson bracket of A[X; β]P to its completion A[[X]].) Note that the Poisson derivation

β of A extends to a Poisson derivation of A[[X; β]]P by setting β(X) = ηX for any η ∈ K
since:

β({X, a}) =
(
β2(a) + ηβ(a)

)
X = {β(X), a}+ {X, β(a)}.

Proposition 2.6. Let (Di)
∞
i=0 be a sequence of K-linear maps on a Poisson K-algebra A

with D0 = idA, α ∈ DerP (A) and η ∈ K.

(a) (Di) is a higher α-skew Poisson derivation on A if and only if the K-linear map

Ψ : A→ A[[X;−α]]P given by a 7→
∑∞

i=0 Di(a)X i is a Poisson homomorphism.

(b) Extend α to a Poisson derivation on A[[X;−α]]P by setting α(X) = ηX. Assume

that (Di) is a higher α-skew Poisson derivation. Then (Di) is a higher (η, α)-skew

Poisson derivation if and only if the diagram of Figure 1 is commutative.

A[[X;−α]]P A[[X;−α]]P

A A

α

Ψ

α

Ψ

Figure 1

Proof. (a) It is obvious that Ψ is a K-algebra homomorphism if and only if (Di) satisfies

Axiom (A1). Let a, b ∈ A. We need to check that the equality Ψ({a, b}) = {Ψ(a),Ψ(b)} is
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equivalent to Axiom (A2):

{Ψ(a),Ψ(b)} =
∑
i,j

{Di(a)X i, Dj(b)X
j}

=
∑
i,j

{Di(a), Dj(b)}X i+j − iDi(a)αDj(b)X
i+j + jαDi(a)Dj(b)X

i+j

=
∑
i,j

(
{Di(a), Dj(b)}+ jαDi(a)Dj(b)− iDi(a)αDj(b)

)
X i+j

=
∑
n≥0

∑
i+j=n

(
{Di(a), Dj(b)}+ iαDj(a)Di(b)− iDi(a)αDj(b)

)
Xn.

Since Ψ({a, b}) =
∑

n≥0Dn({a, b})Xn and {Xn | n ≥ 0} is a basis of A[[X]], the equivalence

is shown.

(b) We show that Ψα = αΨ is equivalent to Axiom (A3). Let a ∈ A. Then we have:

αΨ(a) =
∑
i≥0

α
(
Di(a)X i

)
=
∑
i≥0

αDi(a)X i +Di(a)α(X i)

=
∑
i≥0

(
αDi(a) + iηDi(a)

)
X i,

On the other hand, we have:

Ψα(a) =
∑
i≥0

(
Diα(a)

)
X i.

Hence Ψα = αΨ if and only if (Di) satisfies Axiom (A3).

Proposition 2.7. Let α ∈ DerP (A), η ∈ K and (Di) a higher (η, α)-skew Poisson deriva-

tion on a Poisson K-algebra A. Let S be a multiplicative set of regular elements of A.

Then (Di) uniquely extends to a higher (η, α)-skew Poisson derivation on AS−1.

Proof. A derivation β of A extends uniquely to AS−1 by:

β(as−1) = β(a)s−1 − as−2β(s) for a ∈ A and s ∈ S. (1)

So we can extend uniquely α and D1 to AS−1. Moreover if α ∈ DerP (A) then after

extension α ∈ DerP (AS−1).

Now suppose that (Di) extends to a higher (η, α)-skew Poisson derivation on AS−1. For
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a ∈ A and s ∈ S, we apply Dn to the equation a1−1 = (as−1)(s1−1) to get:

Dn(a)1−1 = Dn

(
(as−1)(s1−1)

)
=

n∑
i=0

Di(as
−1)Dn−i(s1

−1)

= Dn(as−1)s1−1 +
n−1∑
i=0

Di(as
−1)Dn−i(s1

−1).

This implies:

Dn(as−1) =
(
Dn(a)−

n−1∑
i=0

Di(as
−1)Dn−i(s)

)
s−1

and proves the unicity.

Let Ψ : A→ A[[X;−α]]P be the K-linear map defined in Proposition 2.6 and let

Φ : A[[X;−α]]P → AS−1[[X;−α]]P be the canonical embedding. Consider the composite

map Γ = Φ ◦ Ψ : A → AS−1[[X;−α]]P and note that Γ is a K-algebra Poisson homomor-

phism by Proposition 2.6, since (Di) is a higher α-skew Poisson derivation on A. For all

s ∈ S, the constant term of Γ(s) is a unit in AS−1 and so Γ(s) is a unit in AS−1[[X;−α]]P .

Hence Γ extends to a K-algebra homomorphism Γ′ : AS−1 → AS−1[[X;−α]]P such that

Γ′(as−1) = Γ(a)Γ(s)−1. A straigthforward computation shows that Γ′ is a Poisson homo-

morphism.

We consider the diagram of Figure 2, where α has been extended to a Poisson derivation

AS−1[[X;−α]]P AS−1[[X;−α]]P

AS−1 AS−1

α

Γ′

α

Γ′

Figure 2

of AS−1[[X;−α]]P via (1) and α(X) = ηX. Since Γ(a) =
∑

i≥0(Di(a)1−1)X i, and (Di) is

a higher (η, α)-skew Poisson derivation on A we have:

αΓ(a) =
∑
i≥0

α
(
(Di(a)1−1)X i

)
=
∑
i≥0

α(Di(a)1−1)X i + (Di(a)1−1)α(X i)

=
∑
i≥0

(αDi(a)1−1 + iηDi(a)1−1)X i
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=
∑
i≥0

(Diα(a)1−1)X i = Γα(a) for all a ∈ A.

Since Γ is a K-algebra homomorphism and α a K-derivation we have:

αΓ′(as−1) = α(Γ(a)Γ(s)−1)

= αΓ(a)Γ(s)−1 − Γ(a)Γ(s)−2αΓ(s)

= Γα(a)Γ(s)−1 − Γ(a)Γ(α(s))Γ(s)−2

= Γα(a)Γ(s)−1 − Γ(aα(s))Γ(s2)−1

= Γ′(α(a)s−1 − aα(s)s−2)

= Γ′α(as−1).

Thus the diagram of Figure 2 is commutative, as desired.

Define a sequence (Di) on AS−1 such that Di(as
−1) is the coefficient of X i in Γ′(as−1)

for all as−1 ∈ AS−1. Then, by Proposition 2.6, we conclude that this sequence is a higher

(η, α)-skew Poisson derivation on AS−1 extending (Di) on A, as requested.

We conclude this section by two easy technical lemmas whose proofs are left to the

reader.

Lemma 2.8. Let A be a Poisson K-algebra, let B ⊆ A be a Poisson subalgebra generated,

as an algebra, by a finite set {b1, . . . , bk}. Let α ∈ DerP (A) and (Di) be a higher α-skew

Poisson derivation on A. If Di(bj) ∈ B and α(bj) ∈ B for all i ≥ 0 and all 1 ≤ j ≤ k,

then Dn(B) ⊆ B and Dn({B,B}) ⊆ B for all n ≥ 0.

Lemma 2.9. Let A be a commutative K-algebra generated by a finite set {a1, . . . , ak}. Let

α ∈ Der(A) and (Di) be a higher derivation on A. If (Di) is locally nilpotent on aj for all

1 ≤ j ≤ k, then (Di) is locally nilpotent on A.

2.3 Deleting derivation homomorphism

Let A[X;α, δ]P be a Poisson-Ore extension, where A is a Poisson K-algebra and set S =

{Xn | n ≥ 0}. The set S is a multiplicative set (of regular elements) and we denote

by A[X±1;α, δ]P the localisation S−1
(
A[X;α, δ]P

)
. Poisson brackets extend uniquely by

localisation, so A[X±1;α, δ]P is also a Poisson algebra, called Poisson-Ore Laurent algebra.

Suppose that the derivation δ extends to an iterative locally nilpotent higher (α, η)-skew

Poisson derivation (Di) with η ∈ K×. We define the map F : A→ A[X±1;α, δ]P by

F (a) =
∑
i≥0

1

ηi
Di(a)X−i for all a ∈ A.

12



Note that this sum is finite since (Di) is locally nilpotent.

Proposition 2.10. The K-linear map F : A→ A[X±1;α, δ]P is a Poisson homomorphism

and satisfies the following identity

{X,F (a)} = F
(
α(a)

)
X for all a ∈ A.

Proof. F is an algebra homomorphism because (Di) satisfies Axiom (A1). Let us show

that F respects the Poisson bracket using Axiom (A2) and the iterativity of (Di).

{F (a), F (b)} =
∑
i,j≥0

{ 1

ηi
Di(a)X−i,

1

ηj
Dj(b)X

−j}

=
∑
i,j≥0

1

ηi+j

(
{Di(a), Dj(b)}X−i−j +Dj(b){Di(a), X−j}X−i +Di(a){X−i, Dj(b)}X−j

)
=
∑
i,j≥0

1

ηi+j

(
{Di(a), Dj(b)}X−i−j + jDj(b)

(
αDi(a)X +D1Di(a)

)
X−i−j−1

− iDi(a)
(
αDj(b)X +D1Dj(b)

)
X−i−j−1

)
=
∑
i,j≥0

1

ηi+j

(
{Di(a), Dj(b)}+ jαDi(a)Dj(b)− iDi(a)αDj(b)

)
X−i−j

+
∑
i,j≥0

1

ηi+j

(
jDj(b)D1Di(a)− iDi(a)D1Dj(b)

)
X−i−j−1

=
∑
i,j≥0

1

ηi+j

(
{Di(a), Dj(b)}+ iαDj(a)Di(b)− iDi(a)αDj(b)

)
X−i−j

+
∑
i,j≥0

1

ηi+j

(
j(i+ 1)Dj(b)Di+1(a)− i(j + 1)Di(a)Dj+1(b)

)
X−i−j−1

=
∑
t≥0

1

ηt

∑
i+j=t

(
{Di(a), Dj(b)}+ i

(
αDj(a)Di(b)−Di(a)αDj(b)

))
X−t

+
∑
j,l≥1

jl

ηj+l−1
Dj(b)Dl(a)X−j−l −

∑
i,k≥1

ik

ηi+k−1
Di(a)Dk(b)X

−i−k

=
∑
t≥0

1

ηt
Dt({a, b})X−t

= F ({a, b}).

Finally we use Axiom (A3) and the iterativity of (Di) to show that {X,F (a)} =

13



F
(
α(a)

)
X. Indeed, we have:

{X,F (a)} =
∑
i≥0

1

ηi
{X,Di(a)}X−i

=
∑
i≥0

1

ηi
(
α
(
Di(a)

)
X +D1Di(a)

)
X−i

=
∑
i≥0

1

ηi
α
(
Di(a)

)
X−i+1 +

∑
i≥0

1

ηi
(i+ 1)Di+1(a)X−i

=
∑
i≥0

1

ηi
α
(
Di(a)

)
X−i+1 +

∑
i≥1

η

ηi
iDi(a)X−i+1

=
∑
i≥0

1

ηi
(
α
(
Di(a)

)
+ iηDi(a)

)
X−i+1

=
∑
i≥0

1

ηi
Di

(
α(a)

)
X−i+1

= F
(
α(a)

)
X.

We are now ready to state the main result of this section.

Theorem 2.11. Let A[X;α, δ]P be a Poisson-Ore extension, where A is a Poisson K-

algebra. Suppose that δ extends to an iterative, locally nilpotent higher (η, α)-skew Poisson

derivation (Di) on A with η ∈ K×. Then the algebra homomorphism F : A → A[X±1]

defined by:

F (a) =
∑
i≥0

1

ηi
Di(a)X−i

uniquely extends to a Poisson K-algebra isomorphism:

F : A[Y ±1;α]P
∼=−→ A[X±1;α, δ]P

by setting F (Y ) = X.

Proof. Clearly F extends uniquely to a K-algebra homomorphism from A[Y ±1] to A[X±1]

by setting F (Y ) = X. In view of Proposition 2.10 we know that F ({a, b}) = {F (a), F (b)}
for all a, b ∈ A. Moreover, we have:

F ({Y, a}) = F (α(a)Y ) = F
(
α(a)

)
F (Y ) = F

(
α(a)

)
X = {X,F (a)} = {F (Y ), F (a)}

for all a ∈ A. Thus F is a Poisson homomorphism from A[Y ±1;α]P to A[X±1;α, δ]P .
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To conclude we show that F is bijective. First, let f ∈ A[Y ±1] be a nonzero Laurent

polynomial. We can write f =
∑m

i=l aiY
i, where l,m are two integers with l ≤ m, and

ai ∈ A for all i ∈ {l, . . . ,m} with am 6= 0. Observing that

F (aiY
i) =

∑
k≥0

1

ηk
Dk(ai)X

i−k = aiX
i +
∑
k≥1

1

ηk
Dk(ai)X

i−k

for all i, we can write F (f) = amX
m +

∑m−1
i=j biX

i, for some j < m and where bi ∈ A for

all j ≤ i < m. Thus F (f) 6= 0, and F is injective.

For the surjectivity, we already have F (Y ±1) = X±1, so we just need to check that

A ⊂ Im(F ). Let a ∈ A. Since (Di) is locally nilpotent, there exists l ≥ 0 such that

Dl(a) = 0. If l ≤ 1, we have F (a) = a and so a ∈ Im(F ). Assume l > 1 and write

F (a) = a+
∑l−1

i=1
1
ηi
Di(a)X−i. Since Dl−iDi(a) =

(
l
i

)
Dl(a) = 0 for i = 1, . . . , l− 1, we have

Di(a) ∈ Im(F ) for all i = 1, . . . , l − 1 (we proceed by induction on l). Thus F (a)− a is in

the image of F and so does a. Thus F is surjective.

2.4 Case where a torus acts rationally: H-equivariance of the

deleting derivation homomorphism

Let A be a finitely generated Poisson K-algebra. Suppose that a torus H is acting by Pois-

son K-algebra automorphisms on a Poisson-Ore extension A[X;α, δ]P such that H(A) = A.

We suppose that the indeterminate X is an H-eigenvector and that H commutes with the

derivation α. Let h ∈ H and set h(X) = µX for a scalar µ ∈ K×. Then H is also acting

by automorphisms on A[Y ;α]P via:

h
( n∑
i=0

aiY
i
)

=
n∑
i=0

h(ai)µ
iY i

for all h ∈ H. Note that h(Y ) = µY . Moreover this action respects the Poisson bracket of

A[Y ;α]P since

h({Y, a}) = h(α(a)Y ) = h(α(a))h(Y ) = µα(h(a))Y = µ{Y, h(a)} = {h(Y ), h(a)}.

These H-actions extend uniquely by localisation on A[X±1;α, δ]P and A[Y ±1;α]P since

X and Y are H-eigenvectors. With a desire of clarity, we sometimes distinguish between

the actions of h ∈ H on A[X±1;α, δ]P and A[Y ±1;α]P by using subscripts: hX and hY .

The following lemma gives conditions under which these actions commute with the deleting

derivation homomorphism F defined at the beginning of Section 2.3.
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A[X±1;α, δ]P A[X±1;α, δ]P

A[Y ±1;α]P A[Y ±1;α]P

hX

F

hY

F

Figure 3

Lemma 2.12. Suppose that δ extends to a higher (η, α)-skew Poisson derivation (Di) on

A with η ∈ K×. We denote by {a1, . . . , al} a set of generators of A. If for all n ≥ 0 and

all 1 ≤ i ≤ l we have

h
(
Dn(ai)

)
= µnDn

(
h(ai)

)
then hXF = FhY , that is the diagram of Figure 3 is commutative.

Proof. For all 1 ≤ i ≤ l we have

hX
(
F (ai)

)
=
∑
k≥0

1

ηk
hX
(
Dk(ai)

)
hX(X−k)

=
∑
k≥0

1

ηk
µkDk

(
hY (ai)

)
µ−kX−k

= F
(
hY (ai)

)
,

since hX(a) = h(a) = hY (a) ∈ A for all a ∈ A. We conclude by noting that

hX
(
F (Y )

)
= hX(X) = µX = µF (Y ) = F (µY ) = F

(
hY (Y )

)
.

3 Quadratic Poisson Gel’fand-Kirillov problem

In this section we give a positive answer to the quadratic Poisson Gel’fand-Kirillov prob-

lem (see Introduction) for Poisson algebras satisfying suitable conditions (see Section 3.2)

and some of their quotients (see Section 3.3). This is achieved through repeated use of

the characteristic-free Poisson deleting derivation homomorphism constructed in Section

2. In Section 3.1 we give some preliminary results which show that, after deleting the

last derivation in an iterated Poisson-Ore extension, moving the last variable in first posi-

tion does not affect the existences and properties of the needed higher Poisson derivations
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corresponding to the other variables. This is crucial as it allows for repeated use of the

characteristic-free Poisson deleting derivation homomorphism in order to prove the main

result of Section 3.2, namely Theorem 3.3. This theorem shows that, under suitable as-

sumptions, there is a Poisson algebra isomorphism between the field of fractions of an

iterated Poisson-Ore extension and a Poisson affine space, i.e. the iterated Poisson-Ore

extension under consideration satisfies the quadratic Poisson Gel’fand-Kirillov problem.

Concerning Poisson prime factors of an iterated Poisson-Ore extension A, Theorem 3.3

tells us that they satisfy the quadratic Poisson Gel’fand-Kirillov problem if the correspond-

ing Poisson prime factors of the Poisson affine space B do (Assertion (2)). In characteristic

zero, a Poisson prime factor of a Poisson affine space is always Poisson birationally equiv-

alent to a Poisson affine space over a purely transcendental extension of the base field,

see [9, Theorem 3.3]. However in prime characteristic this is not clear anymore, and we

restrict ourselves to the Poisson prime ideals which are also invariant under the action of a

torus H. In Section 3.3 we show that, under mild hypotheses, there is actually only finitely

many H-invariant Poisson prime ideals in a Poisson affine space. Moreover, we explicitly

describe all these ideals. As a consequence, the corresponding quotient algebras of B sat-

isfy the quadratic Poisson Gel’fand-Kirillov problem, and so we conclude from Theorem

3.3 that all the H-invariant Poisson prime quotient algebras of A satisfy the quadratic

Poisson Gel’fand-Kirillov problem.

3.1 Preliminaries

In order to extend the results of the previous section to iterated Poisson-Ore extensions, we

need to know the behaviour of a higher Poisson derivation when reordering the variables.

This is the objective of the next two lemmas.

Lemma 3.1. Let A be a Poisson K-algebra and R = A[X;α, δ]P [Y ±1; β]P be an iterated

Poisson-Ore extension, where β(A) ⊆ A and β(X) = λX for λ ∈ K.

1. Then R = A[Y ±1; β′]P [X;α′, δ′]P , where β′ = β|A, α′|A = α, δ′|A = δ, α′(Y ) = −λY
and δ′(Y ) = 0.

2. If δα = αδ + ηδ in A, then δ′α′ = α′δ′ + ηδ′ in A[Y ±1; β]P .

3. Suppose further that δ extends to a higher (η, α)-skew Poisson derivation (Di) on A

and that βDi = Diβ + iλDi for all i ≥ 0. Then δ′ extends to a higher (η, α′)-skew

Poisson derivation (D′i) on A[Y ±1; β]P such that the restriction of D′i to A coincides

with Di for all i ≥ 0, and D′i(Y ) = 0 for all i > 0.
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4. Keeping the assumptions of 3 above, we have

(a) If (Di) is iterative, then (D′i) is iterative.

(b) If (Di) is locally nilpotent, then (D′i) is locally nilpotent.

Proof. 1. Since β(A) ⊆ A and {X, Y } = −λXY we can switch the variables X and Y in

the expression of R as a Poisson-Ore extension over A. The new maps we get are those

described in 1.

2. We only check the equality on a monomial aY i ∈ A[Y ±1] since the derivations involved

are K-linear.

δ′α′(aY i) = δ′(α′(a)Y i + aα′(Y i))

= δ′(α′(a)Y i) + δ′(−iλaY i)

= δ′(α′(a)Y i)− iλ(δ′(a)Y i + δ′(Y i)a)

= (δα(a)− iλδ(a))Y i

=
(
αδ(a) + ηδ(a)− iλδ(a)

)
Y i

= (α′δ′ + ηδ′)(aY i).

3. Define a sequence of K-linear maps D′i : A[Y ±1; β′]P → A[Y ±1; β′]P for all i ≥ 0 by

D′i

( m∑
j=−m

ajY
j
)

=
m∑

j=−m

Di(aj)Y
j.

We check that (D′i) is a higher (η, α′)-skew Poisson derivation on A[Y ±1; β′]P satisfying all

conditions of 3. First, it is clear that D′i(a) = Di(a) for all a ∈ A. Moreover D′i(Y ) =

Di(1)Y = 0 for i > 0 and D′0 = id on A[Y ±1; β′]P . The following computation shows that

δ′ extends to (D′i):

D′1

( m∑
j=−m

ajY
j
)

=
m∑

j=−m

D1(aj)Y
j =

m∑
j=−m

δ(aj)Y
j = δ′

( m∑
j=−m

ajY
j
)
.

It just remains to establish Axioms (A1), (A2) and (A3) of Definition 2.3 on monomials

of A[Y ±1] (since the Poisson bracket is K-bilinear and the D′i and the Di are K-linear maps).

First, for all a, b ∈ A and all i, j ∈ Z:

D′n
(
(aY i)(bY j)

)
= Dn(ab)Y i+j

=
n∑
k=0

Dk(a)Dn−k(b)Y
i+j

=
n∑
k=0

D′k(aY
i)D′n−k(bY

j).
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Hence Axiom (A1) is proved. Next

D′n({aY i, bY j}) = D′n
[(
{a, b}+ iβ′(b)a− jβ′(a)b

)
Y i+j

]
=
[
Dn({a, b}) + iDn(β(b)a)− jDn(β(a)b)

]
Y i+j

=
n∑
k=0

[
{Dk(a), Dn−k(b)}+ k

(
αDn−k(a)Dk(b)−Dk(a)αDn−k(b)

)]
Y i+j

+ i

n∑
k=0

Dn−k(a)Dkβ(b)Y i+j

− j
n∑
k=0

Dn−k(b)Dkβ(a)Y i+j,

whereas
n∑
k=0

{D′k(aY i), D′n−k(bY
j)}+ k

(
α′D′n−k(aY

i)D′k(bY
j)−D′k(aY i)α′D′n−k(bY

j)
)

=
n∑
k=0

(
{Dk(a), Dn−k(b)}+ iDk(a)β′Dn−k(b)− jβ′Dk(a)Dn−k(b)

)
Y i+j

+
n∑
k=0

kDk(b)
(
αDn−k(a)Y i +Dn−k(a)α′(Y i)

)
Y j

−
n∑
k=0

kDk(a)
(
αDn−k(b)Y

j +Dn−k(b)α
′(Y j)

)
Y i

=
n∑
k=0

(
{Dk(a), Dn−k(b)}+ iDk(a)βDn−k(b)− jβDk(a)Dn−k(b)

)
Y i+j

+
n∑
k=0

kDk(b)
(
αDn−k(a)− iλDn−k(a)

)
Y i+j

−
n∑
k=0

kDk(a)
(
αDn−k(b)− jλDn−k(b)

)
Y i+j

=
n∑
k=0

(
{Dk(a), Dn−k(b)}+ k

(
αDn−k(a)Dk(b)−Dk(a)αDn−k(b)

))
Y i+j

+ i
n∑
k=0

Dk(a)βDn−k(b)Y
i+j − iλ

n∑
k=0

kDn−k(a)Dk(b)Y
i+j

− j
n∑
k=0

Dn−k(b)
(
βDk(a)− kλDk(a)

)
Y i+j

=
n∑
k=0

(
{Dk(a), Dn−k(b)}+ k

(
αDn−k(a)Dk(b)−Dk(a)αDn−k(b)

))
Y i+j
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+ i
n∑
k=0

Dn−k(a)
(
βDk(b)− kλDk(b)

)
Y i+j

− j
n∑
k=0

Dn−k(b)
(
βDk(a)− kλDk(a)

)
Y i+j.

(In the last step of this computation we used a change of variable k′ = n− k in the second

sum). Since βDk − λkDk = Dkβ for all k ≥ 0, Axiom (A2) is established. And finally, we

get Axiom (A3) by computing:

(α′D′i + iηD′i)(aY
l) = α′

(
Di(a)Y l

)
+ iηDi(a)Y l

=
(
αDi(a)− λlDi(a) + iηDi(a)

)
Y l

=
(
Diα(a)− λlDi(a)

)
Y l

= Di(α(a)− λla)Y l

= D′i
(
(α(a)− λla)Y l

)
= D′i

(
α′(aY l)

)
,

for all i ≥ 0 and l ∈ Z.

4(a). If (Di) is iterative on A, then

D′iD
′
j(aY

l) = D′i(Dj(a)Y l) = DiDj(a)Y l =

(
i+ j

j

)
Di+j(a)Y l =

(
i+ j

j

)
D′i+j(aY

l)

for all a ∈ A, l ∈ Z and i, j ≥ 0. Hence (D′i) is iterative on A[Y ±1; β′]P .

4(b). Suppose that (Di) is locally nilpotent on A. Using Lemma 2.9 we only need to check

that (D′i) is locally nilpotent on a set of generators of A[Y ±1]. We take A ∪ {Y ±1}. For

all a ∈ A and i ≥ 0 we have D′i(a) = Di(a), so that (D′i)
n(a) = 0 for n >> 0. Moreover

D′i(Y ) = 0 (which implies D′i(Y
−1) = 0) for all i > 0. The result is shown.

Lemma 3.1 can be generalised as follows.

Lemma 3.2. Let A be a Poisson K-algebra and set R = A[X1;α1, δ1]P · · · [Xn;αn, δn]P [Y ±1; β]P ,

where β(A) ⊆ A and β(Xi) = λiXi with λi ∈ K for all 1 ≤ i ≤ n. Let

Rj = A[X1;α1, δ1]P · · · [Xj;αj, δj]P for j = 1, . . . , n and R0 = A.

1. Then R = A[Y ±1; β′]P [X1;α′1, δ
′
1]P · · · [Xn;α′n, δ

′
n]P , where β′ = β|A, α′i|Rj = αi,

δ′i|Rj = δi, α
′
i(Y ) = −λiY and δ′i(Y ) = 0 for all i = 1, . . . , n and j = 0, . . . , i− 1.

2. Set R′j = A[Y ±1; β′]P [X1;α′1, δ
′
1]P · · · [Xj;α

′
j, δ
′
j]P . For all i, if δiαi = αiδi + ηiδi on

Ri−1, then δ′iα
′
i = α′iδ

′
i + ηiδ

′
i on R′i−1.
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3. Suppose that each δi extends to a higher (ηi, αi)-skew Poisson derivation (Di,k)
∞
k=0,

and that βDi,k = Di,kβ + kλiDi,k on Ri−1 for all i and k. Then each δ′i extends to a

higher (ηi, α
′
i)-skew Poisson derivation (D′i,k)

∞
k=0 on R′i−1, where D′i,k coincides with

Di,k on Rj, for j < i, and D′i,k(Y ) = 0 for k > 0.

4. Keeping the assumptions of 3 above, we have

(a) If (Di,k)
∞
k=0 is iterative, then (D′i,k)

∞
k=0 is iterative.

(b) If (Di,k)
∞
k=0 is locally nilpotent, then (D′i,k)

∞
k=0 is locally nilpotent.

Proof. Easy induction left to the reader.

3.2 Quadratic Poisson Gel’fand-Kirillov problem

The theorem below gives conditions under which (a quotient of) a suitable iterated Poisson-

Ore extension is Poisson birationally equivalent to (a quotient of) a Poisson affine space.

Recall that a Poisson prime ideal P of a Poisson algebra A is a prime ideal which is also a

Poisson ideal, i.e. such that {a, u} ∈ P for all a ∈ A and u ∈ P . An ideal I of a K-algebra

supporting a torus H-action by Poisson automorphisms is said H-invariant if H(I) = I.

Theorem 3.3. Let A = K[X1][X2;α2, δ2]P · · · [Xn;αn, δn]P be an iterated Poisson-Ore ex-

tension such that each derivation δi extends to an iterative, locally nilpotent higher (ηi, αi)-

skew Poisson derivation (Di,k)
∞
k=0 on

Ai−1 = K[X1][X2;α2, δ2]P · · · [Xi−1;αi−1, δi−1]P ,

where each ηi is a nonzero scalar. Suppose furthermore that for all 1 ≤ j < i ≤ n there

exists λij ∈ K such that αi(Xj) = λijXj, and αiDj,k = Dj,kαi + kλijDj,k for all k ≥ 0. Let

λ = (λij) be the skew-symmetric matrix in Mn(K) whose coefficients below the diagonal

are the above scalars. Then:

(1) There exists a Poisson algebra isomorphism between FracA and Kλ(Y1, . . . , Yn).

(2) For any Poisson prime ideal P in A, there exists a Poisson prime ideal Q in

B = Kλ[Y1, . . . , Yn] such that the fields FracA/P and FracB/Q are isomorphic as Poisson

algebras.

(3) Assume that the torus H = (K×)r is acting rationally by Poisson automorphisms

on A such that each Xi is an H-eigenvector, and B is endowed with the induced H-action

(for all h ∈ H and all 1 ≤ i ≤ n there exists µi ∈ K× such that h(Xi) = µiXi; then

the action of h on the generator Yi of B is given by h(Yi) = µiYi). Moreover we suppose
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that h
(
Di,k(Xj)

)
= µkiDi,k

(
h(Xj)

)
for all 1 ≤ j < i ≤ n and k ≥ 0. Then, for any

H-invariant Poisson prime ideal P in A, there exists an H-invariant Poisson prime ideal

Q in B = Kλ[Y1, . . . , Yn] such that the fields FracA/P and FracB/Q are isomorphic as

Poisson algebras.

Proof. We prove these results all together by three inductions: first on n, second on the

number d of indices i for which δi 6= 0 and finally on the maximum index t for which δt 6= 0

(this last induction being downward). If d = 0 then set t := n+ 1.

If n = 1 or t = n + 1 the result is shown. Indeed if n = 1, Frac (K[X]) = K(X) and if

t = n+ 1, then d = 0 and A = K[X1][X2;α2]P · · · [Xn;αn]P = Kλ[X1, . . . , Xn] ∼= B. So we

can assume that n ≥ 2 and t ≤ n.

Let P be a Poisson prime ideal in A. Assertion (1) is satisfied when P = Q = 0 in (2).

Assertions (2) and (3) are shown simultaneously. The proof splits in three cases: first if

Xn ∈ P , next if Xn /∈ P and t = n, and finally if Xn /∈ P and t < n; each case will be

solved by a different induction. Note that, for all 1 ≤ i ≤ n, the H-actions on A and B

induce, by restriction, H-actions on the subalgebras Ai and Bi := Kλi [X1, . . . , Xi], where

λi is the upper left i × i submatrix of λ. When P is an H-invariant ideal of A we also

consider the induced action of H on A/P . These actions are all rational actions by Pois-

son automorphisms, such that the generators of the algebras considered are H-eigenvectors.

First case: Xn ∈ P . Consider the Poisson algebra homomorphism Φ : An−1 → A/P

defined by Φ(Xi) = Xi for all i < n. Since Φ is surjective, there exists a Poisson prime ideal

P ′ = ker(Φ) in An−1 such that A/P ∼= An−1/P
′. Moreover it is clear that P ′ is H-invariant

if P is H-invariant since the diagram of Figure 4 is commutative for all h ∈ H. By the first

An−1 A/P

An−1 A/P

Φ

h

Φ

h

Figure 4

induction (on n), there exists an (H-invariant if P is H-invariant) Poisson prime ideal Q′

in the algebra Bn−1 such that FracAn−1/P
′ ∼= FracBn−1/Q

′. Observe that Q = Q′ +BYn

is an (H-invariant if P is H-invariant) Poisson prime ideal in B such that Bn−1/Q
′ ∼= B/Q.

Thus FracA/P ∼= FracB/Q.
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Second case: Xn /∈ P and t = n. So δn 6= 0. Set A′ = An−1[Y ;αn]P . Since δn

extends to an iterative, locally nilpotent higher (ηn, αn)-skew Poisson derivation (Dn,k)
∞
k=0

on An−1, it follows from Proposition 2.11 that An−1[X±1
n ;αn, δn]P ∼= An−1[Y ±1;αn]P and

so A[X−1
n ] ∼= A′[Y −1]. Thus there exists a Poisson prime ideal P ′ = P [X−1

n ] ∩ A′ in A′

such that FracA/P ∼= FracA′/P ′, where P ′ = 0 if P = 0. As in Section 2.4, the action of

H on An−1 extends to An−1[Y ±1;αn]P by setting h(Y ) = µnY (where µn ∈ K× is defined

by h(Xn) = µnXn). Then, if the ideal P is H-invariant, the ideal P ′ is H-invariant since

the Poisson isomorphism An−1[X±1
n ;αn, δn]P ∼= An−1[Y ±1;αn]P commutes with all h ∈ H

(choose {X1, . . . , Xn−1} for a generating set of An−1 and apply Lemma 2.12 with An−1 as

coefficient ring). Finally, the number of nonzero maps among δ2, . . . , δn−1 is d − 1, so the

induction step (on d) gives the result for FracA′/P ′ and so for FracA/P .

Third case: Xn /∈ P and t < n. Thus δn = 0. By Lemma 3.2 we can write A[X−1
n ] in

the form

A[X−1
n ] = K[X1][X±1

n ;α′n]P [X2;α′2, δ
′
2]P · · · [Xn−1;α′n−1, δ

′
n−1]P

where α′i(Xj) = λijXj for j < i and j = n, and each δ′i extends to an iterative, locally

nilpotent higher (ηi, α
′
i)-skew Poisson derivation (D′i,k)

∞
k=0 on

A′i−1 := K[X1][X±1
n ;α′n]P [X2;α′2, δ

′
2]P · · · [Xi−1;α′i−1, δ

′
i−1]P .

It is clear that we have α′iD
′
j,k = D′j,kα

′
i + kλijD

′
j,k and h

(
D′i,k(Xj)

)
= µkiD

′
i,k

(
h(Xj)

)
for

all 1 ≤ j < i ≤ n, all k ≥ 0 and all h ∈ H, since by Lemma 3.2 we have:

D′i,k(Xj) =


Di,k(Xj) j < i and k ≥ 0,

Xn j = n and k = 0,

0 j = n and k ≥ 1.

We can now use the induction hypothesis since the derivation δ′t is nonzero (δ′t restrict to

δt) and occurs in position t + 1 in the list 0, 0, δ′2, . . . , δ
′
n−1. And thus the induction on t

allows to conclude.

By Example 2.5, when charK = 0, the hypotheses of [9, Theorem 3.9] imply those

of our Theorem 3.3 (except Assertion 3). Hence Assertions 1 and 2 of our Theorem 3.3

generalise [9, Theorem 3.9] to any characteristic.
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3.3 Quadratic Poisson Gel’fand-Kirillov problem for quotients

by H-invariant Poisson prime ideals

Assertions 2 and 3 of Theorem 3.3 tells us that H-invariant Poisson prime factors of the

iterated Poisson-Ore extensions under consideration are Poisson birationally isomorphic to

H-invariant Poisson prime factors of Poisson affine spaces. In this section, we go one step

further and prove that these factor algebras satisfy the quadratic Poisson Gel’fand-Kirillov

problem under some mild assumptions on the torus action (Hypothesis 3.3.1) and the base

field K.

More precisely, set [[1, n]] := {1, . . . , n} and E := P([[1, n]]), the set of subsets of [[1, n]].

The key is to show that, under a suitable H-action, the only H-invariant Poisson prime

ideals of a Poisson affine space B = K(λij)[Y1, . . . , Yn] are the ideals Jw :=< Yi | i ∈
w >, where w ∈ E. This is achieved in Section 3.3.2. As a consequence the H-invariant

Poisson prime factors of B are again Poisson affine spaces over K, and therefore satisfy

the quadratic Poisson Gel’fand-Kirillov problem. We conclude from Theorem 3.3 that

H-invariant Poisson prime factors of the iterated Poisson-Ore extensions considered also

satisfy the quadratic Poisson Gel’fand-Kirillov problem.

From now on, we require that the field K contains at least one element which is not a

root of unity, or that K is algebraically closed.

3.3.1 Assumptions on the H-action

In this section we recall some classical facts on rational torus action and present the

hypotheses we need in the following section.

Let r > 0. Suppose that the torus H = (K×)r is acting rationally by Poisson auto-

morphisms on the iterated Poisson-Ore extension A = K[X1][X2;α2, δ2]P · · · [Xn;αn, δn]P

such that each Xi is an H-eigenvector, and suppose that there exist scalars λij for all

1 ≤ j < i ≤ n such that αi(Xj) = λijXj. The rational character group X(H) of H is

identified with the group Zr via the bijection

Zr −→ X(H)

x = (x1, . . . , xr) 7−→
(

(h1, . . . , hr) 7−→ hx11 · · ·hxrr
)
.

Since H is a torus, the rationality of the action means that A is the direct sum of its

H-eigenspaces, and the corresponding eigenvalues are rational characters of H (i.e. they

are homomorphisms of algebraic varieties (K×)r → K×), see [4, Theorem II.2.7]. For

1 ≤ i ≤ n we denote by f
i
∈ Zr the character associated to Xi. For µ = (µ1, . . . , µr) ∈ Zr

and ν = (ν1, . . . , νr) ∈ Zr, we set (µ|ν) :=
∑r

i=1 µiνi.
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In the following we restrict our attention on Poisson algebras satisfying Hypothesis

3.3.1. In Section 4 we will present many examples of such algebras.

Hypothesis 3.3.1. For all 1 ≤ i ≤ n, there exists γ
i
∈ Zr such that

• λij = (γ
i
|f
j
) for all 1 ≤ j < i;

• ρi := (γ
i
|f
i
) ∈ K×.

Form the skew-symmetric matrix λ ∈ Mn(K) whose coefficients below the diagonal

are the λij and, as in Assertion 3 of Theorem 3.3, endow B = Kλ[Y1, . . . , Yn] with the

rational H-action by Poisson automorphisms induced by the H-action on A. Note that for

all 1 ≤ i ≤ n, the indeterminate Yi is an H-eigenvector with associated character f
i
∈ Zr.

3.3.2 H-invariant ideals in Poisson affine spaces

For w ∈ E we set w := [[1, n]] \w. Assume w 6= ∅. We denote by Sw the multiplicative set

of B/Jw generated by the Yi + Jw for i ∈ w, and consider the algebra

T = (B/Jw)S−1
w .

We set w := {l1, . . . , ls}, where 1 ≤ l1 < · · · < ls ≤ n and s ∈ {1, . . . , n}. For all

i ∈ {1, . . . , s}, set Ui := Yli + Jw and for all 1 ≤ j < i ≤ n, set λ′ij := λlilj . Then T is the

Poisson torus T = K(λ′ij)
[U±1

1 , . . . , U±1
s ], where (λ′ij) is the skew-symmetric matrix whose

coefficients under the diagonal are the scalars λ′ij defined previously.

Since the ideal Jw and the multiplicative set Sw are generated by H-eigenvectors, the

torus H is acting rationally by Poisson automorphisms on T and for all 1 ≤ i ≤ s the

indeterminate Ui is an H-eigenvector with associated character ui := f
li
. Moreover for

all i ∈ {1, . . . , s}, we set γ′
i

:= γ
li

and ρ′i := ρli . Thus we have λ′ij = (γ′
i
|uj) for all

1 ≤ j < i ≤ s and ρ′i = (γ′
i
|ui) ∈ K× for all 1 ≤ i ≤ s.

Lemma 3.4. Let (m1, . . . ,ms) ∈ Zs \ (0, . . . , 0) and suppose that U := Um1
1 · · ·Ums

s is

a Poisson central element in T . Then there exists h ∈ H such that h(U) = εU with

ε ∈ K \ {0, 1}.

Proof. We can assume that ms is nonzero. Otherwise replace s by the largest i such that

mi 6= 0 in the following. Start by noting that U ∈ Zp(T ) implies that 0 = {U,Us} =(∑
i<smiλ

′
si

)
UUs, i.e.

∑
i<smiλ

′
si = 0.
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Let i < s. Set γ′
s

:= (µ1, . . . , µr) ∈ Zr. Thus we have λ′si =
∑r

j=1 µjνj with the notation

ui := (ν1, . . . , νr) ∈ Zr. Let q ∈ K× and set hs := (qµ1 , . . . , qµr) ∈ H. Still identifying

X(H) with Zr, we have

hs(Ui) = ui(hs)Ui = (qµ1)ν1 · · · (qµr)νrUi = qλ
′
siUi

for all i < s, and

hs(Us) = us(hs)Us = q(γ′
s
|us)Us = qρ

′
sUs.

So hs(U) = q
∑
i<smiλ

′
siqρ

′
smsU = qρ

′
smsU . By the assumptions on the ground field made

at the beginning of Section 3.3, we can choose q such that qρ
′
sms 6= 1, and the result is

shown.

The following result comes from [16]. The author was working over the base field C
but the result is still true over an arbitrary infinite base field.

Lemma 3.5 (Vancliff). If I is a Poisson ideal of T , then I is generated by its intersection

with the Poisson center of T .

Proposition 3.6. If I is an H-invariant Poisson prime ideal of T , then I = {0}.

Proof. Suppose I 6= {0}. By Lemma 3.5, there exists a nonzero Poisson central element

V ∈ I. Write V = λ1U
m1+· · ·+λkUmk with m1, . . . ,mk ∈ Zs pairwise distinct, λ1, . . . , λk ∈

K× and k > 0. Suppose that V is chosen in such way that k is minimal. If k = 1, then V

is invertible and I = T , a contradiction, thus we suppose k > 1.

The monomials Um1 , . . . , Umk are Poisson central, invertible and Umk(Um1)−1 = Um

with m = mk − m1 ∈ Zs \ (0 . . . , 0). Thus by Lemma 3.4 there exists h ∈ H such that

h(Umk(Um1)−1) = εUmk(Um1)−1 with ε ∈ K \ {0, 1}. Since U1, . . . , Us are h-eigenvectors,

then so are Um1 , . . . , Umk and we can write h(Umi) = νiU
mi with νi ∈ K× for all 1 ≤ i ≤ k.

Consider now the Poisson central element W = V − ν−1
1 h(V ) ∈ I. We have

W =
k∑
i=1

λi(1− νiν−1
1 )Umi =

k∑
i=2

λi(1− νiν−1
1 )Umi .

Since εUmk(Um1)−1 = h(Umk(Um1)−1) = νkν
−1
1 Umk(Um1)−1 we have νkν

−1
1 6= 1 and so

W 6= 0. Thus W is a nonzero Poisson central element of I which can be written as a sum

of at most k − 1 monomials. This contradicts the choice of k.

Notation. The Poisson prime spectrum of B, denoted PSpec (B), is the subset of Poisson

ideals in Spec (B). For all w ∈ E we defined a subset of PSpec (B) by

PSpec w(B) =
{

I ∈ PSpec (B) | I ∩ {Y1, . . . ,Yn} = {Yi | i ∈ w}
}
.

These subsets form a partition of PSpec (B).
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Proposition 3.7. The only H-invariant Poisson prime ideals of B are the ideals

Jw =< Yi | i ∈ w >

for all w of E.

Proof. Let I be an H-invariant Poisson prime ideal of B. There exists w ∈ E such that

I ∈ PSpec w(B). If w = {1, . . . , n}, then Jw is a maximal ideal and thus I = Jw.

Suppose w 6= {1, . . . , n}. Then Jw ⊂ I and I/Jw is a Poisson prime ideal of B/Jw which

does not intersect the multiplicative set Sw. Thus P = (I/Jw)S−1
w is a Poisson prime ideal

of the Poisson torus T = (B/Jw)S−1
w . Since I is H-invariant and all elements of Sw are

H-eigenvectors, the ideal P is H-invariant. Proposition 3.6 implies P = {0} and so I = Jw,

as desired.

Combining Proposition 3.7 and Theorem 3.3 we obtain the main result of this section.

Theorem 3.8. Let A be an iterated Poisson-Ore extension satisfying all the hypotheses

of Theorem 3.3. Assume that Hypothesis 3.3.1 is satisfied. Then, for any H-invariant

Poisson prime ideal P of A, the field of fractions FracA/P is Poisson isomorphic to a

Poisson affine field Kλ′(Z1, . . . , Zm), where m ≤ n and λ′ ∈ Mm(K) is a skew-symmetric

matrix.

Proof. By Theorem 3.3 we have FracA/P ∼= FracB/Q where B = Kλ[Y1, . . . , Yn] and Q

is an H-invariant Poisson prime ideal of B. By Proposition 3.7 there exists w ∈ E such

that Q = Jw. Then B/Q = Kλ′ [Yi | i /∈ w], where λ′ is the skew-symmetric submatrix of

λ obtained by deleting rows and columns indexed by i ∈ w. The result follows.

Theorem 3.8 is new even in characteristic zero. In the following section, we prove a

result that shows that the hypotheses of Theorem 3.8 are satisfied for a large class of

Poisson polynomial algebras.

4 Quadratic Poisson Gel’fand-Kirillov problem and

semiclassical limits

In this section we give examples of Poisson K-algebras satisfying the hypotheses of Theorem

3.8, so that they satisfy the quadratic Poisson Gel’fand-Kirillov problem described in the

introduction. These Poisson K-algebras actually arise as semiclassical limits of quantum

algebras described in [11, Section 5]. In order to prove a transfer result, one needs to address
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the existence of higher Poisson derivations on the Poisson algebras considered. Contrary

to the characteristic zero case, higher derivations in prime characteristic seem not to be

well understood. However, we can ensure the existence in arbitrary characteristic by the

semiclassical limit process. This mainly relies on the fact that we can define a quantum

analogue of a higher derivation independently of the characteristic of the base field, as

long as the deformation parameter is transcendental over the base field (this is always

the case in the setting of the semiclassical limit process). Our transfer result (Theorem

4.2) states, in particular, that this quantum analogue of a higher derivation induces a

Poisson higher derivation on the semiclassical limit. More generally Theorem 4.2 gives

conditions on a quantum algebra under which its semiclassical limit satisfies the quadratic

Poisson Gel’fand-Kirillov problem. In Sections 4.2 and 4.3 we illustrate our results in the

case of (coordinate rings of) Poisson matrix varieties, viewed as the semiclassical limits of

(coordinate rings of) quantum matrices, and some of their quotients, namely (coordinate

rings of) Poisson determinantal varieties.

We continue to assume that the ground field K contains at least an element which is

not a root of unity, or that K is algebraically closed.

4.1 Semiclassical limit process and existence of higher Poisson

derivation

We begin by recalling the semiclassical limit process. Let R be a (non necessarily com-

mutative) integral domain over K[t±1]. The element (t − 1) is central and we denote by

(t−1)R the (left and right) ideal generated by (t−1). For r, s ∈ R, we set [r, s] := rs−sr.
Assume that the algebra R = R/(t− 1)R is commutative. For convenience, the image of

an element r ∈ R in the quotient algebra will be denoted alternatively by r, r + (t− 1)R
or r|t=1. Since R is commutative, we have [r, s] ∈ (t − 1)R, and so there exists a unique

element γ(r, s) ∈ R such that [r, s] = (t− 1)γ(r, s) = γ(r, s)(t− 1). We will often use the

following notation for the element γ(r, s):

[r, s]

t− 1
:= γ(r, s).

It is well known that one defines a Poisson bracket on R by setting

{r, s} :=
[r, s]

t− 1

∣∣∣
t=1

for all r, s ∈ R. The commutative algebra R endowed with this Poisson bracket is called

the semiclassical limit of R at t − 1. For more details on semiclassical limit we refer the

reader to [4, III.5.4] or [7, Section 1.1.3] for instance.
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Before going any further, we need to recall the notion of q-integers and q-binomial

coefficients, where q is a nonzero non-root-of-unity element of K[t±1]. Our conventions are

as follows. For all i ≥ k ≥ 0 we set

(i)q = qi−1 + qi−2 + · · ·+ 1,

(i)!q = (i)q(i− 1)q · · · (1)q,(
i

k

)
q

=
(i)!q

(i− k)!q(k)!q
.

By convention (0)!q = 1. In the following, we will use q-integers in the case where q = tη

for η ∈ Z.

The following proposition gives the existence of a higher (η, α)-skew Poisson derivation

on a Poisson-Ore extension which is the semiclassical limit of an Ore extension satisfying

suitable conditions.

Let A be a K[t±1]-algebra, let σ be an automorphism of the K[t±1]-algebra A and let

∆ be a K[t±1]-linear σ-derivation of A. Recall that the Ore extension R = A[x;σ,∆] is

just the skew polynomial ring whose multiplication is defined by:

xa = σ(a)x+ ∆(a)

for all a ∈ A.

Proposition 4.1. Let A be a torsion free K[t±1]-algebra. Consider the Ore extension

R = A[x;σ,∆] and suppose that R := R/(t− 1)R is a commutative K-algebra. Then

1. R is a Poisson-Ore extension of the form A[X;α, δ]P , where A = A/(t−1)A, X = x,

α ∈ DerP (A) and δ is a Poisson α-derivation of A. More precisely, we have

α :=
σ − id

t− 1

∣∣∣
t=1

and δ :=
∆

t− 1

∣∣∣
t=1
,

meaning that for all a ∈ A we have α(a) = σ(a)−a
t−1
|t=1 and δ(a) = ∆(a)

t−1
|t=1.

2. Suppose furthermore that ∆σ = tησ∆ for some integer η ∈ K× and that

∆i(A) ⊆ (t− 1)i(i)!tηA

for all i ≥ 0. Then δ extends to an iterative, higher (η, α)-skew Poisson derivation

(Di) on A, which is locally nilpotent if ∆ is locally nilpotent. More precisely, Di is

defined by

Di(a) =
( ∆i(a)

(t− 1)i(i)!tη

)∣∣∣
t=1

for all a ∈ A.
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Proof. 1. First note that (t − 1)R = (t − 1)A[x;σ,∆], where (t − 1)A is a (σ,∆)-stable

ideal of A. So the corresponding quotient algebra is of the form

R = R/(t− 1)R = (A/(t− 1)A) [X] = A[X].

We already know that R is a Poisson algebra, so it just remains to prove that R is a

Poisson-Ore extension. Since R is commutative, for a ∈ A, we have

0 = xa− ax = (σ(a)− a)x+ ∆(a) = (σ(a)− a)X + ∆(a).

So (σ(a)− a) ∈ (t− 1)A and ∆(a) ∈ (t− 1)A for all a ∈ A. The Poisson bracket between

a ∈ A and X is given by:

{X, a} =
σ(a)− a
t− 1

∣∣∣
t=1

X +
∆(a)

t− 1

∣∣∣
t=1
.

We set

α :=
σ − id

t− 1

∣∣∣
t=1

and δ :=
∆

t− 1

∣∣∣
t=1
.

One can easily check that α and δ are well defined, and that α ∈ DerP (A) and δ is a

Poisson α-derivation on A. Thus

{X, a} = α(a)X + δ(a)

for all a ∈ A, and the algebra R is a Poisson-Ore extension of the form A[X;α, δ]P .

2. We claim that one defines an iterative, higher (η, α)-skew Poisson derivation (Di)

on A by:

Di(a) =
( ∆i(a)

(t− 1)i(i)!tη

)∣∣∣
t=1

for all i ≥ 0 and all a ∈ A. First, since ∆i(A) ⊆ (t− 1)i(i)!tηA, it is straightforward to see

that the map Di is well defined for all i ≥ 0. It remains to check that (Di) satisfies all the

relevant axioms of Definition 2.3. Axiom (A1) follows from the fact that σ(a) = a for all

a ∈ A. Set di = ∆i

(i)!tη
for all i ≥ 0. Then (A3) follows easily from the identities

di(σ − id) = tiη(σ − id)di + (tiη − 1)di

for all i ≥ 0. The higher derivation (Di) is iterative since didj =
(
i+j
j

)
tη
di+j. Moreover, it

is clear that (Di) is locally nilpotent if ∆ is.

The verification of (A2) involves more computations, so the details are given here. Let

u, v ∈ A. Then one can easily check that

dn(uv) =
n∑
i=0

σn−idi(u)dn−i(v),
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so that for all a, b ∈ A we have

dn

( [a, b]

t− 1

)
=

1

(t− 1)

( n−1∑
i=0

σn−idi(a)dn−i(b)−
n−1∑
i=0

σn−idi(b)dn−i(a) + dn(a)b− dn(b)a
)
.

Observe that for i < n:

σn−idi(a)dn−i(b) =
n−i∑
j=1

σn−i−j(σ − id)di(a)dn−i(b) + di(a)dn−i(b).

Thus

dn

( [a, b]

t− 1

)
=

1

(t− 1)

n−1∑
i=0

( n−i∑
j=1

σn−i−j(σ − id)di(a)dn−i(b)−
n−i∑
j=1

σn−i−j(σ − id)di(b)dn−i(a)
)

+
n∑
i=0

[di(a), dn−i(b)]

(t− 1)
.

Dividing by (t− 1)n, and then projecting onto R, we get:

Dn({a, b}) =
n∑
i=0

{Di(a), Dn−i(b)}+
n∑
i=1

i
(
αDn−i(a)Di(b)− αDn−i(b)Di(a)

)
.

This proves (A2).

We can now state the main result of this section.

Theorem 4.2. Let R = K[t±1][x1][x2;σ2,∆2] · · · [xn;σn,∆n] be an iterated Ore extension

over K[t±1], and denote by Rj the subalgebra K[t±1][x1][x2;σ2,∆2] · · · [xj;σj,∆j] for 1 ≤
j ≤ n. We make the following assumptions:

(H1) The torus H = (K×)r is acting rationally by K[t±1]-algebra automorphisms on R such

that for all i ∈ {1, . . . , n}
• the indeterminate xi is an H-eigenvector with associated character f

i
;

and

• there exists γ
i
∈ Zr such that ηi := −(γ

i
|f
i
) ∈ K×;

(H2) For all 2 ≤ i ≤ n, we have ∆iσi = tηiσi∆i;

(H3) For all 2 ≤ i ≤ n and k ≥ 0, we have ∆k
i (Ri−1) ⊆ (t− 1)k(k)!tηiRi−1;

(H4) The automorphisms σi satisfy σi(xj) = tλijxj for 1 ≤ j < i ≤ n, where λij := (γ
i
|f
j
).

Assume that R := R/(t − 1)R is commutative. Then, for any H-invariant Poisson

prime ideal P of R, the field FracR/P is Poisson isomorphic to a Poisson affine field.
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Proof. We only need to check that R satisfies all hypotheses of Theorem 3.8.

• First, we show that R is an iterated Poisson-Ore extension of the form

R = K[X1][X2;α2, δ2]P · · · [Xn;αn, δn]P ,

where each δi extends to an iterative higher (ηi, αi)-skew Poisson derivation (Di,k)
∞
k=0 on

Ri−1 := K[X1][X2;α2, δ2]P · · · [Xi−1;αi−1, δi−1]P . This result is proved by induction on n

using Proposition 4.1. The case n = 1 is trivial.

For 1 ≤ i ≤ n− 1, assume that Ri = K[X1][X2;α2, δ2]P · · · [Xi;αi, δi]P . Then we have

Rn =
Rn

(t− 1)Rn

=
Rn−1

(t− 1)Rn−1

[Xn;αn, δn]P

= K[X1][X2;α2, δ2]P · · · [Xn;αn, δn]P ,

since (t− 1)Rn−1 is a (σn,∆n)-stable ideal of Rn−1. Note that

αn(Xj) =
σn(xj)− xj

t− 1

∣∣∣
t=1

=
tλnj − 1

t− 1
xj

∣∣∣
t=1

= λnjXj,

for all 1 ≤ j ≤ n.

Hypotheses (H2) and (H3) ensure that Assertion 2 of Proposition 4.1 applies, so δn

extends to an iterative higher (ηn, αn)-skew Poisson derivation (Dn,k)
∞
k=0 on Rn−1. It follows

from Proposition 4.1 (and the induction hypothesis) that for 2 ≤ j ≤ n and k ≥ 0 we have

Dj,k :=
∆k
j

(t− 1)k(k)!tηj

∣∣∣
t=1
.

• The next step is to show that for 2 ≤ j < i ≤ n and k ≥ 0, we have the relations

αiDj,k = Dj,kαi + kλijDj,k.

First we show by induction (on k) the following identities:

σi∆
k
j = tkλij∆k

jσi, (2)

for 2 ≤ j < i ≤ n. If k = 1 and 1 ≤ l < j, then we have

σi(xjxl) = σi
(
σj(xl)xj + ∆j(xl)

)
= tλij+λil+λjlxixj + σi∆j(xl),

and

σi(xj)σi(xl) = tλij+λil
(
σj(xl) + ∆j(xl)

)
= tλij+λil+λjlxixj + tλij∆jσi(xl).
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So σi∆j(xl) = tλij∆jσi(xl) for all 1 ≤ l < j < i ≤ n, as desired. Assume the result proved

at rank k. Then we have

σi∆
k+1
j = (σi∆j)∆

k
j = tλij∆jσi∆

k
j = t(k+1)λij∆k+1

j σi,

and (2) is proved.

Now it follows from (2) that

(σi − id)∆k
j = tkλij∆k

j (σi − id) + (tkλij − 1)∆k
j .

Next, dividing both sides of this equation by (t − 1)k+1(k)!tηj , and then projecting on

Rj−1, we obtain:

αiDj,k = Dj,kαi + kλijDj,k.

• Then we show that the torus H is acting rationally by Poisson automorphisms on R.

Since (t − 1)R is H-invariant, we can consider the induced action of H on the quotient

algebra R. This is a rational action by automorphisms. Moreover this action respects the

Poisson bracket of R. Indeed for f, g ∈ R, by setting F = f and G = g, we have:

h({F,G}) = h
(( [f, g]

t− 1

)∣∣∣
t=1

)
=
(
h
( [f, g]

t− 1

))∣∣∣
t=1

=
( [h(f), h(g)]

t− 1

)∣∣∣
t=1

= {h(F ), h(G)}

for all h ∈ H.

• Fix h ∈ H and set h(xj) = µjxj, where µj ∈ K× for all 1 ≤ j ≤ n. We are now going

to show that

h
(
Di,k(Xj)

)
= µkiDi,k

(
h(Xj)

)
for all 1 ≤ j < i ≤ n and all k ≥ 0.

We start by observing that, for k ≥ 1 and 1 ≤ j < i ≤ n, we have:

xi∆
k−1
i (xj) = σi(∆

k−1
i (xj))xi + ∆k

i (xj).

Thus

∆k
i (xj) = xi∆

k−1
i (xj)− σi(∆k−1

i (xj))xi

= xi∆
k−1
i (xj)− tηi(1−k)+λij∆k−1

i (xj)xi.

Then it follows from an easy induction (on k) that for all h ∈ H and k ≥ 0 we have

h(∆k
i (xj)) = µjµ

k
i ∆

k
i (xj). (3)
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Indeed, when k = 1, we have

h(∆i(xj)) = h(xixj − tλijxjxi) = µiµj∆i(xj).

Next, assuming the result proved at rank (k − 1) we get:

h(∆k
i (xj)) = h(xi∆

k−1
i (xj)− tηi(1−k)+λij∆k−1

i (xj)xi)

= µixiµjµ
k−1
i ∆k−1

i (xj)− tηi(1−k)+λijµjµ
k−1
i ∆k−1

i (xj)µixi

= µjµ
k
i ∆

k
i (xj),

as desired. As Dj,k :=
∆k
j

(t−1)k(k)!
t
ηj

∣∣∣
t=1

, we deduce from (3) that

h(Di,k(Xj)) = µkiDi,k

(
h(Xj)

)
for all k ≥ 0 and for all 1 ≤ j < i ≤ n, as required.

• We conclude by noting that Hypothesis 3.3.1 is clearly satisfied with ρi = −ηi =

(γ
i
|f
i
) for all 1 ≤ i ≤ n since Xi is an H-eigenvector with associated character f

i
for all

1 ≤ i ≤ n.

Hence all hypothesis of Theorem 3.8 are satisfied and so for any H-invariant Poisson

prime ideal P of R, the field FracR/P is Poisson isomorphic to a Poisson affine field.

When dealing with examples, the following lemma allows us to check Hypothesis (H2)

of Theorem 4.2 only on the generators of the algebra under consideration.

Lemma 4.3. Let A be a finitely generated K[t±1]-algebra and form the Ore extension

R = A[x;σ,∆] with ∆σ = tησ∆ for an integer η ∈ K×. Let {a1, . . . , an} be a set of

generators of A. If the conditions ∆i(ak) ∈ (t−1)i(i)!tηA are satisfied for all k ∈ {1, . . . , n}
and i ≥ 0, then

∆i(A) ⊆ (t− 1)i(i)!tηA.

Proof. Easy induction using the generalised quantum Leibniz formula:

∆i(ab) =
i∑

k=0

(
i

k

)
tη
σi−k∆k(a)∆i−k(b)

for a, b ∈ A.

In [11, Section 5], many iterated Ore extensions are described, and it is shown that

lots of them actually satisfy the hypotheses of Theorem 4.2. As a consequence, their

semiclassical limits and their quotients by H-invariant Poisson prime ideals satisfy the

quadratic Poisson Gel’fand-Kirillov problem. This includes (but is not limited to) the

semiclassical limits of:
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• single parameter coordinate rings of odd-dimensional quantum Euclidean spaces;

• single parameter coordinate rings of quantum matrices;

• single parameter coordinate rings of even-dimensional quantum Euclidean spaces;

• single parameter coordinate rings of quantum symplectic spaces.

In the next section, we provide a detailed study of one of these families. More precisely,

we will focus on the semiclassical limit of the coordinate rings of quantum matrices, and

then on their quotients by determinantal ideals.

4.2 Semiclassical limit of the coordinate ring of n × n quantum

matrices

The single parameter coordinate ring of quantum matrices A = Ot
(
Mn(K[t±1])

)
is the

K[t±1]-algebra given by n2 generators x11, x12, . . . , xnn and relations

xlmxij =


t−1xijxlm l > i, m = j

t−1xijxlm l = i, m > j

xijxlm l > i, m < j

xijxlm − (t− t−1)ximxlj l > i, m > j.

This algebra can also be presented as an iterated Ore extension over K[t±1]:

Ot
(
Mn(K[t±1])

)
= K[t±1][x11][x12;σ12,∆12] · · · [xnn;σnn,∆nn],

where σlm is the K[t±1]-automorphism of the appropriate subalgebra of Ot
(
Mn(K[t±1])

)
defined by

σlm(xij) =


t−1xij if l > i and m = j

t−1xij if l = i and m > j

xij if l > i and m 6= j,

for all (i, j) <lex (l,m), and where ∆lm is the K[t±1]-linear σlm-derivation such that

∆lm(xij) =

{
−(t− t−1)ximxlj if l > i and m > j

0 otherwise

for all (i, j) <lex (l,m).

Observe that the torus H = (K×)2n acts rationally on A by automorphisms via:

h(t) = t and h(xij) = hihn+jxij
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for all 1 ≤ i, j ≤ n. So xij is an H-eigenvector with associated character

f
ij

= (0, . . . , 0, 1, 0, . . . , 0, 1, 0, . . . , 0) ∈ Z2n,

where the 1s occur in i-th and (n+ j)-th positions. For 1 ≤ l,m ≤ n, we define

γ
lm

:= (1 . . . , 1, 0,−1, . . . ,−1,−2,−1, . . . ,−1) ∈ Z2n,

where the 0 occurs in l-th position and the (−2) in (n+m)-th position. We have (γ
lm
|f
lm

) =

−2 for all 1 ≤ l,m ≤ n. To summarise, if char (K) 6= 2, Hypothesis (H1) of Theorem 4.2

is satisfied. For (i, j) <lex (l,m) we have:

(γ
lm
|f
ij

) =


−1 if l > i and m = j

−1 if l = i and m > j

0 if l > i and m 6= j.

Note that for all (i, j) <lex (l,m) we have σlm(xij) = t
(γ
lm
|f
ij

)
xij. Thus Hypothesis (H4)

of Theorem 4.2 is satisfied.

One can easily check that ∆lmσlm = t2σlm∆lm for all l,m. Thus, Hypothesis (H2)

of Theorem 4.2 is satisfied. Let Alm be the subalgebra of A generated over K[t±1] by

x11, x12, . . . , xl,m−1. Note that ∆k
lm(xij) = 0 for all k ≥ 2 and

∆lm(xij) =

{
−(t− 1)(t−1 + 1)ximxlj if l > i and m > j

0 otherwise.

So we have ∆k
lm(xij) ∈ (t − 1)k(k)!t2Alm for all (i, j) <lex (l,m) and all k ≥ 0, and

Hypothesis (H3) of Theorem 4.2 is satisfied thanks to Lemma 4.3. So, if charK 6= 2, then

we can apply Theorem 4.2 to A.

Let A = O
(
Mn(K)

)
= A/(t − 1)A = K[X11, . . . , Xnn] be the semiclassical limit of A,

where Xij = xij + (t− 1)A. For (i, j) <lex (l,m), the Poisson bracket on A is given by:

{Xlm, Xij} =


−XijXlm if l > i and m = j

−XijXlm if l = i and m > j

0 if l > i and m < j

−2XimXlj if l > i and m > j.

We deduce from the above discussion the following result.

Theorem 4.4. Assume that charK 6= 2. Let P be an H-invariant Poisson prime ideal of

A = O
(
Mn(K)

)
. The field of fractions of A/P is Poisson isomorphic to a Poisson affine

field Kµ(Y1, . . . , Ym), where m ≤ n2 and µ ∈Mm(K) is a skew-symmetric matrix.
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Note that when charK = 2, our methods do not apply to A. However in this case A

is already a Poisson affine space and the quadratic Poisson Gel’fand-Kirillov problem is

trivial.

4.3 Quotients by Determinantal ideals

Assume that charK 6= 2. Determinantal ideals are ideals of A = O
(
Mn(K)

)
generated by

minors of a given size. More precisely, let I and J be subsets of {1, . . . , n} with |I| = |J |.
We denote by [I|J ] the determinant

[I|J ] := det
(

(Xij)(i,j)∈I×J

)
.

Such a determinant is called a minor of size |I|. For all k ∈ {0, . . . , n−1}, the determinantal

ideal Pk is the ideal generated by all (k+ 1)× (k+ 1) minors of A. Note that Pk contains

all minors of size bigger than k + 1 by Laplace Expansion.

Fix 0 ≤ k ≤ n− 1. We claim that the Poisson field Frac (A/Pk) is Poisson isomorphic

to a Poisson affine field. For, we just need to show that Pk is an H-invariant Poisson prime

ideal by Theorem 4.4. First, it is well known that Pk is a prime ideal, see for instance [5,

Theorem 6.3]. Moreover, Pk is clearly H-invariant, so to apply Theorem 4.4 to A/Pk, it

only remains to prove that Pk is a Poisson ideal. It is probably well known, but we have

not been able to find the statement in the literature. The following lemma (re-)establishes

this result.

Lemma 4.5. For all k ∈ {0, . . . , n− 1}, the ideal Pk is a Poisson ideal of A.

Proof. Note that any minor of A is the coset of a so-called quantum minor of A. See [10,

Introduction] for more details about quantum minors. In [10, Lemma 5.1] the authors give

commutation relations between quantum minors and generators of A which easily lead (by

semiclassical limit) to the following Poisson brackets between minors and generators of A.

Let r, c ∈ {1, . . . , n} and I, J ⊆ {1, . . . , n} with |I| = |J | ≥ 1. For 1 ≤ i < j ≤ n, we define

[i, j] := {i, i+ 1, . . . , j}.

• If r ∈ I and c ∈ J , then
{
Xrc, [I|J ]

}
= 0.

• If r ∈ I and c /∈ J , then{
Xrc, [I|J ]

}
= −[I|J ]Xrc − 2

∑
j∈J,j>c

(−1)−|J∩[c,j]|[I|J ∪ {c} \ {j}]Xrj.
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• If r /∈ I and c ∈ J , then{
Xrc, [I|J ]

}
= [I|J ]Xrc + 2

∑
i∈I,i<r

(−1)−|I∩[i,r]|[I ∪ {r} \ {i}|J ]Xic.

• If r /∈ I and c /∈ J , then{
Xrc, [I|J ]

}
= 2

∑
i∈I,i<r

(−1)−|I∩[i,r]|[I ∪ {r} \ {i}|J ]Xic

− 2
∑

j∈J,j>c

(−1)−|J∩[c,j]|[I|J ∪ {c} \ {j}]Xrj.

Hence
{
Xrc, [I|J ]

}
∈ Pk for all [I|J ] ∈ Pk and all 1 ≤ r, c ≤ n.

We are ready to conclude by the following result.

Theorem 4.6. Let 0 ≤ k ≤ n−1. The field of fractions FracA/Pk is Poisson isomorphic to

a Poisson affine field Kµ(Y1, . . . , Ym), where m ≤ n2 and µ ∈Mm(K) is a skew-symmetric

matrix.
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Comm. Algebra 38 (2010), no. 6, 2317-2353.

[16] M. Vancliff, Primitive and Poisson spectra of twists of polynomial rings, Algebr.

Represent. Theory 2 (1999), no. 2, 269-285.

[17] M. Vergne, La structure de Poisson sur l’algèbre symétrique d’une algèbre de
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