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12 An Overview of Related Methods:
- VSM, System Dynamics, and
Decision Analysis

John Mingers and Jonathan Rosenhead

Introduction

Any book is of finite size, and the topics of books are generally selected from an
approximately continuous field. Where ever one draws a line round the subject matter,
there are subjects on the other side of the exclusion line which could almost as easily
have been selected for inclusion. This chapter provides much shorter summaries of
sone of those methods which are, at the very Jeast, near neighbours of PSMs.

The characteristics of PSMs include — an orientation to group working, a basis in
transparent model representation of the problematic situation, and an iterative and
interactive mode of working. The extent to which the methods described here (the
viable systems model, system dynamics, and participative variants of decision analysis)
match these characteristics is a matter for debate — not least between the editors of this
volume. However what is clear is (i) that readers who wish to know about PSMs will in
many cases also be interested in a further range of methods which bear so strong a
resemblance; and (i) that such knowledge will also be of value since these methods are
not infrequently used in combination with PSMs. This topic of the combination of
methods will be addressed in the following chapter.

The Viable System Model (VSM)

The viable system model (VSM) is unlike other methods described in this book as it is not
in itself a methodology or process for problem structuring or interventions. Rather itis an
abstract model or generic blueprint for helping to design the structure of an organization.
Tts main tenet is that for an organization to be vigble, that is to be able to survive within a
changing environment, it must undertake particular activities and there must be certain
relations between them. The model itself is at a very general level and so can be
implemented in many different ways. The VSM has been developed after studying how
human beings are organized as viable systems, based on the principles of cybernetics
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(Beer 1966; Beer 1972; Beer 1979; Espejo and Harnden 1989). It is analogous to an
abstract design for a house that specifies what there must be, e.g., cooking area, Living
area, etc., and specifies important principles of design based, for example, on ergonomicg i

Fundamental Principles — Viability, Variety and Cybernetics

Cybemnetics is a term coined by Norbert Weiner (1948) to refer to ‘the science of com-
munication and control in the animal and the machine’. Tt is concerned with how
complex systems can control and regulate themselves through feedback processes that
rely on information and communication. This is central to the question of whether a
system — be it organism or organization — can remain viable, i.e., survive, within a par-
ticular environment. Viability implies the necessity of a structural connectivity between
components that allows it to adapt and become successfully coupled to its environment.
This in turn brings in questions of wentity — what is the ‘it’ that is surviving? In the
organizational context this immediately raises strategic questions such as: What are we?
What do we do? What are our boundaries? We should not assume that there are de-
finitive answers to such questions when we build VSM models — rather the modelling
process should be scen as establishing some temporarily acceptable conventions that
may be useful within organizational conversations.

An organization exists within, and is coupled to, an environment. The organization
can be seen as undertaking various activities or operations with respect to the environ-
meni — its prunary activities that produce it, and determine its identity. To survive, how-
ever, the organization must be able to regulate these activities and, if necessary, change
them. That is, the activities must be managed. These are the three essential elements of the
VSM — environment, activities, and management, each embedded within the other. The
fundamental problem from a cybernetic viewpoint is how to manage complexity?
Complexity is a tricky concept to define, but it is clearly related to variety - the number of
states or behaviours that a system can exhibit. There is a fundamental law of cybernetics,
formulated by Ashby {1956, p. 207} as the Law of Requisite Variety: “only variety can
destroy variety’. This means that for one system to be able to effectively control or
regllllate another it must have a similar degree of variety. The problem is clear - the
environment will have enormously more variety than the organization, which in turn will
have much more varicty than the management. The organization can never be aware of,
let alone respond to all possible occurrences of requirements of the environment, nor can
- management cver know every detail of all its employees and activities.

What occurs in practice is that variety is engineered, either consciously, or more likely
unconsciously. The high variety is necessarily reduced or atfenuated, while the low variety
controller is amplified, as shown in Figure 12.1.

Variety attenuation can happen in many ways; perhaps the most common deliberate
technique is filtering — only paying attention to totals, averages, yearly figures etc. The
greatest unconscious attenuator of variety is of course ggnorance. Tt is oflen, also, the most
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Figure 12.1 Variety attentuation and amplification

lethal. From the other side, an effective organization must amplify its own, and 1ts
management’s variety — it must generate a richer range of possible actions. In ;fact, the
point is not so much absolute variety, but requisite varicty — there must be a satisfactory
balance between the attenuated variety of the environment and the amplified variety of
the organization. The system must be designed so as to absorb variety with its own. This
leads to one of the major premises of VSM — the need for an appropriate balance
between central control and peripheral autonomy. Clearly management will find it hard
to match the variety of the operational organization, let alone the _outside environment,
and so it has to allow its operating units autonomy in order to absorb environmental
variety. As a final point, computers and information systems are one of the greatest
potential tools available to us for both attenuation and amplification yet m many cases
they work in precisely the wrong way — presenting us with vast amounts of unnecessary
information, and then resericting our range of responses.

The VSM - Systems One to Five

The heart of the VSM is a description of five different functions that need to occur in all
viable systems. We have so far distinguished between the primary activit-ies that an
organization does, to be what it is, and the management of those activities. These
primary activities constitute the System One (Operations) of the organization but we net?d
to be very carcful in deciding precisely what they are. It is wrong simply to look at a list
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of Departments or an organization chart — we have to distinguish between the primary
activities, which are viable systems in their ovon right, and the secondary activities that support
them. A second fundamental premise of VSM is the notion of recursion. Viable systems
are embedded within viable systems. A university is a viable part of the education system
but itself consists of departments that could be viable, and within them courses. The test
is, could this activity in principle be taken out of the organization and have its own
separate existence? If so, it 15 a primary activity. If, however, it only exists to support
another activity then is in not viable. Thus activities such as accounting, information
systems, personnel, and even sales and marketing arc generally nof primary activities
since they would have no ratson d’etre without a product or service.

The concept of recursive or nested viable systems implies that we have to consciously
choose the level of our analysis - what Beer calls the system i focus. And, at the same time
we should be aware of other levels, in particular the levels immediately above and below
the system in focus. Figure 12.2 shows how the System One of our system in focus itself
consists of several viable systems, each with their own management (the square boxes),

Management

systEM 1/

Figure 12.2 System Ones of the System in Focus
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FEach of these systems will interact with distinct (or perhaps overlapping) parts of the en-
vironment and is likely to have a variety of possible interactions between themselves. For
instance, the primary activities could be sequential as in a complex production process,
or the different stages of an educational system; they could be divided geographically as
in different sales or administrative regions of the same organization; they could simply
differ in terms of products but with the same population of customers and wholesalers as
in a supermarket. In analysing an organization, consider each of its System Ones in
terms of all of their interactions with their environments — what are the possible or
actual variety attenuators and amplifiers? Do they balance variety effectively?

The different types of structural relations between the System Ones can be recognized
within the model but the potential problem that can occur is in co-ordinating or
orchestrating their interactions so as to avoid oscillations or clashes. This is the function
of System Two — Co-ordinaiion. Examples of Systems Twos are: production planning,
timetabling and scheduling, project networks, safety codes, and house styles. These are
shown in Figure 12.3 as the linked triangles. Such mechanisms do (or should) exist

SYSTEM 3

“INSIDE NOW™

Figure 12.3 Systemn Three — Control
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between each System One, as well as at the management level which is able to view the
operational system as a whole, The importance of System Two obviously varies with the
degree of linkage of the System Ones but it is often under-estimated or even ignored. Tt
should not be confused with management since its purpose is not to control, but to
facilitate and smooth.

So far we have not looked mnto the box labelled ‘Management’ that deals with the
whole of the System One in focus. If we do we find that it is necessary to manage both
the internal environment of the organization, the ‘inside and now’, and the outside
environment — especially the future, the ‘outside and then’. These two activities are
System Three (Control) and Systemn Four (Intelligence).

System Three is in overall control of all the various System Ones as well as being
responsible for the co-ordination function of System Two. Its primary purposes are: to
communicate the organizational policy for System One and ensure that it is im-
plemented; allocate resources between the various activities; and monitor actual per-
formance. Of these, the most fundamental is the ‘resource bargain’ which is at the heart
of the balance between control and autonomy. Which activities are to be undertaken
and which not? What resources will be made available to support these activities? What
are the expectations about performance and how will they be monitored? Once
agreements on these matters have been reached, the day-to-day managing of the lower-
level activities can be passed down and given their due degree of autonomy. The System
Ones will operate within the parameters of the organization — legal, ethical, cultural,
environmental — as specificd by System Three, and will be accountable to System Three
for its results.

"These three forms of interaction — the resource bargain, accountability, and corporate
identity — will involve considerable amounts of variety attenuation and amplification.
This generates a significant potential control problem for System Three, As it stands it
has to rely exclusively on information generated by System One to understand what is
happening in System One. This information will be of a very attenuated nature and it
would precisely go against the whole point of autonomy if System Three were to attempt
to regularly scrutinize the day-to-day happenings in System One. The question is then,
how can System Three know that it is getting accurate and adequate information from
System One? The answer is this it is necessary for System Three to look dircetly into the
operations of System One, but only sporadically, not continually or routinely. This is
what is conventionally called Audit and within VSM is known as System Three*.

I System Three controls the internal environment, of equal importance is a system 1o
monitor the external environment, especially with regard to the future. It is important to
be clear that this function - System Four — is not the same as the interactions with the
environment carried out by the various System Ones. These latter interactions will only
be partial subsets of the whole environment faced by the system in focus, and im-
portantly they will reflect only the current activities. Many, many organizations have
failed because they have not foreseen the changes that make their current operations
redundant. There will be, of course, System Fours within System Ones at lower levels of
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recursion but these will have a more restricted and specific set .Of CONCEIDS. That is not to
say that the System Fours at different levels do not communicate with each other and
may well thereby learn things of importance for thcmseives. .

Systemn Four (Inselfigence) is concerned with outside devclopmfents‘, now and m the
future, that are relevant to the organization and possible organizational responses to
these. This malkes it different to the other systems in that it must be aware of, or have some
model of, the system in focus as @ whole. This makes it essentially self—referentlz.ﬂ, for ils
model must of course include itself. System Four stands at a cross-roads w1th91 the
organization — it mediates between the outside and the inside, and also Comr-nunlcatﬁs
important information vertically between Systems Three and Onc. and thr? pohq./ maker
System Five. Its primary function can be secn as one of adap%atlon — stimulating and
bringing about change in response to developments in the ¢nvironment, as opposed to
System Three’s function of maintenance and control. ' .

This makes the relationship between Three and Four of primary 1mportance, as
shown by the large arrows linking them in Figurc 12.4. Too much emphasis on System

SYSTEM 3

FUTURE

& SYSTEM 4

EMBEDDE. Y QUTSIDE THEN

SYSTEM 3

“TNSIDE NOW™ Hi 5 ':
* v
: ; ’N&

mé
0 A
-

oPs

F:

OPS

Figare 12.4 System Four (Intelligence) and System Five (Policy)
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Four and the future as opposed to day-to-day operations can lead to the collapse of the
organization as it is now, while too much concern for internal efficiency can lead to
excellent products that have no future.

Finally, we reach the end of the model — the closure of the system - System Five (Poligy
or Identity), where the buck stops. System Five, which could typically be the Board (not
the chief executive}, sets the overall policy and ethos of the organization; it also ensures
that the organization has an identity and that this is known and acted upon. This is
where we started the model — what are the primary activities that produce the organ-
ization and thereby its identity? Beyond that, System Five is necessary to arbitrate in the
debates and conversations between Systems Three and Four, and ultimately to
determine which of the various futures for the organization will be enacted. It also has a
representative function, representing the whole of the system in focus to itself and to
outside and wider systems. Finally, it needs to be available to recognize and take action
In extreme situations. The organization itself, with its various filters and balances, may
well appear to Systern Five to be functioning unproblematically and so it is necessary for
there to be signals, out of the normal channels, that will alert it to the unusual. Beer
terms these signals algedonic, meaning ‘to do with pain and pleasure’. We can sce the
currently engoing problems of Marks and Spencer as a failure of System Four to under-
stand developments in the market, and a failure of the algedonic system to alert the
board in time.

This brings us to Figure 12.5 which shows the whole of the VSM, including the
recursive embedding of the whole model within each System One.

VYSM in Practice

‘The basic model can be used in two ways — for diagnosis — by mapping a particular
organization on to it to discover weaknesses and problems, and for design, in order to
construct a more eflective structure. It can be used on its own, perhaps within a
methodology such as that of Beer (1985} or Espejo, Schumann e/ al. (1996), or is ofien
combined with other approaches such as SSM (see Chapter 13).

All of Beer’s books contain many examples and illustrations but the following give
case studies of its use by other people: :

* Chapters 5 to L1 of The Viable Systems Model (Espejo and Harnden 1989) each contains
a detailed case study covering, for example, broadcasting, manufacturing companies,
and a training network. ‘

* Aspecial issue of Systems Practice 3(3), 1990 is devoted to the VSM.

» The following are illustrations of its use combined with other methods in a
multmethodology — Leonard (1997), Ormerod (1998), Gill (1997).
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Figure 12.5 The VEMasa whole

When used in diagnosis mode, the following are some of the common problems found

within organizations:

s System 1 is not treated as sufficiently autonomous and so cannot deal with its own

local variety. . - . -
» Systems 2-4 see themselves as autonomous in their own right whereas they are really

secondary to system L. - ‘
» The functions of some subsysterns are often not performed, especially System 2 -co-

ordination, and System 4 — intelligence. o ‘
« System 4 is weak because it is seen as a stafl (rather than line) function. This may lead

System 5 to collapse into System 3 and just undertake control functions:
» System 5 may not be creating a strong enough identity and representing the whole

system to its wider systems.
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» Information and transmission channels are not appropriate or rapid enough. They may
amplify or attenuate variety in the wrong directions — e.g. many information systermns.

System Dynamics

The basis of system dynamics (SD) was developed in the latc 1950s by Jay Torrester
(1961) and was initially called “industrial dynamics’. It reflected his view that the dynamic
behaviour in terms of growth and stability of industrial systems, whether mdividual
organizations, supply chains, or whole industries, resulted from underlying structures of
flows, delays, information, and feedback relations. Like the VSM, it drew its inspiration
from the pioncering work in cybernetics. Its approach was to develop a mathematical
model of the relations between the various components of a systen, expressed In
difference equations, and then run the model as a form of simulation on a computer.
Forrester’s work was further developed within wider contexts — ¢.g., the development of
cities (Forrester, 1969) and eventually models of the industrialized world (Forrester, 1973).
But it remained somewhat marginal until the 1990s when the advent of good quality
graphical software (e.g., 1 Think and Powersim), and the popularity of Peter Senge’s (1990
work on learning organizations generated a resurgence of interest. There are excellent
modern introductions to SD by Sterman (2000) and Vennix (1996).

Fundamental Principles — Counterintuitive Behaviour, Feedback,
Dynamic Complexity

One of the most common experiences in trying to manage a situation is that one’s
actions turn out to make things worse cither by generating some form of resistance or
adaptation, or by creating a new and olten worse problem, Low nicotine cigarettes lead
to more heing consumed; Aood prevention measures like dams often lead to more severe
flooding; building new motorways leads to even more congestion and so on. These
counterintuitive behaviours result from the systemic nature of relations — system components
are related to each other in multiple, complex ways; cause and effect are not localized
but often distant in both space and time; and chains of influence are not linear but
circular leading to positive and negative feedback.

In fact, the behaviour of systems is seen as resulting not from the nature of the
components themsclves but from the relations between components. More precisely,
from the interactions between the only two possible types of feedback processes, positive
(self-reinforcing) and negative (self-correcting, balancing)!. Positive feedback occurs when
an increase {decrease) in one period leads, through other factors, to a further mcrease

! Note that in SD ‘negative feedback’ simply means a process where the value of 2 variable in one period is negatively
related to its value in a previous period. In classical cybernetics, negative {eedback usually implies ‘error-controlled®
fecdback, that is where the difference between ant acmual and a desired state is fed back to control a system as in a thermastat
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(decrease) in a later period. For mnstance, an increase in the weapons held by country A
Jeads to an enemy country B increasing its weapons, which pressures A into increasing
even more (Figure 12.6a). Conversely, of course, a decrease would tend to lead to
further decreases (or at least lower increases). Reinforcing feedback generates a dynamic
behaviour of exponential growth or decay. Negative feedback occurs when an increase
(decrease) in one period leads to the oppusite, a decrease (increase) in later perigds. This
has stabilizing effects counteracting the initial change. For instance, producing more
weapons requires a greater share of a couniry’s wealth, and so will lead to pressure
against further increases (Figure 12.6b). Balancing feedback generates a stable dynamic

hehaviour.
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Ultimately, all positive feedback loops must be controlled by negative teedback for
there can never be ever-lasting explosive growth, and the dynamic complexity of the
behaviour of systems is the result of the relative strength of reinforcing and balancing
loops over time (Figure 12.6¢). Note that there is a contrast between q’yr:amz'c complexity
ai?.d -a'ez‘a:il complexity; the latter referring to the number of components and relations
within a system. Systems with little detail complexity can nevertheless display dynamic
complexity, e.g., a magnetic pendulum moving in several magnetic fields, and vice versa
e.g., a clockwork watch. ,

Developing System Dynamic Models

SD models are generally developed for clients within organizations in order to explore
and explain somc dynamic feature of the situation that is undesirable, or to provide a
tool {often called a ‘flight simulator’ or ‘microworld’) for training and learning purposes.
Table 12.1 shows an outline of the steps in developing an SD model adapted from
Sterman (2000), variants can be found in Vennix (1996) and Lane and Oliva {1998).
Four points should be made about the process generally: '

. }t 13 iterative — models go through continual development, testing, and refinement.

* 'The process occurs in close cooperation with the client — indeed the process is often
one of making explicit the client(s} own mental model of the situation. "There is, in fact
some debate about what exactly a SD model is modelling. Is it a relatively objectivé
representation of the world, or is it really a model of peoples’ beliefs about the world?
A range of views are discussed by Lane (1999; 2000).

* Modelling is always embedded within a social and organizational context. There
must be continual iteration between the virtual world of the model and learning in
the real world.

* In most cases the main point of the whole process is not the construction of an
accurate model for predictive purposes, for this would be impossible. It is rather the
learmng about the situation gencrated through the development and use of the model(s).

Problem articulation

This stage is common to all OR interventions and is really what this whole book is about
— problem structuring. However, there are aspects particular to devéloping an SD
model. The prime purpose of SD is to be able to explain dynamic behavior in terms of a
causal model. This focuses on:

» The time frame — both historical and in the future. It must be long enough to display
the behaviour of concern, but not too long so thatits detail is lost.
* The boundary to be considered in terms of factors/variables to be included. This
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Table 12.1 — System Dynamics Modéﬂing Process. Adapted from {Sterman, 2000).

Structuring the problem; determining the main variables, bounding the

scope; specifying the time frame; defining the reference mode -

‘typical’ behaviour

Formulation of Dynamic Hypothesis Develop maps/causal-loop/influence diagrams of the relations
petween the factors; identify the main feedback structures; generate
hypotheses explaining the behaviour in terms of the feedback
processes.

Formulation of Simulation Modei Genetate a representation in terms of stocks and flows; estimate all

necessary relationships and parameter values; develop a computer

mode! and test for consistency.

Comparison with reference mode; robustness under extreme

conditions; sensitivity to parameters, initial conditions.

Using the Model - Policy Design Specify possible scenarios; develop alternative strategies and

and Evaluation policies; do what-if analyses; check sensitivity and interaction of

policies; use for training.

Problem Articulation

Testing and Validation

decision is always relative to the particular purpose of the model — what to include
and what to exclude is crucial for overall success. There is often a desire for the
modeller to create a comprehensive model of everything but this 1 quite counter-
productive — the model should be no more detailed than is necessary for its purpose.

+ The ‘reference mode’ of behaviour. That is the typical behaviour, either unwanted or
desired, that the model needs to be able to reproduce.

Formulating a dynamic hypothests

This is in many ways the most Important stage of the process as it is where the main
causal modelling occurs. The result is a gualitative model of the variables and their re-
Jationships such that the reference mode dynamic behaviour can be explained endogen-
ously, that s purely within the model rather than depending on external factors. The
model is, of course, an hypothesis — it is always provisional and subject to development
or even abandonment as learning about the situation develops.

There are several tools, especially particular types of diagrams, that are used at this
stage. The most common 18 a causal loop diagram (CLD), also sometimes known as an
influence diagram or multiple-cause diagram. Other diagrams, e.g., a model boundary
chart or a subsystem diagram are described by Sterman (2000). A CLD consists of
factors or variables that are joined by arrows showing the causal links between them (see
Figure 12.7a). Each arrow must be labelled with a ‘+> or “ to show the direction of
causation, that is how the dependent (Y) variable responds to a change in the in-
dependent (X). A positive link means that if X increases (decreases) Y will be larger
(smaller) than it would otherwise have been. Thus in Figure 12.7a an increase in the
number of hare births increases the hare population; an increase in the birth rate
increases the number of births. A negative link means that if X mcreases (decreases) Y
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will be smaller (larger) than it would have been. Thus an increase in deaths reduces th
population. o

A CLD 15 intended to identify the causal or feedback loops that involve several
va_rlablcls, as described above. Each loop that is identified should also be labelled as
I‘f:HlijOl”Cll’lg (positive) or balancing (negative) — some people use R and B, others + and —
I-n Flg.ure 12.7a, there is a reinforcing loop between number of ]oirthsJ and populatioﬁ
size since both causal links are positive. This loop interacts with a balancing one

R
B
No. of births  + }
/ * No.of deaths{\

Death-rate
Birth-
(w Death-rate
+ No. of births _ No. of deaths  +
+ {
R
T.ynx population

hare deaths
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3: 113502.00

4 108400.03 2
NNV VA,

1:
3 20000.00 /4 4
3 27004.00 4 o, ®
4: 16800.06 4= 3
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(c)

Figure 12.7 (a) causal loop diagram for competing populations; {b) Stocks and Flows Dhagram;
{c) typical output from 5D software

hetween population size and number of deaths: as population rises there are more
deaths which in turn reduces population. In this classical predator-prey model there are
also feedback loops between the two species which need t6 be traced out. The greater
the lynx population the greater will be the hare death rate and this will reduce the hare
population. Eventually the reduced source of food for lynxes will lead to more of them
dying and start reducing the lynx population which will in turn allow the re-growth of
the hare population, thus starting the cycle again. Thus, in this very simplistic scenario
the cyclical changes in the size of two competing populations can be generated through
the causal structure embodied in the CLD.

The next stage of the process may be to develop the qualitative GLD into a quan-
titative model that can actually be simulated on a computer. The ‘may be’ is because
many studies do not actually proceed on to a simulation, either because the develop-
ment of the CLD has generated sufficient learning or because there is insufficient good
quality information to produce a useful simulation (Lane, 1994; Welstenholme, 1999b).
Within the context of problem structuring for messy situations the development of an
actual computer model is quite rare. One useful result of CLDs is the identification of
‘systems archetypes’ (Senge, 1990; Lane, 1998). 'These are patterns of feedback loops
and resulting behaviour which are observed very commonly in practce - for example,
‘success to the successful’ where two activities compete for the same resource, the result
being that one gets sironger and stronger at the expense of the other.
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Formulation of a simulation model

;ﬁ? we c(aanot cove; in any detail the process of constructing a real 8D simulation
- see (Forrester, 1968; Roberts e al., 1984; Coyl : i .
) i B - ; Coyle, 1996; Vennix, 1996; Ster
c.?l?a()()) bg; there are two main steps: transforming the GLD into a ‘stocks ,and {;Ej\::;
ég:[roarlrz ( (;D), and then estlm.atir-lg all the model relationships and parameters. L
<0 m(c) deaﬁlin ﬂo;vs,t toiféth;r \:Irlthlmformation and control, are really the foundations of
2. A stock is the level of a variable at a point in ti i i
by inflons 5y e Stock s e o point in time, This level is changed
_ mn turn are controlled by rates of low or ‘valves’
are not necessarily physical - there can be stocks of i efs o idens. T1 e
e oy ol physical > s of memories, beliefs or ideas. They can
g : > of the system - if a snap-shot is tal nt in ti
what are the important aspects : ' ted or memored? Stock
pects of the system that can be counted or
‘ ) measured? Stocks
;1;; bhOLV-n }iis recfngles and flows as pipes with valves (Figure 12.7b). The r:(;ds ofO Eli{;
cs which are shown as clouds denote the chosen boundari “the 1 |
pines which are shown as clouds der le ¢ 1 boundanes of the model. The other
: te information and control, and auxili iables
rmg%n be parameters or values calculated from other Variajales. sy variables thas
. égtlﬁre I%}Tb shows the GLD translated into an SFD; in this case one is very similar to
er. Lhe two stocks are the numbers of hare and I i
e othe . are and lynx, with the inflows and out-
: \(;I\;\Zefl‘ng b{;l;hs ani d;iths. "T'he causal loops are largely shown by the control arrc());s
s from the stock of hares go to the flows of births i i .
foro the s § s and deaths, while the interacti
’ ;:::;111 t}}f}:l bp((ii'CICS are shown by the arrows from stock of lynxs to death of hartt:s1 ct}“gls"
> ¢. lhe diagram itself can easily be created using the i i i
graphical software but what is important i -« behind e e
softw, . portant 1s what is bchind the diagram, that i
maﬂjlrsn}atlcal formulatllon of all its relationships. Some will be quit?o?\:‘iou?t ;5 )
E?iu atl(;n.t+ (11 = population, + births, — deaths, Others will require empirical estjn;at;l.gr.lj
xpert judgement and may lead to an expansi { th i
ot For me e pansion of the CLD into much greater
: ynx/hare death relation might involve specifyi §
et of ol per T o . ight involve specitying the average
nber pending on the density of hares, type of i
' ‘ ‘ S, terrain, and
Z;rdélle:lkzlgilgl (if othcr. types of prey. The software allows relationships to be specigzld
al equations or as estimated empirical relationshi i
: ships. Figure 12.7¢ shows
examples of the graphical output that can be obtained from software siLclzh as T?st% o

Testing and validation

In many ways idati i
ys, validating and testing the model i
¢ : s not ?
throughout the process of model building. Tt can be slzgn Z Sgp?lrate Stljg? P
b ; dle ing.. 0 as both a technical process in
W}l;ms 01;1 the l.nternal and statistical reliability of the model, and also as a soci};] TOCes
ere - " .- - " ) ’ o S

T tl geggrnxrif: COHSld‘(,l“-aUOI.l 15 the learning and confidence generated for thg client
intem, | ) € can ;Ilstmgulsh between reliability and validigy. Reliability concern‘s tiu:

al consistency of the model — does it mak 1

e sense and does it prod

e i - Tt produce conststent

§ from one run to another? Validity concerns its external relationship — does it
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reproduce the behaviour that it is supposed to? Some of the mam techniques of

validation are:

ode of behaviour if it was possible to specify one. In
practice the model will rarely match the behaviour exactly as it is inevitably a
simplification of the world, but it is important to identify and then explain any
anomalies. This indeed can be a valuable part of the learning process.

» Testing the model under extreme conditions. It is very easy to develop a model that
provides plausible output under typical conditions but which actually has underlying
{ discovering this is to test it under conditions that

flaws or is inconsistent. One way o
would never actually occur — for instance zero energy input or billions of orders and

see whether it does behave as it should.
» Investigating the sensitivity of the model to its parameters, initial conditiong, and

relationships by varying them ina systematic way. This will show which ones have a
particularly significant impact on the results and may therefore be important policy

levers.

» Replicating the reference m

Using the model

Once the model has been tested and both modeller and client have confidence in its

reliability and validity then it can be employed in various ways. Onc common way 1s to
use it like a flight simulator for training purposes, o put managers in dificult situarons
e consequences would be. It can also be used

and see how they would react and what th
to explore the consequences of different scenarios for the future. This might just involve
minor changes to the parameters or major changes to the whole feedback structure.

Equally, the model can be used to test different policies or strategies within the same

environmental conditions.

System Dynamics in Practice

There are many examples of CLDs and SD models in the text books already referred to.
Also the various software packages that come with a wide selection of ready-built
models. Morecroft and Sterman’s {1994) edited book contains several case studies as

well as theoretical and practical discussio
the Operational Research Sociely (30(4), 1999
as well as more general overviews. The following are rec
Gonzalez-Busto and Garcia (1999); McCray and Clark (1999};
(1999); Wolstenholme (1999a); Bajracharya, Ogunlana, and Bach (2000);
and Roberts (2000); and Lane, Monefeldt, and Rosenhead {(2000).

With regard to the use of SD within multimethodology,

on SD that also has a variety of case studies
ently published case studies:

n. There is a special issue of the Fournal of

van Ackere and Smith
Dangerfield

it is probably most often
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combined with SSM (Cavana et al., 1996; Coyle and Alexander, 1997) and with cog-

nitive mapping, which is closely related to CLD (Ed
B . ’ ’ 5 ’ ’ 19 . ‘
Williams, 1997; Bennett et al., 1997). e, 199% Ackerman, Bden, and

Decision Conferencing

Decision Conferencing is a workshop-based process which bears, at the very |

close resen?blance to the methods described in the previous ten ch;L ters ’It*‘?y Efa;tj )
been described as the achievement of shared understanding, the devziol rﬁcrztd;:h e
of COMmMON purpose, and the gencration of commitment to action (Plilillips 1;8596)[112
ff;ﬁ::(iséno;v:er;ﬁop maode employipg an independent, impartial facﬁitaté)r. And it
Nkes e ol e ime expert modelll.ng, usually computer-based, to achieve its aims,
There i re propositions to which proponents of PSMs could happily sign up.
nere 1 ght be some sensitivity about the word ‘expert’, with its possible connotation

cxclusivity, and about the reliance on computers.) The difference, however, lies in th

types of models commonly deployed in Decision Conferences. J SR

Origins of Decision Analysis

glelﬁe_we neec? 10 track back to an earlier period in the history of modelling in support of
dtf(:}s?on-rnakmg..ln the 1960’s a way was developed of formalizing the choice between
};C.ISIOH alternatives when there was uncertamty about future events which affected
their consequences (Raiffa and Schiasffer, 1961; Howard, 1966; Raiffa, 1968). T hié W;a,s
EESt Conll)monly rcp.rcsent.ed as a branching decision tree, and the coinsequences were
expir;b?d ea onﬁ—duner;mc;nal performance measure {often in practice traded-off and
ssed m cash terms). The developments of this a lecisi
sed s approach are known as d

analysml, for full accounts see French (1986; 1989), Watson and Buede (1;876615103

Goodwin and Wright (1998), | b
mu']jtll}lsl fo‘rr'nul-atmn was extended by Keeney and Raiffa (1976} to allow for there to be
ple criteria, and th? a.p.proach developing from this innovation became known, not
:;rpnsmgly{ as multl-crlterla decision analysis (MCDA) — though multi-attribute u::i]ity
infgthAFT)lls a mﬁre é)recise name. One of the features of this approach was an

rest, not only in the branching tree of decisions, but also i I
objectives held by the decision maker. That is, a luc e is constru o i o
) $ : tis, a ‘value tree’ is constructed, with th '
general objectives at the top, each of which is subdivided i ‘ e which oy
o (v X h 1s subdivided into components, which ms
again be suEdlv}llded etc. It becomes necessary, therefore, hoth to weipg'ht the ;lvm;;:olnzlrjti
against each other at each level, and to score any alt i ion h
a s > tive action on each of the
basic sub-components of the tree. The f o may e euablishing
. The formulation may or may not invol ishi
the probabilities of outcome, and their i ion i A
> , elr meorporation into the calculati ! '
treatment of MCDA, see Belton and Stewart (2001). e colevtations. for @

Decision Conferencing

The information that is needed for these models can impose considerable demands
on the decision-maker, and there arc now a wide range of alternative methods which
tackle this problem in different ways — sce DETR (2000). All of these variants are maost
often used in the traditional manner, with expert analysts elicitng information, oper-
ating on it, and reporting results to clients. The details of their different mathematical
formulations are not the issue from the stand-point of this book. What is relevant is the
fact that they can in many cases be used in participative mode. This mode is known as

‘Decision Conferencing’.

Workshop-based Decision Analysis/MCDA

There is an absence of full-length descriptions of Decision Conferencing — accounts are
ofien a few paragraphs to a few pages either within a description of Decision Analysis/
MCDA more generally, or as prefacc to a case study (Phillips, 1989, 199 Watson and
Buede, 1987). However the general structure of a Decision Conference is quite clear,
and in most respects similar to that of a PSM workshop.

The conference itself will last two or exceptionally three days, and be located away
from the participants” workplace. Sometimes there may be a sequence of conferences
held at intervals. All the key players need to be present, and the conference is run by a
team of two or more facilitators, Generally the fead facilitator will meet the chief client
i advance (o ensure that the issue is appropriate, and to set expectations.

At the conference itself there will be broadly three phases — of formulating the nature
of the problem, of model building, and of exploring its implication for decision. Belton
and Stewart (2001) call these phases problem structuring, model building, and using the
model to inform and challenge thinking.

Belton and Stewart’s first phase, prqblem structuring {sometimes called ‘problem
framing’), is concerned with the identification of the problem or issue — who are the
stakeholders, what are the goals and values, the alternative courses of action and con-

straints, what are the relevant environment and the prevalent uncertainties? There is an
evident convergence here with PSMs, and indeed there is growing experience of the use
of PSMs to assist with the framing phase (Belton, Ackerman and Shepherd, 1997; Bana
e Costa et al., 2001).

There is no firm line between the second and third phases. There is general agrec-
ment that the model is not ‘an objectively faithful representation of the problem’
(Watson and Buede, 1987), and that its role is not as a finished object to be used to
identify optimal solutions. Rather it serves as a vehicle for the ongoing discussion of
1990) emphasizes that the model is a rough one con-

issues between the parties. Phillips {
ail only in so far as the diflerences seem to matter.

structed rapidly; it is explored in det

Modifications are proposed and tried out successively; re-weightings and Te-SCorings are
conducted, which often demonstrate their negligible impact on the model’s outputs.
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The initial output of a model may not be in agreement with the group’s intuitive
preferences. In this case both the model and the intuition are challenged, which ma -
surface tacit objectives or generate new options. This process continueg unjtﬂ the qrouY
accepts the developed model’s implications for commitment. o

Wh?,t distinguishes the analytic dimension of different decision conferences from each
(?ther is the particular structure of model that is used. What distinguishes decision con-
fﬁrencles as a whole from the PSMs described previously is the nature of decision
analytic/ MCDA models as a category.

As regards diflerences between models, they may arise from the nature of the prob-
le@s that they are designed to address, from the process of elicitation and re-processing
of information which is adopted, from the software being used, or some combination oc{"
thesc dimensions. Thus, for example, the well-known HIVIEW and EQUITY software
packag:es cater, respectively, for problems of choosing between alternatives, and of
fﬂlocatmg resources. Other multi-purpose sofiware expliéitly within the MCDA tradition
includes V-I'S-A {Belton and Vickers, 1990) and MACBETH (Bana e Costa and
Vansnick, 1999).

These factors make for a great deal of variety within the field. However it is what
thes'e. various formulations within decision analysis/MCDA have & common that gives
decision conferencing certain aspects that are distinctively different from the PSM
workshop process. Evidently the mathematical expression of their problem will not, in
gencral, be comprehensible to the group members. Therefore there is considerable }re—
han(-:e on software that can improve transparency by demonstrating diagrammatically
th.e implications of the formulation, and of any changes to it that a;re 1.1];1(3161' consider-
:ElUOl’}. The mathematics does its work behind the scenes; group members accept the
implications through a combination of the transparency that is achievable, and trust in
the computer and in the facilitators. J

This feature becomes especially prominent in Belton and Stewart’s second, model
building, phase. While there are differences in individual style, it is not uncom;non tor
the lead facilitator and the computer and the computer display projected onto a large
screen to take centre stage in a way that would be extremely rare in a PSM worksh(;p
Indeed on occasion the technical demands of real-time modelling can be intense:
Wa?t-son and Buede {1987) suggest that a team as large as four may be needed — one to
facilitate, and the others to operate the software, take notes, and assemble summary
docu‘m.ents and visual aids. Quite commonly the decision conference takes place in a
sophisticated purpose-built facility with room for twelve participants at a circular table
and enclosed by whiteboards, screens with back-projection etc. There is thus a sharpj
contrast with the ambience (no fixed furniture, low tech, blu-tack) that characterizes the
typical PSB/I workshop for most of the methods described in this volume.

It n.rught appear that Decision Conferencing’s reliance on models that quantify
ObJ-ECtIVBS and combine them onto a single dimension would place a significant ideo-
Iogical' anc.l practical barrier between these two approaches. In practice %ecision Con-
ferencing is commonly used in an exploratory and non-optimizing way, so that what

References 287

unites Decision Conferencing and PSMs is on balance at least as extensive as what

separates them.
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18 Multimethodology — Muxing and
Matching Methods

John Mingers

Introduction

Most of this book is concerned with exploring particular, generally ‘soft’, problem struc-
turing methods. This chapter, however, is not about a single method(ology) but about
the possibility of combining together different methods, or parts thereof, within a par-
ticular organizational intervention. Different types of methods, such as hard and soft,
focus on particular aspects of the very complex world which dccision-makel-"s have to
deal with. Therefore, employing more than one method in combination will help to
address the different levels and dimensions of a problematic situation.

At its simplest, multimeihiodology just means employing more than one method or meth-
odology (I will generally talk of “methods’ but some approaches, e.g., SSM, are referrec% to
as ‘methodologies™) in tackling some real-world problem. For instance, one could be using
$SM but feel that some cognitive mapping might be useful in understanding how Cc?rtam
managers are thinking. Or one could use SSM as a whole to gain agreement on desirable
changes, and then build a sitnulation model to help implement them. Or you 'could do
some cognitive mapping and then develop this into a causal-loop diagram and ult]mat‘ely a
systern dynamics model. Tt is often sensible, especially for beginners, to use ope main or
overall methodology, such as SSM, and then augment it by bringing in techniques from
others. Alternatively, one can use several whole methodologies to address different parts of
the problem situation. The most ambitious approach is to link together different parts from
several methodologies, creating a design specific to the particular situation.

Why Should We Bother?

There are three main arguments in favour of multimethodology. The first is thgt real-
world problem situations are inevitably multidimensional. There jwi]l be physical or
material aspects, social and political aspects, and personal ones. Different approachejs
tend to focus attention on different aspects of the situation and so multimethodology 18

# Many terms you will come across can be used with different meaniigs, I have included a glossary at the end to
explain how I will be using them in this chapter




