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The endless cycle of idea and action,

Endless invention, endless experiment,

Brings knowledge of motion, but not of stillness;
Knowledge of speech, but not of silence;

Knowledge of words, but ignorance of the Word.

All our knowledge brings us nearer to our ignorance,
All our ignorance brings us nearer to death,

But nearness to death no nearer to God.

Where is the Life we have lost in living?

Where is the wisdom we have lost in knowledge?

Where is the knowledge we have lost in information?

T.S. Eliot
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Abstract

The structure of several amorphous hydrogenated carbon (a-C:H) samples has been
studied in detail using time-of-flight neutron diffraction, inelastic neutron scattering,
infrared spectroscopy and reverse Monte Carlo (RMC) computer modelling. Supple-
mentary work has also included combustion analysis. The results are presented as
evidence for a new structural model for a-C:H.

The high-resolution real-space neutron diffraction data allows direct determination
of the single:double bond ratio, and also shows the presence of sp! hybridised carbon
bonding environments in some samples. There is limited evidence for the presence
of molecular hydrogen “trapped” within the amorphous network. The spectroscopic
data is then used to provide information on the C-H bonding environments, so that
using a combination of experimental techniques a detailed picture of the atomic scale
structure has been produced.

For the hard carbon samples, prepared using acetylene and propane, the carbon-
atom sites are found to be predominantly sp? bonded, with a single:double bond
ratio for carbon-carbon bonds, of about 2.5:1. The effect of beam energy on the
structure of the material is also investigated, and comparison made between samples
prepared using a fast-atom (neutral particle) source and those prepared by plasma
enhanced chemical vapour deposition, from acetylene. The results show that in both
deposition methods, increasing the beam energy produces a lower total sp? hybridised
carbon content in the material with evidence for a shift from pure olefinic to some
aromatic/graphitic bonding in one sample. This trend to a more aromatic bonding
environment is also observed in samples prepared from a cycloliexane precursor,

The spectroscopy results show that for all samples the hydrogen bonding environ-
ments are similar, although there is some evidence for changes in the distribution of
hydrogen within the network with deposition energy. The spectra for all the samples
show similarities to those for the polymeric materials, polyethylene and rubber.

In addition, the results of a study of the structure of a-C:H up to a maximum
of 1000°C are presented. The data show clearly the effect on atomic correlations
of elevated temperatures, with the initial room-temperature amorphous network (a
mixture of single bonds and olefinic double bonds) becoming progressively aromatic,
then graphitic as hydrogen is evolved. Infrared spectroscopy results would seem

iv




to indicate that sp® CH is the primary source of hydrogen for effusion, such that,
on annealing, molecular hydrogen is formed wherever there are two neighbouring
hydrogen atoms. Structural transformations are seen to occur thronghout the heating
process.

Finally, the RMC method has been used to produce a model for the structure of a-
C:H, by fitting to experimental data from neutron and X-ray diffraction experiments.
The RMC method was implemented with the introduction of additional constraints on
the minimum number of atoms in a ring, and on the maximum coordination number.
Once the data has been fitted, it is possible-to generate model partial pair distribu-
tion functions, bond angle distributions, coordination number distributions, etc.. By
fitting all the experimental data sets simultaneously, there is sufficient information to
generate a viable “physical” model for the structure of these materials. The effects
of increasing number density within the model have also been investigated, and this
confirmed that the density is a crucial parameter in the modelling process.
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Chapter 1

Introduction

For a period of over two decades there has heen continual growth in our knowledge of
amorphous materials and our understanding of their properties, accompanied by their
technological exploitation. However, important questions concerning their properties
cemain unanswered - a situation exacerbated by the increasing complexity of novel
materials - and therefore amorphous materials maintain their position of fundamental
and technological interest. A prime example of this is the now extensive work on
amorphous hydrogenated silicon, a-Si:H [4]. In fact, as novel materials continue to be
generated, the range of questions only increases.

The material at the focus of this work, amorphous hydrogenated carbon, a-C:H,
is of particular interest as it may be prepared harder, denser and more resistant to
chemical attack than any other solid hydrocarbon [1, 5], which, together with the
high degree of transparency to the infrared and histocompatibility, have led to many
applications [6, 7]. The macroscopic properties are, however, critically dependent
on the conditions under which it was prepared [8]. a-C:H can be prepared in forms

varying from the soft polymeric {high hydrogen content with many -CHa- chains) at
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one extreme and graphitic (high sp? content, low hydrogen content) at the other.
Polymeric a-C:H are deposited under conditions having intrinsically low incident par-
ticle energies, whereas the graphitic analogue arises from deposition conditions in
which there are high incident energies which causes preferential sputtering of hydro-
gen. Hard, or “diamond-like” a-C:H form under conditions of intermediate deposition
energies, which result in a large degree of cross-linking and structural rigidity and an
intermediate hydrogen content [1].

In spite of the great potential of the material and the studies so far undertaken
(see for example [8, 9, 10]) the structure of these materials at the atomic level is
not fully understood; this is of course largely due to the range of potential bonding
environments, which allows a complex mixing of atomic-scale correlations.

Current models for the structure involve aromatic/graphitic clusters of sp?® car-
hon interconnected with a hydrogenated (or polymeric) sp® phase, where it is these
interconnections which are said to govern the overall mechanical properties of the
material; a more detailed account of these models can be found in the reviews by
Angus et al, [1] and Robertson [5, 8, 11, 12]. Data presented in this work suggest this
may be an unsuitable model for a-C:H, especially at higher hydrogen concentrations,
where sp? carbon concentrations are lowest.

This suggestion is supported by the recent results of Frauenheim et al. {13, 14] on
molecular dynamics simulation studies of viable structures. Their findings show a sys-
tem of short chainlike segments showing a markedly low tendency towards aromatic-
ity. The sp® atoms are interconnected by homogeneously distributed sp® chainlike
segments. One must bear in mind the limitations of finite box-size (in this case 64-
192 atoms) simulations using approximated potentials, but the molecular dynamics

results are clearly af variance with the current models.
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The precise nature of the bonding in a-C:H obviously has a crucial role to play
in determining the bulk properties, particularly the sp® : sp® ratio, as these two
carbon bonding environments lead to vastly different physical characteristics (for
example, diamond and graphite). Of the studies carried out hitherto the results have
given sp® : sp” ratios varying between 1:2 and 2:1, depending on exact deposition
conditions, with optical band-gap measurements consistent with the current model of
a high degree of clustering of sp? carbon sites which would indicate that intermediate,
as well as short-range order is important. NMR [15, 10, 16, 169], however, provides
reliable information on this ratio and suggests that sp? atom concentrations will be
slightly greater than that for sp® atoms for most a-C:H samples. New NMR results
[17] provide a very much more detailed picture on these structural questions.

Attention should also be drawn to the important role played by hydrogen in deter-
mining the properties of a-C:H; a role whicli is crucial to a full understanding of the
material. Within the Robertson model, for instance, the hydrogen is seen to stabilise
the sp® regions, reducing the number of network-terminating bonds, and therefore
leading to a maximum hardness at intermediate hydrogen concentrations. Inelastic
neutron scattering and infrared spectroscopy can be used to focus on the hydrogen
vibration modes in a-C:H and can therefore act as detailed probes for looking at the
hydrogen bonding environment. Another question which will be considered concern-
ing the role of the hydrogen in a-C:H, is the possible existence of molecular hydrogen
“trapped” within the network.

Diffraction experiments on the other hand provide an opportunity to obtain di-
rect information on interatomic distances and on the average numbers of atoms in
each coordination shell. These have been mainly limited to X-ray [18] and electron

diffraction [19] thus far; both these probes interact with the electrons surrounding
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the nucleus rather than the nucleus itself, and as a consequence of this light elements,
especially hydrogen, are virtually invisible and therefore not well detected by these
methods. Also the range of data available in k-space is intrinsically too restricted
to allow the extraction of high-resolution real-space information. In particular, it
is not possible to distinguish different carbon bonding environments on interatomic
separations alone; only the mean separation and coordination may be used, with the
additional concern that coordination numbers are hard to determine accurately on
the basis of X-ray or electron diffraction data.

Neutron diffraction, especially from a pulsed source, overcomes this problem by
allowing a significantly wider dynamic range, and with its reliance on scattering from
nuclear centres rather than clectron distributions, enables the hydrogen bonding en-
vironment of a-C:H to be studied. Moreover, the interference function (or structure
factor) derived from a neutron diffraction experiment may be placed on an absolute
scale: the data are fully quantitative.

The neutron diffraction data presented here is of superior real-space resolution to
that available hitherto and the information derived from it has been used to discuss
the validity of current models for the structure of a-C:H. Complementary studies
using inelastic neutron scattering and infra-red spectroscopy have enabled a detailed
investigation into the hydrogen bonding environment, as well as being suggestive
of the nature of the network structure. For two samples in particular magic angle
spinning (MAS) NMR measurements {17} and molecular dynamics (MD) simulation
results [14] have provided significant additional information and a combination of all
these results has led to the suggestion of a modified structural model for a-C:H.

The effect of temperature of the structure of a-C:H has also been investigated by

neutron scattering and infrared techniques, up to a maximum temperature of 1000°C.
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This is important since many of the applications of a-C:H are as hard coatings which
may be required to withstand conditions of extreme temperature (and pressure).

Tn addition, the Reverse Monte Carlo (RMC) method has be used to “model” the
data obtained from neutron diffraction experiments. RMC is a method for producing
three-dimensional models of the structure of disordered materials that agree quantita-
tively with the available data, usually diffraction data. Although the model produced
must be consistent with the experimental data it cannot be regarded as unique given
the intrinsic limitation imposed by using a one-dimensional basis data-set. Unlike
MD and other Monte Carlo-based simulation methods, RMC requires no interatomic
potential, and it also allows complete data-sets Trom different sources e.g. diffraction
of neutrons and X-rays, to be fitted simultaneously. These factors make it appealing
in the study of a system such as a-C:H where an interatomic potential is difficult to

define, but a range of high quality experimental data is available.




Chapter 2

Amorphous hydrogenated carbon,

a-C:H

Introduction

In order to understand why a-C:H is such a complex material, it is necessary to
take a fairly detailed look at the types of bonding that may be present, particularly
the different carbon bonding environments, In this Chapter the bonding and structure
of a-C:H are examined, and structural models are discussed. These are then related
to the properties of these materials, and their applications. Since the structure of
a-C:H depends on the conditions under which it is prepared, a discussion of growth

processes and mechanisms concludes this Chapter.

2.1 Carbon

Carbon is the most common and probably the most widely studied of the known
elements. The electronic structure of the carbon atom (15%25%2p*) makes this element

unique in its ability to form three different types of chemical bond, i.e. three different

6
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hybrid electronic orbitals: sp',sp® and sp®. Consider, briefly, the characteristics of

each of these hybridisations:

sp° (found in diamond)

Fach of the four valence electrons (2s22p?) forms an sp® hybrid orbital which is
tetrahedrally directed and can form a strong o-bond with an adjacent atom. Tn this
case, each carbon atom is 4-fold co-ordinated. This type of bonding is commonly

called a “single bond”, denoted C-C.

sp* (found in graphite)

Three of the four valence electrons form trigonally directed sp? honds (the strong
intralayer o-bonds in graphite), while the remaining valence electron forms a pr
orbital perpendicular to the (trigonal) bonding plane, which can produce weak 7-
bonds by overlapping with neighbouring r-orbitals (the weak interlayer m-bonds in
graphite}. This 7-bonding is sometimes referred to as unsaturated bonding, or a
“double bond”, denoted C=C. With sp? bonding the carbon atoms are 3-fold co-
ordinated. It should also be noted that there are three different kinds of sp? bond
which have different bond lengths: graphitic (1.424), aromatic (e.g. cyclohexane,

1.395A) and olefinic {e.g. ethene, 1.34A).

sp! (found, for example, in acetylene, C,H,)

T'wo of the valence electrons form linear sp! hybrid orbitals which result in the forma-
tion of strong o-bonds, and the remaing valence electrons form Py and p,7w hybrid
orbitals (see diagram below). Carbon in this bonding environment is only 2-fold

co-ordinated and this type of bond is commonly known as a “triple hond”, denoted
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C'=C. Note that structures containing sp' bonding usually require elements other
than carbon to be stable.

Schematic diagrams to represent each of the hybrid orbitals are shown in Figure

C—C (saturated) C=C (unsaturated) C=C

Figure 1: The three hybridisations of carbon.

The ability of carbon to form these different hybrid orbitals is due to the small
difference in energy between the 2s and 2p clectronic levels, and more details about
hybridisation in carbon can be found in [20].

Perhaps the most familiar forms of carbon are diamond and graphite, but other
forms do exist. Graphite is the most stable structure and the atoms are in a hexagonal
layer arrangement, Each carbon atom is sp? bonded and has three nearest neighbour
atoms in a two-dimensional arrangement (o-bonded). The remaining 7-type orbital
lies perpendicular to this plane as a “dangling bond” (or 7 electron band). Cubic
diamond on the other hand (the most common and tetrahedral form) is a metastable
structure. Like all other metastable forms of carbon, cubic diamond is stable under
high pressure and temperature conditions. Tt has a tetrahedral structure with only sp®
bonding, without any “dangling bonds”. The four other metastable carbon structures
are: hexagonal diamond (Londsalite) [21, 22], another hexagonal phase (Chaolite)
[23, 24] and two other cubic phases [25, 26]. The properties of each of these different
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phases obviously depend on the nature of the carbon bonding i.e. the hybridization
state of the carbon. At present, however, the characterisations of amorphous forms of
carbon (and hydrogenated carbon) tend to refer to the known properties of diamond

and graphite, and this comparison has been continued in this work.

2.2 The structure of a-C:H

Most authors seem to agree that a-C:H contains a mixture of sp?, sp® and (sometimes)
sp' carbon bonding. By whatever method the sample was deposited, the structure
is consistently intermediate between diamond, graphite and hydrocarbon, and can
contain variable amounts of hydrogen, sp', sp?, and sp® bonding. For example, forms
of amorphous carbon with an almost entirely diamond-like structure are known to
exist [27). For a-C:H, however, the main questions concern the distribution of sp?
and sp® carbon in the structure, i.e. is there a random network of sp? and sp® carbon,
or does the sp® carbon exist as graphite-like clusters as the theorctical arguments of
quantum chemistry [8] seem to suggest?

It is also necessary to consider the role of hydrogen. There is evidence [16] that
hydrogen tends to satisfy any “dangling bonds”, so, primarily, hydrogen incorpora-
tion will saturate 7-bonds thereby converting sp? carbon to sp® carbon sites. Most
studies agree that hydrogen honds to both sp® and sp® carbon, but preferentially to
sp® carbon. For example, infra-red data [28, 29, 30] find mainly sp® C-H bonds in
hard a-C:H, and find sp® CHgs, sp® CH; and sp? CH, bonds in soft a-C:H. The incor-
poration of hydrogen is also found to lower the density of the material [16]. This is
not primarily an effect of the low mass of the hydrogen atom, but reflects a reduced
amount of cross-linking of the carbon network due to the presence of hydrogen. Hy-

drogen incorporation and/or graphitic bonding both tend to result in a reduction of
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the average co-ordination number [1].

So far we have only considered bonded hydrogen, however, there is evidence to
suggest that a third to a half of the hydrogen in a-C:H is not chemically bonded to
carbon [31, 32, 33]. The role of hydrogen still seems unclear, but experiments suggest

the following possibilities:
1. bound and in clusters [32]
9. intercalated between turbostatic graphite layers [34]
3. chemisorbed on internal surfaces [35].

The presence of hydrogen not bonded to carbon may also indicate the presence of
microscopic and macroscopic voids throughout the volume of the material, indeed, in

an amorphous carbon sample a void network has been found [36]).

2.92.1 Structural models

The simplest model consistent with I1:C and sphisp® ratios is a “Polk-type” [37]
model, which consists of a covalent random network of tetrahedrally and trigonally co-
ordinated carbon atoms with some bonds terminated by hydrogen [38, 29]. This model
gives a simple, homogeneous structure, however, experimental data suggests that the
structure should be more heterogeneous. In the interpretation of optical constants,
Smith et. al. [39] envisaged a multiphase structure of amorphous, graphitic, diamond-
like and polymeric regions with a heterogeneous distribution of hydrogen over the
different carbon fractions. Electron spin resonance (ESR) [40] and electron energy
loss spectroscopy (EELS) [41] experimental data suggested a structure where regions
of polycyclic avomatic hydrocarbon are interconnected with sp® carbon. However, the

model most commonly used in the interpretation of experimental results at present,
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is the non-crystalline “2-phase” model [41], which originated from electron diffraction
data [19]. The first phase consists of m-bonded (sp?) clusters which are embedded
in the sccond phase, a major sp® bonded phase which in hard a-C:H is highly cross-
linked and in soft a-C:H is a polymeric hydrogenated phase. This model was adopted
by Robertson in his quantuim chemical calculations, and is discussed in more detail

in Section 2.2.3. A summary of this model is given in Table 1 .

sp? phase sp? phase
evaporated a-C sheets sheet rims
a-C:H small clusters sp® or polymeric matrix
L determines electronic properties | mechanical properties

Table 1: Summary of the 2-phase model.

2.2.2 Electronic structure

Before we can appreciate the theoretical work of Robertson on the 2-phase model, it
is first necessary to consider briefly the electronic structure of a-C:H. For a complex
system such as this, the electronic structure is by no means straightforward, and more
detailed accounts can be found in [42}.

For any system, the atomic and electronic structure are obviously intimately re-
lated. Tn section 2.1 we saw that carbon can form 7 and o-type bonding, therefore
clectrons can reside, depending on the carbon bonding environment, in -, o-honding,
of *-, o*-antibonding states. The filled 7 and o states form the valence band and the
empty 7* and o* states the conduction band. The electronic structure of the carbon
atom (1s22s22p?) has no core p electrons, so that the 2p electrons feel the full core
potential, The 2s clectrons, however, feel a pseudopotential with the short range part

screened out by the inner s electrons. This means that, relatively, the 2p orbitals are
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more tightly bound that the 2s orbitals, which leads to a stabilization of sp? bonds
compared to sp® bonds (the difference in stability between graphite and diamond
is 0.03eV at normal temperature and pressure). Therefore the 7-states (which are
associated with sp® sites) lie closest to the Fermi level and control the size of the
band gap. A schematic representation of the electron density of states for diamond,

graphite and a-C:H is shown in Figure 2 [12].

diamond graphite a—C:H T w

Figure 2: A representation of the electronic density of states for diamond, graphite
and a-C:H.

From the diagram above a very obvious difference in the electronic structure is
made plain: the size of the band gap. In diamond the band gap between the valence
and conduction states is relatively large, making diamond a poor conductor. On the
other hand, for graphite there is no band gap, although a minimum in the DOS does
occur at the Fermi encrgy, Ep, giving graphite its properties as a good conductor.
The third diagram is for a typical a-C:H sample and shows that although there is
a band gap, it is not as wide as that of diamond, which means that a-C:H can be
treated as a wide gap semi-conductor. Of course, the size of the band gap in a-C:H
is sample dependent and is related to the sp?:sp® and C:H ratios. But the nature of
a-C:H, intermediate between diamond and graphite, is clearly shown.,

m and ¢ electron states behave very differently. For the o-states the bonding is

A
filled emply filled empty filled empty
valence conduction  valence conduction  valence E, conduction
states states states stafes states states

ANVaYAY YaYaN )
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very localised and so o electrons control the short range order of the network, i.e. bond
lengths and angles, leaving the long range order undefined. The 7-states are much
more complex: they can form localized bonds, as in ethylene, and resonant, non-local
bonds, as in graphite and benzene. 5o, in this way,  electrons may introduce medium
range order into the structure.

To a good approximation o and 7 states may be treated separately since in the
planar sp? sites the electronic orbitals lie perpendicular to each other, and also because
the states tend to lic in different energy ranges so the extent of coupling between them

is reduced.

2.2.3 The 2-phase model: the Robertson model

Robertson took the 2-phase mode] and used theoretical calculations to obtain detailed
information on the nature of the two phases, particularly the extent and structure
of the sp? phase. Omne reason for first proposing a model with aromatic clusters
cmbedded in an sp® matrix was the relatively small band gap measured for a-C and
for many a-C:H samples. This cluster model was developed using Huckel calculations
to model the electronic density of states measured experimentally. A key feature of
this method is that creating a band gap at Ep will lower the energy of the occupied
states and stabilise the structure.

The Huckel model [43] uses a simplified tight-binding Hamiltonian considering
only the w orbitals and nearest neighbour interactions. In this way sp® sites are seen
as blocking the 7 interaction from passing through that site (as there are no w states
present at that site). So the Huckel model maps the C-H network onto a series of
s-bonded clusters and finds a stable structure by maximising the total binding energy

per site (Fyor) of each cluster.
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Investigations using many possible structures have led to the following observations:-

1. Clusters tend to be planar.

9. There should be an even number of sites in each cluster.

3. Olefinic chains are not particularly favoured.

4. Pl is dramatically reduced when aromatic rings form in the structure.

5. I is increased if the aromatic rings are fused into layers => graphitic (layer)

clusters are favoured over acenic (row) clusters.
6. Compact clusters are favoured over acenic clusters.
7. Quinoid groups are unfavoured.
8. 4-, b-, 7- and 8-fold rings are unfavoured.

Using this information therefore, we can see that the band gap depends mainly on the
MRO, i.e. the degree of clustering. For example, the Huckel model gives the following

results, where M is the number of vings:

o for hard a-C:H, typical band gap = 1.2¢V: M=25 (largest clusters), M=6 (av-

erage cluster)

o for soft a-C:H, typical band gap = 2.5¢V: M=5 (largest clusters), M=2 (average
cluster).
The important conclusions from this model are that w-bonding strongly favours aro-

matic rings over olefinic chains and favours the clustering of separate rings into

graphitic sheets, making aromatic ring clusters the dominant sp? site species, Bredas
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and Street [44] independently reached the same conclusions using a more sophisti-
cated model. Also, experimental data from optical absorption, Raman spectroscopy
and luminescence spectroscopy are consistent with this model {8].

Note that a necessary part of the Huckel model is that o and 7 states can be
treated separately. This is justified because the sp? clusters tend to be planar so that
parallel m states on adjacent sites tend to lie perpendicular to the o-bonding plane.

However, any warping or cross-connection of sp? layers may produce o-m mixing.

2.3 General properties of a-C:H

The properties of a-C:H depend primarily on the nature of the bonding in the ma-
terial i.c. sp*:sp® and H:C ratios, etc., and these quantities obviously depend on the
conditions under which the sample was prepared (a relationship which will be exam-
ined in sections 2.6, 2.7. It will be seen that the most important parameter is the
jon impact energy. Figure 3 shows the types of films produced at different impact
energies for a-C:H deposited from a hydrocarbon source.

As can be seen from this diagram, the properties of a-C:H can vary widely, with
a range of many orders of magnitude between diamond and graphite [1, 45, 46].

Koidl et. al. [47, 48) suggested that for some a-C:H samples deposited by plasma
deposition the properties are independent of the source gas. This is hased on the fact
that at high bias voltages the source gas essentially decomposes and maintains none of
its original characteristics. However, it was found that although optical and electronic
properties follow this rule quite swell, other properties such as density, refractive index
and hardness do not. According to Tsai [49], density, hardness, stress and optical
and clectrical properties are primarily determined by the hydrogen content of the

material. If we consider the density of an a-C:H sample, for instance, this will depend
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Figure 3: The nature of a-G:H as a function of impact energy [1].
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“buried/trapped” within the structure,
(see Table

on whether the hydrogen is bonded or just
and so the range of densities reported for these materials is quite broad
2). And we must also take into account the fact that the microscopic density of the
sample may be considerably less than the bulk material due to the presence of voids.
So, the properties of a-C:H are fairly complex and can be extremely varied. Table
2 gives a comparison of some of the properties of two a-C:H samples with those of

diamond, graphite and polyethylene.

Sample Density | Hardness | % sp° | at.% H| Gap Reference
(gem™®) | (GPa) (eV)
Diamond 3.515 100 100 5.5 [50]
Graphite 2.267 0 -0.04 [51]
a-C:H 1.6-2.2 10-20 30-60 | 10-40 | 0.8-1.7 [52]
(hard)
a-C:H 0.9-1.6 <5 50-80 | 40-65 | 1.6-4 (52, 53]
{soft)
Polyethylene |  0.92 0.01 100 67 6 [54]

Table 2: A comparison of some of the properties of a-C:H with diamond, graphite
and polyethylene.

Also, a-C:H is generally chemically unreactive to the extent of being inert to

organic solvents and inorganic acids including HF.

For some a-C:H materials contamination during deposition, depending on the
process, often occurs. The most common contaminants are O, N and inert carrier gas
atoms such as Ar, Kr. Inclusions of relatively large graphite fragments can also be a
problem for some deposition methods.

Having discussed the general properties of a-C:H, let us consider in more detail

three specific properties which lie at the root of many of the applications of a-C:H.
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2.3.1 Electrical properties

The electrical properties of a-C:H are determined by the proportions of sp® and sp®
bonding and their distributions within the structure, and therefore have a strong
dependence on deposition parameters. Generally, the experimental measurements
are consistent with a structure containing both sp® and sp® carbon, and as the sp?
fraction is increased there is a greater probability of orbital overlap and thercfore
there is enhanced conductivity through extended states [55, 56]. So, a high electrical
resistivity tends to result when polymeric and sp® components are dominant. The
resistivity of a-C:H can be up to 12 orders of magnitude higher than that of a-C
[57) due to the stabilisation of sp® bonds and the passivation of “dangling” bonds
by hydrogen: C-H bond formation reduces the density of states in the gap which
results in increased resistivity. According to [65], percolation theory implies that at
least 50% of the carbon atoms must be sp? bonded to give appreciable conductivity,
which would indicate that there should be an interconnected network of 7 orbitals
throughout the structure.

There are three observed conduction mechanisms in a-C:H :-

1. hopping between states near Fp

2. thermal activation to a higher density of localised states near a mobility edge
3. thermal activation and conduction in extended states above a mobility edge.

However, the dominant process is hopping between localised states [41].
So far, doping of a-C:H has only caused an increase in conductivity of a few orders
of magnitude [58], although the effects of doping are greater in some circumstances,

especially for a-C:H produced at higher temperatures [59]. In a-C:H doping is not
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seen to be simply substitutional, but involves a combination of substitutional and
self-compensation processes [60].
Summaries of the dielectric properties of a-C:H are given by [61, 62]: dielectric

constants for a-C:H range from 8-12 and breakdown voltages are ~ 105Vem™!,

2.3.2 Mechanical properties

In general the mechanical properties of a-C:II depend on the strength of the com-
ponent bonds and the extent of cross-linking in the sp® phase. They will always
be inferior to those of diamond due to the finite sp® and hydrogen content. Some
of the mechanical properties of a-C:H compared to those of diamond, graphite and

polyethylene are given in Table 3.

Young’s Bulk Shear  Poisson’s Yield Hardness

Sample  modulus modulus modulus ratio stress (GPa)  Reference
(GPa) (GPa) (GPa) (GPa)
diamond 1050 442 478 0.104 59 103 (501,[63],
[64],[65]
graphite 686 [64]
a-C:H 145 52 24 0.4 9.7 16 [66],[67]
(hard)
a-C:H 55 53 31 0.2 31 6.3 [66],(67]
(soft)
polythene  ~0.1 0.01 [54]

Table 3: Some mechanical properties of a-C:H compared to diamond, graphite and
polythene (c.f. Table 2).

Hardness is one of the most important and exploited properties of this material.
A high hardness is generally associated with high cohesive energy, short average bond
length and a high degree of covalent bonding. Measurements of harduness are difficult

to obtain for a-C:H as all samples are produced in the form of thin films, however,
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looking at the values given in Table 3 and the qualitative observations of [68, 69], we
can see that hardness depends strongly on the growth/deposition conditions.

Diamond has a low friction co-efficient so it is expected that a-C:H will generally
have a similar frictional behaviour, but with a higher absolute value for the friction
co-efficient. Values in the range 0.01-0.28 have been measured [70, 69] for a-C:H.

Wear can occur by several mechanisms (e.g. adhesion, abrasion, tribochemical).
The abrasive wear rate of a-C:H varies systematically with hydrogen content, since
hydrogen reduces the amount of cross-linking in the network and as it can only form
one bond, acts as a network terminator {71]. In one particular study [16], an increase
in hydrogen content from 0 to 60% led to a decrease in hardness and an increase in
the weat rate of a-C:H by a factor 10°. Thus wear can be an important limitation in
the applications of a-C:H films.

Adhesion is the capacity of a film to remain completely attached to the substrate
when the couple is subjected to mechanical sheer or tensile stress [49]. It characterises
the rupture strength of the coating [substrate interface and is a very important consid-
eration in many applications of a-C:H, since a coating is only as good as its adhesion
to the substrate. Very good adhesion is usually achieved by CVD and ion-plating
techniques [72], and sputtering usually results in fairly good film-substrate adhesion.
Adhesion is generally limited by the substantial internal stress that a-C:H films usu-
ally possess. These tend to limit the adhesion of thicker films especially, and their
potential applications. Internal compressive stresses of up to 101°Nm~? have been
measured for some a-C:H films [70, 73]. Residual stress develops during deposition
due to processes which impede atomic rearrangement, for example, differential ther-
mal expansion, incorporation of impurities, structural re-ordering, etc., and the total

stress tends to increase with the film thickness. So, adhesion depends on the substrate




CHAPTER 2. AMORPHOUS HYDROGENATED CARBON, A-C:H 21

and the deposition method: the best adhesion is to carbide forming substrates, e.g.
Si, Fe, Ti. Both adhesion and internal stress thereby determine the stability of the
coating/substrate composite, and therefore the durability of the component.

Note that measurements of tribological behaviours stich as those mentioned above,
are closely related to the testing environment, and that wear and friction are not
intrinsic properties of the material, but depend also on the substrate onto which it is

coated.

2.3.3 Optical properties

Like the electrical properties, the optical properties of a-C:H are dominated by the
relative amounts of sp® and sp? bonding, such that optical transparency is a result
of dominant sp® and polymeric components. a-C:H has a characteristically large
refractive index, 1.8< n <2.3 [74, 75] (c.f. for diamond n=2.4), where low index a-
C:H tends to be more polymer-like a-C:H. The most important point about optical
properties, in terms of potential applications of a-C:H, is that the materials can quite
easily be tuned by the deposition parameters [75) to suit particular requirements.
This is one reason why most of the applications of a-C:H are in optical coatings (sce

Section 2.4).

2.4 Applications

Many applications of a-C:H arise to a large extent because of the combinations of
unique properties these materials possess. The main useful propertics are: trans-
parency (to IR), electrical insulation, high breakdown voltage, high thermal conduc-

tivity, chemical inertness to most acids, bases and organic solvents, barrier properties,
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hardness, good adhesion to many substrates, low friction co-efficient, wear resistance
and smoothness.

Most applications have been as coating materials, especially as a hard, inert, trans-
parent optical coating material, and most make usc of the “diamond-like” properties
(hardness, chemical inertness, transparency in IR, high refractive index). The possi-
bility of “tailoring” the properties of the deposited material for specific purposes is
advantageous for many other applications apart from optical ones, including protec-
tive films for magnetic recording materials, heat sinks, solid state devices, moisture
barriers, low friction coatings, hard coatings for mechanical tools, and protective coat-
ings compatible with body tissues for medical application [76, 77, 78, 79, 80]. The
low deposition temperature also means that a-C:H can be applied to a wide range of
substrate materials, however, there can be problems caused by high internal stresses,
poor adhesion and poor thermal stability.

Let us briefly list a few specific uses of a-C:H in optics and medicine:-

e Optical - protective coatings for plastic lenses [81]; coatings to improve the
transmission of Ge IR optics [82, 47}; coatings for optical elements in high
powered lasers [83]; coatings to increase optical loss [83]; coatings on glass fibres
to reduce loss of strength with time due to corrosion by water vapour and stress

[84, 85]; and for the future perhaps, selective absorbers for solar heating panels.

o Medical - blood compatible coatings for use in the artificial heart program
[86, 87]; tissue compatible coatings for artificial organs or biological implants

(for the future).

It is in the area of medical coatings that we will perhaps gain the most direct

benefit from these materials. a-C:Il is particularly useful in this context as it is
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not automatically rejected by the body’s immune system i.e. it is histocompatible,
is biologically inert to blood contact, can prevent harmful substances from artificial
organs (such as plasticisers) from lecching into the blood, and conversely, can prevent
blood components leeching into the artificial implant and degrading its performance

and lifetime.

2.5 Deposition methods

A variety of methods are currently used in the production of carbon films, however,

these can all be characterised in terms of these basic approaches:
1. bombardment of a substrate or target with energetic species, and
9. chemical reactions involving hydrocarbons and hydrogen.

Before considering the detailed preparation of the a-C:H samples studied in this work,
let us briefly look at the three principal deposition methods. Most of the commonly

used methods are modifications or variations on one of these three techniques.

(i) Ton beam deposition (IBD)

Low energy (~ 10eV - 1000eV ) carbon containing species impinge on a target material

or substrate. Variations on this method include:

mass-selected ion beam deposition (MSIB)

_ carbon containing ions are selected according to their mass and the energy

and momentum of the impinging species is thereby controlled.

sputter ion deposition




CHAPTER 2. AMORPHOUS HYDROGENATED CARBON, A-C:H 24

- Art ions (usually) bombard a graphite target and sputter carbon containing

species from which the film is deposited.

dual ion or ion assisted deposition

- two sources of ions, one carbon containing and the other (usually) Ar¥, si-

multaneously impinge on the target.

(ii) Plasma deposition

Energetic species formed in a plasma derived from various hydrocarbon gases bombard
substrates placed on a (negatively or positively) biased electrode. Films prepared by

this method tend to have a relatively high hydrogen content.

(iii) Chemical vapour deposition

Chemically active hydrocarbon fragments react on the substrate to grow sponta-
neously the films, under rather unstable conditions. Typically, a high substrate tem-

perature must be maintained,

Obviously, different deposition methods result in films with different structural
characteristics. This has led to the development of many different techniques for the

production of films with highly specific properties.

2.6 Deposition parameters

In the previous section the general types of films produced by different deposition
methods were mentioned. Now a detailed discussion of the factors which will affect

the final film and the nature of the changes induced by variation of these factors will
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be presented, mainly with reference to jon heam deposition, although many of the

arguments also apply to other deposition methods.

1. Tmpinging species

Most deposition processes involve an anidentified mixture of several species, including
carbon ions (positive and negative) and atoms, hydrocarbon radicals and ions, carbon
cluster ions (C;), neutral species, and non-carbon species such as hydrogen and argon.
Geenerally, deposition from hydrocarbon species results in a high concentration of
hydrogen in the film (a-C:H); Ar is believed to sputter graphitic and amorphous
constituents preferentially, enriching the diamond constituent of the film; hydrogen
is believed to stabilise sp® carbon regions by the saturation of “dangling bonds” and

by preferentially etching graphitic constituents.

2. Ion energy

This is the primary parameter that modifies the properties of carbon films. The
term “thermal spike” is often used in describing the physical processes involved in
this modification. A “thermal spike” refers to the effective local temperature (and
pressure) changes produced on ion impact and is therfore related to the kinetic energy
of the impinging species. Although this is an extremely localised effect significant
modification of the film structure may result. Most carbon deposition systems use

species of a broad and sometimes unknown energy distribution.

3. Incident flux

Tncident flux has most influence on films prepared from thermal evaporation, although

it does have some effect in all deposition methods. Apart from its influence on the
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film growth mechanism, the incident flux can be associated with secondary effects
such as: substrate temperature, ambient pressure, charging of insulating targets, and

the ratio of primary atoms to residual impurity atoms.

4. Angle of incidence

Several phenomena that affect carbon growth are sensitive to the angle of incidence of
the impinging species, e.g. the sputter-etch rate, the penetration depth and the reflec-
tion co-cfficient of the bombarding species, Plasma deposition processes tend to have
a wide range of incident angles, while glancing angles are used for Ar bombardment
in jon assisted or dual beam deposition: although, generally, ion beam techniques use

normal incident angles.

.5. Nature of the substrate

The chemistry of the carbon-substrate system affects the adhesion and evolution of
the films: carbide forming substrates are more likely to form adherent films and have
a high reaction probability for carbon. Also, the carbon-substrate solubility and dif-
fusion rates determine the purity of the resulting film. The nature of the substrate
(amorphous, polycrystalline or single crystal, crystal orientation, phase) affects the
possibility of crystalline orientated or epitaxial growth, and the site occupation of
impinging species - collectively these are known as “mould” effects. In CVD pro-
cesses, surface roughness is known to induce the nucleation of diamond crystallites

and surface cleanliness is also important.
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6. Substrate temiperature

Substrate temperature influences the structure and the phase of the films by determi-
nation of the diffusion rate (of carbon, and of substrate substitutional and interstitial
atoms and vacancies) and the thermodynamic equilibrium of the carbon-substrate
system. CVD processes normally require clevated substrate temperatures, but in
IBD and plasma deposition, high substrate temperatures are often associated with

low sticking probability of impinging species and graphitization of the films.

7. Environment

Poor, uncontrollable vacuum conditions may be one of the reasons for poor repro-
ducibility of films in many deposition systems. Also, since some of the residual gases
are incorporated in the evolving films, a high ratio of deposition flux to residual gas
flux is needed - the purity of the film may be significantly affected if the practical

fluxes obtainable are not high enough to dominate the effects of a poor base vacuum.

2.7 Film deposition and growth

The relationship between the deposition parameters and the nature of the deposited
film is obviously not straightforward. In any deposition technique, there are many
chemical and physical processes occurring simultaneously, so that even if all these
processes are well-characterised in isolation, devising a scheme to describe their in-
teraction is very difficult indeed. This is not helped by the fact that many of the
deposition parameters described above are often unkn.own, or poorly defined. Nev-
ertheless, it is worthwhile considering the type of processes involved in deposition

and growth of these films and then looking in detail at how some of the deposition
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parameters affect the structure of the resultant film.
In a somewhat simplified description, there are three basic processes which con-

tribute to net film growth:
(i) shallow jon implantation, or “suplantation”, by hyperthermal species
(ii) continual surface deposition by thermal species, and
(iii) (sometimes) chemical reactions at the surface.

The last two on the list are fairly self-explanatory and are described by surface chem-
istry which will not be covered here. The interesting, and possibly the dominant,
mechanism in IBD is subplantation. The subplantation model for the growth of films
was developed by Lifshitz in 1989 [88, 8], succeeding the “thermal spike” model of
Weissmantel [45] and the explanation in terms of “preferential sputtering” by Angus

et. al., [1], although minor refinements of the original model have since been made.

2.7.1 The subplantation model

In the subplantation model, growth of the film occurs via the following steps:
1. Penetration by the bombarding species in the target matrix.
2. Stopping of the energetic species in the target matrix.
3. Occupation of a site in the host matrix.
4, Internal subsurface growth.
5. Change in the surface composition.

6. Determination of the film structure.
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The penetration deptl, trapping efficiency and distribution in the target material
depend on the type and energy of the bombarding species and the nature of the
target material (i.e. its mass, chemical composition, phase and crystallinity). Also,
some of the bombarding species may be reflected and therefore do not contribute
to the growth of the film directly, but may transfer energy to the target atoms.
Once the impinging species have penetrated the target surface, energy loss occurs by
three principal mechanisms: atomic displacements, phonon excitations and electron
excitations. These mechanisms can play a significant role in determining the final
structure of the film. Also, it is assumed that the trajectory and energy loss process
for each impinging atom are independent, however, this is not always the case, e.g.
for high fluxes of penetrating atoms, or for the impingement of molecules. In these
cases, the energy loss processes of two or more species simultaneously entering the
same region are interdependent.

The possible initial states occupied by the stopped atom are determined by the
host matrix, i.e. the matrix serves as a “mould” for the structure of the film. This is
especially important for films grown on crystalline substrates, where epitaxial and/ 0.1'
preferred orientation of the films may occur. With further impingement of energetic
species, re-crystallization may occur, due to collisions or compositional changes, and
atomns may be moved from their initial sites.

Continued penetration of the target matrix results in an increase in the concentra-
tion of bombarding species in the host makrix which form an inclusion of a new phase
and also produce outward expansion of the subsurface layer. As the process proceeds,
the surface (initially composed of substrate atoms) is sputtered and/or diluted by ion
mixing mechanisms until it consists of only projectile species. Therefore, for the case

of a non-carbon substrate, initially there is “heterodeposition” which will be followed
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by “homodeposition”.

‘The phase and structure of the evolving film are determined by:

(i) the “mould” of the host matrix - this determines the site occupancy of the
penetrating species and constrains the initial evolution of the new phase,

(ii) the preferential displacement of low displacement energy (F,) atoms, leaving
atomns with high Ey in their more stable positions,

(iii) the diffusion rates of vacancies and interstitials created in the deposition pro-
cess - if a high concentration of interstitials is formed, then an athermal spontaneous
transformation to a new phase occurs.

It should be pointed out that, simultaneously with the mechanisms described
above for the growth of films, processes are occurring which contribute to “erosion”
of the evolving filin, e.g. collisional and chemical sputtering. Therefore, for film growth

to happen at all, it is necessary that film growth processes exceed sputtering,

2.7.2 The roles of various factors in the subplantation model
1. Incident flux

Films generally evolve through three phases: carbidic — graphitic — diamond-like.
Firstly, penetration of carbon into the substrate matrix (M) forces the formation
of C-M bonds, even when no stable carbide is known. At high fluxes, the increase
in local carbon concentrations results in the formation of a two-dimensional carbon
layer (graphitic). If the local carbon concentration is increased further still, then a
three-dimensional carbon phase is formed - this may be graphitic or diamond-like

depending on the deposition conditions.
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2. Energy

The energy of the bombarding species is the critical parameter affecting the nature
of the resultant film. A minimum energy of 10s of eV or more is required for true
subsurface entrapment of the carbon and a small migration probability to the surface,
so the energy of the impingent species determines its penetration depth. For example,
for species with energy ~ lkeV, a very high flux is needed for the incorporation of
a local concentration of carbon and a substrate layer of at least ~ 30-50A has to be
sputtered before the pure carbon layer is exposed.

Energy is also an important consideration for the extent of sputtering and dam-
age. Preferential sputtering of graphitic and amorphous carbon constituents, en-
riching the diamond-like content of the film has been suggested as a mechanism for
diamond growth. However, no experimental or theoretical results support this; in-
stead, currently accepted mechanisms invoke the idea of preferential displacement,
! e. atoms in certain sites are more easily displaced than others. The experimentally
determined displacement energies (£54) associated with graphite (25¢V) and diamond
(80eV) (although there exists some disagreement about these values) suggest prefer-
ential displacement of low £y (graphitic and amorphous carbon) atoms, leaving high
Eq4 (diamond) atoms in their more stable positions. The number of displacements
per impinging ion is high for both graphite and diamond at high energies, causing
significant damage and amorphization. So, at high energies (> 500eV) amorphous
carbon films are expected: the optimum energy range of ¢t and C~ ions for the
growth of diamond or diamond-like films is ~ 100 — 200eV.

At low cnergies (but high enough for subsurface entrapment), impinging species
cause very little displacement and penetrating species tend to be trapped as intersti-

tials. If the interstitial concentration becomes high then an athermal, spontaneous
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transition to a new phase may occur. The “mould” effect of the substrate may
favour diamond formation, as may the highly excited environment due to the elec-
tron and phonon excitations, i.e. “thermal spikes”. A denser, diamond-like phase is
also favoured as it reduces the volume expansion and stress involved in the transfor-
mation.

At intermediate energies, preferential displacement becomes effective, favouring
the formation and stabilization of diamond sp? inclusions. At high energies the dam-

age is high for all carbon forms and an amorphous material results.

3. Angle of incidence

Glancing angles of incidence are expected to result in shallower subplantation, and
increased backscattering. The enhanced backscattering increases the sputtering yield
of different carbon phases, therfore, for normal angles of incidence, the sputtering
yield is expected to be low. The amount of damage and the relevance of the pref-
erential displacement mechanism are also sensitive o the incident angle. This is
due to the different displacement energies needed for recoiling atoms along different
crystallographic directions. Impingement at grazing angles is associated with a large
velocity component parallel to the surface which enhances surface mobility and may

contribute to surface, rather than subsurface, deposition.

4. Nature of the substrate

Since the first step in film deposition involves the interaction between the projectile
and the substrate, it is obvious that the substrate material plays a significant role in
film deposition. For instance, the purity of the film depends, amongst other things, on

the extent of the inter-mixing between projectile and target atoms (either collisional
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or diffusional). When the diffusion rate of the carbon species is high compared to the
incident flux, a low concentration carbon solution in the substrate results.

As we have already seen, the “mould” effect of the substrate material may have
a significant influence on the structure of the film. While the initial stage of film
growth on a non-carbon substrate involves heterodeposition, the second stage involves
homodeposition of carbon on a carbon layer: this is a more favourable matrix for
epitaxial growth. Also, the “sticking probability” or adhesion of the impinging carbon

species is affected by the carbide-forming capability of the substrate.

5. Substrate temperature

Two different considerations are involved in discussions of the effect of subsirate
temperature:

(i) the thermal stability of the final film, and

(ii) the evolution of the film upon bombardment by carbon species on a hot sub-
strate.

Carbon films (hydrogenated and unhydrogenated) tend to graphitize upon an-
nealing to temperatures of ~ 400°C and higher (graphitization of a-C:H is associated
with hydrogen release). This tendancy is accelerated when interdiffusion between the
carbon layer and the substrate exists.

During deposition, evolution of the carbon structure with substrate temperature is
associated with the mobility of carbon interstitials, which increases with temperature.
Impingement of carbon species at low substrate temperatures creates immobile carbon
interstitials, whose concentration increases with incident flux, inducing strain within
the matrix. This may then result in a spontaneous transformation as mentioned

previously. Athermal transformations such as these tend to result in the formation
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of a diamond phase, If the substrate temperature is increased then the interstitials
become mobile and migrate to the surface, thereby releasing stress in the film, and
leading to the formation of graphitic layers. This is in contradiction with the “thermal
spike” model where the evolution of diamond films is predicted to be independent of

substrate temperature.

6. Impinging species
(i) C, species (n > 1)

Assuming that the impinging fragments have sufficient energy to penetrate into sub-
surface layers, for single isolated atom impingement it is reasonable to assume (due to
the short relaxation periods of excited atoms along a single trajectory) that each sin-
gle trajectory is independent. This is not the case for correlated molecular fragments.
Tn this case, it is assumed that each fragment moves in a matrix excited by the other
fragments resulting in a virtual matrix with (effectively) reduced displacement and

binding energies.

(i1) Charge

Tons approaching the surface are neutralised by excitation processes in the surfaces
that depend on the ion-surface interaction. There are also practical problems associ-
ated with deposition from charged species such as charging of insulating targets. No
significant effects are expected for deposition from ions of energy ~ 50 — 100eV as
the energy difference between the electronic configurations of, for example, C* and

(= is small (~ 10eV) compared to the ion encrgy (~ 100eV).
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(iii) Argon and hydrogen

Ar hyperthermal species are often used (simultancously with carbon species) for
carbon deposition, where they are supposed preferentially to etch amorphous and
graphitic carbon constituents of the film. Ar, however, contributes no carbon inter-
stitials to the evolving film (essential for the evolution of diamond layers according
to the subplantation model) and is trapped within the film matrix, contributing to
stress and damage, and changes of properties induced by the presence of impurity
atoms. Also, the sputtering yield of carbon by Ar ions is extremely low: an Ar flux at
least 100 times more intense than the carbon flux is needed to sputter the amorphous
carbon and graphitic constituents effectively. In fact, Ar entrapment and damage is
expected under these conditions. Efficient preferential sputtering by Ar of carbon, at
glancing angles, to form diamond is not practically obtainable.

Hydrogen plays an essential role in CVD processes where it preferentially etches
non-diamond constituents, but very high hydrogen concentrations and substrate tem-
peratures are needed. In IBD processes, however, hydrogen has a low displacement
efficiency, low sputtering yield and high backscattering yield for bombardment of car-
bon. Hyperthermal hydrogen species are thus inefficient at preferential displacement
and preferential sputtering processes, although the hydrogen is expected to be en-
trapped in the carbon layer, forming films with high hydrogen concentration. T he
range of penetration depths for hydrogen species is expected to be large, but they are
not expected to produce very much damage. The main energy loss mechanism for
hydrogen species is electronic excitation. Generally, amorphization may be associated
with ionization processes in the graphitic film and with C-H bond formation. Chem-
ical sputtering of carbon by low energy hydrogen may result in the enhancement of

collisional sputtering and removal of Ar (if present ).




CHAPTER 2. AMORPHOUS H YDROGENATED CARBON, A-C:H 36

(iv) Hydrocarbon species

Impingement by hydrocarbon species is a complex phenomenon even under controlled,
well-defined conditions, making a rigorous treatment of film growth phenomena prac-
tically impossible. However, the subplantation model produces the following argu-

ments:

1. Impingement of low energy hydrocarbons where the energy is insufficient for

dissociation, results in the deposition of hydrocarbon polymer films.

2. Higher energy impingement by CyH, molecules results in complete dissocia-
tion of the C and H constituents. Then, the average cuergy of each atom is

proportional to its mass:

12F I
Fo=—— by=—F—"—
“7 12m +n’ 7= 12m +n
where E is the energy of the undissociated hydrocarbon fragment and F¢ and

Ej are the energies of the dissociated carbon and hydrogen atoms, respectively.

Notice that Fe = 12Fy.

3. The low energy hydrogen can: (i) be trapped, (ii) be reflected, or (iii) chemically

etch the evolving carbon layer.

4. The trajectories of all the species in the target matrix are correlated and the
same argument concerning the effective lowering of displacement energies, etc.

apply as for the C, clusters.

5. Due (mainly) to the difference in energy, the projected range of the penetrating
hydrogen species is much lower than that of carbon species. This may lead,

at high enough energics, to separation and the formation of a shallow a-C:H
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layer and a deeper, dense carbon layer. If, in the shallow region, the amount of
hydrogen reaches saturation, a significant portion of it will be released. Also,
if the etching efficiency of low energy hydrogen is high enough, the a-C:H layer

will be etched leaving a dense carbon film with a low hydrogen content.

6. The lower mass of hydrogen means that it has a lower Fy than carbon. So
preferential displacement of hydrogen atoms leaves carbon atoms in their posi-
tions and also leads to preferential C-I bond breaking (AH = 3.5¢V for C-H,
7.5eV for C-C). These mechanisms tend to assist in the formation of dense

diamond-like carbon films.

(lenerally, for deposition involving hydrocarbon species, the following trends in

the nature of the deposited films are observed (see also Figure 3):
(i) polymer hydrocarbon film formation at low energies,
(it) amorphous hydrogenated carbon films at intermediate energies,

(iii) dense, diamond-like carbon film formation (with low hydrogen content) at

high energies, and

(iv) at very high energies graphitic films.

2.7.3 Deposition of a-C:H

We now wish to apply models for the growth of carbon films to the deposition of
the samples used in this study. Unfortunately, as the deposition parameters are not
well-known, we will not be able to obtain a detailed mechanism for the growth of
these films, however, we can use the information we do have to attempt to predict

trends in the structure with deposition energy and precursor gas.
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A detailed description of the fast-atom deposition method will be given in the
section covering sample preparation (in Chapter 4). For a discussion on growth
mechanisms though, we have the following information available:

- the bombarding species are predominantly neutral

- the range of (maximum) effective beam energy covered is ~ 500 — 900eV

- the incident flux consists of dissociated atoms and an unknown range of hydro-
carbon fragments

_ a normal angle of incidence is used

~ a copper substrate is used which is at room temperature

- the precursor gases used are: acetylene, propane, cyclohexane and deuterated
cyclohexane. A schematic representation of some of the processes to be considered is
shown in Figure 4.

Perhaps the most obvious point is that hydrogen is present in all the precursor
gases, so we expect to deposit a-C:H, not pure carbon fitms. A Cu substrate is
used so that the samples can be prepared as powders. Cu and carbon atoms do
ot form a stable carbide, and indeed appear to be largely immiscible, and no Cu-
C bond formation is observed. So the film adheres to the substrate in only a very
weak fashion and for only a short length of time before dropping off as a powder. The
immiscibility of Cu and carbon also means that the “mould” effect of the Cu substrate
on the evolving film is negligible. Finally, Gu is cffective at rapidly distributing the
encrgy of relaxation processes, thereby reducing the effect of thermal processes post
impingement. The compressive stresses induced in the film during deposition assist
the rapid precipitation of the powder, although one might consider that with such
a short contact time, there is the possibility that a Jayer of substrate atoms may be

entrapped between the subplantation and surface growth. The observed high purity
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Figure 4: Schematic diagram illustrating the processes inv

a-C:H.
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of the deposited films shows that this does not happen, which implies that the Cu
atoms can rapidly diffuse back into the main substrate matrix. So, the use of a Cu
substrate tends to produce uniform, high purity a-C:H films.

Since information concerning the nature of the impinging species (except for their
maximum energy) is unavailable, it is postulated that a range of species, from disso-
ciated atoms to large hydrocarbon fragments, is present. There is also the possibility
that some precursor gas molecules do not break up until they collide with the sub-
strate, For dissociated atoms, the processes in the deposition of the film will be
similar to those described previously, with the subplantation of atoms, sputtering,
damage, etc. . For the hydrocarbon fragments, it is reasonable to assume that all the
fragments dissociate on impingement at the substrate. Some will then contribute to
surface growth, but some will have enough energy to penetrate the substrate, as de-
scribed by the subplantation model. However, a separation into two layers (a shallow
a-C:H layer and a deeper carbon layer) is not likely to occur, mainly because of the
lack of substrate-projectile atom mixing.

Consider now the effects of energy on the structure of these samples. a-C:H
samples deposited at ~ 500eV were prepared using acetylene and propane. These
two gas molecules are similar, so the nature of the impinging species is also expected
to be similar, For an effective beam energy of ~ 5006V, the average impact energy of
the projectile species is in the range where the formation of sp® diamond-like regions
is possible, The formation of these regions depends on the magnitude of the “thermal
spike” and the mobility of interstitial carbon atoms. For acetylene and propane
precursors it is expected that there will be sufficient numbers of both interstitial
carbon atoms and hydrocarbon fragments with enough energy to result in an “sp®-

producing thermal spike”, and therefore we expect to observe a significant amount of
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sp® bonding in these samples. Some sp? bonding will also be present as a result of the
impingement of lower energy hydrocarbon species. Hydrogen is expected to stabilise
sp° regions by the saturation of “dangling bonds”, and the energy is not high enough
for etching and sputtering by hydrogen (collisional and chemical) to play a significant
role,

For samples prepared at higher effective beam energies, ~ 900eV, (from cyclohex-
ane, deuterated cyclohexane and acetylene) damage and etching/sputtering processes
are now expected to dominate, since the average impact energy of the projectiles is
increased. In this case, the subplantation model predicts samples with an amorphous,
graphitic structure and with lower hydrogen concentrations.

The difference between samples prepared from hydrogenated or deuterated cyclo-
hexane is expected to be slight, however, acetylene and cyclohexane molecules are
very different. The major effect will be the average mass of the impacting species,
which is expected to be higher for the cyclohexane molecule. This means that the en-
ergy associated with an impinging fragment will be distributed between more atoms,
resulting in a lower “energy per atom”. Also, the damage caused by the impact of a
large fragment will be greater than for a smaller one, At the high deposition energies
used for these samples though, these effects are not likely to result in significantly
different structures. But, we also need to consider the amount of hydrogen present.
There is six times as much hydrogen per molecule associated with cyclohexane than
with acetylene. At these high encrgies a high hydrogen content in the incident flux is
predicted to result in a lower hydrogen concentration in the sample, due to efficient
etching and sputtering of hydrogen (mostly by hydrogen).

As we shall sec in the results chapters, the experimental data are broadly in

agreement with these posited structural characteristics.
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2.8 Experimental techniques used to study a-C:H

In order to discover more about the atomic structure of a-C:H, many different exper-
imental techniques have been employed. Broadly speaking, these tend to fit into one
of two categories: those which probe the atomic structure directly, and those which
probe the electronic structure. A summary of these will now be given accompanied

by a short description of the information that each can provide.

Diffraction studies

Diffraction studies provide very detailed information on the local structure, i.e, bond
lengths, bond angles and coordination numbers. X-ray and electron diffraction [19],
however, can only give information on the carbon bonding, and with fairly low real-
space resolution. Neutron diffraction looks at both hydrogen and carbon sites and
the highest real-space resolution data allows the determination of the bond lengths
associated with different types of carbon bonding, and the single:double:triple bond
ratio [90, 91]. Diffraction techniques can also be used to examine the extent of medium

range ordering (MRO) [92, 93].

Spectroscopic studies

It is possible to obtain qualitative information on the sp:sp® bonding ratio using 13C
NMR [16, 17], and this is generally a powerful method for studying bonding type and
short range structure [94, 95]. 'H NMR has also been used to look at the hydrogen
bonding environments in a-C:H [17]. More qualitative spectroscopic information can
be obtained from the popular methods of Raman and infrared (IR) spectroscopy.
Both techniques investigate vibrational modes and, by comparison with vibrational

frequencies for known structures, give information on the structure of a-C-T.
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In principle Raman spectroscopy should provide considerable information on the
local bonding in a-C:H, but the Raman cross-section for graphite is ~30-60 times
that of diamond which means that sp? regions tend to dominate the spectra, so
that they all have similarities to that of microcrystalline graphite. However, Raman
spectroscopy has provided some insights into the structure of a-C:H [52, 96, 97] and
has even been used to determine the sp® fraction [98].

Infrared spectroscopy is especially useful for looking at the C-H vibrational modes
and can give very detailed information on the local C-H bonding e.g [29, 41]. The
C-H stretching mode peak intensities have been used to obtain sp®:sp? bonding ratios
and hydrogen contents {29, 99, 100]. Also, IR can distinguish olefinic and aromatic
carbon and can identify sp! carbon. However, to obtain reliable concentrations of
sp? and sp® sites, IR requires a uniform distribution of hydrogen over these sites,
therefore the information can not really be considered as quantitative, although IR
provides useful qualitative information.

Inelastic neutron scattering (INS) is a technique which is less widely available than
the three spectroscopic techmiques mentioned above, however, it is a good source of
complementary information. This relatively new technique investigates the energy
range of both rotational and vibrational modes, and therefore provides the opportu-
nity to detect the presence of any Hy molecules “trapped” within the a-C:H network.
Although the C-H vibrational modes are observed [101], INS is probably a richer
source of information on the vibrations of the carbon network [102] - information
which can not be obtained solely on the examination of IR spectra. Also, the peak
‘htensities from INS are directly proportional to the number of such groups present
in the sample, making INS data fully quantitative,

Electron spin resonance (ESR) has been used to investigate dangling bonds in
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a-C:H [16, 55, and has given indirect evidence for the presence of a porous structure
in a-C:H [40]. Electron energy loss spectroscopy (EELS) can show the presence of
sp? bonding 79, 103, 104] and has been used to give quantitative information on the

relative concentrations of sp®, sp? and sp! bonding (105, 18].

Electronic structure studies

Electronic absorption edges for a-C:H have been measured by many different workers,
e.g. [106, 28, 16]. Variations in atomic structure and film composition create differ-
ences in electronic absorption and the optical gap [105, 107]. From these observations
it is then possible to draw conclusions about the structure of a-C:H, in particular, the
relative amounts of sp? and sp?® bonding, and the hydrogen content.

Electron energy loss near edge structure (ELNES) is another method of probing
the electron energy levels and can be used to detect the presence of 7 orbitals [108,
109]. The measurements can be made fully quantitative using fully graphitised carbon
as a standard.

The complex dielectric function measures the response of a material to an imposed
clectric field and can be measured by optical or electron loss techniques. From these
measurements it is then possible to infer relative numbers of sp? and sp® hybridised
carbon atoms [41], although there arc complications with this method for a-C:H which

mean that the measurements can ouly be regarded as approximate.

Other studies

The presence of sp? carbon sites can be detected by XANES (X-ray near edge

absorption spectroscopy) and EXAFS (extended X-ray absorption fine structure)
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[108, 18, 110, 111}. However, neither technigue can provide any quantitative state-
ment on the relative amount of sp? bonding, so they are of only limited use.

Direct imaging techniques such as tunelling microscopy [112, 93, 113] can be nsed
to reveal the presence of sp? bonded layers if stacking of layers occurs to any ex-
tent, although high resolution electron microscopy has the potential to provide good
information on medium and short range ordering.

Wide band optical spectra and Auger spectra have been used to obtain sp® frac-
tions [114].

The experimental techniques that arc of most use in studying a-C:H are those
which provide quantitative information on the fractions of sp', sp? and sp® carbon
present, and on the numbers of CH, CH; and CHj groups. At present, this kind of
detailed information for one sample involves combining the results of several different
types of experiment. In addition, computer simulations provide yet another source of
information on both the atomic and electronic structure of these materials. It is then

a question of piecing all the bits of the puzzle together.




Chapter 3

Theory

3.1 Introduction

In this Chapter the theory of elastic and inelastic neutron scattering is given, together
with a basic theory of spectroscopy. The neutron scattering part is described in some
detail, starting with particle distribution functions, then moving on to the Schrodinger
equation and a quantum mechanical description. Using this approach, it will be shown
how the experimentally measured scattering relates to the atomic structure of the
material the neutron is being scattered from, and should therefore help to give some
physical meaning to the equations commonly quoted in the field. This 1s important
if the experimental results are to be properly understood. The section on inelastic
neutron scattering covers with the theory behind inelastic scattering experiments
aswell as corrections made to the results of diffraction experiments. These corrections
are particularly important for materials containing hydrogen, so special attention
is given to this part of the work; a derivation including an extra term shows the

inadequacy of analytical methods for a-C:H. Finally, a short revision of spectroscopic

46
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energy levels is given to show how rotations and vibrations are affected by different

interatomic potentials.

3.2 Particle distribution functions

Following [115, 116], consider WV fixed, identical particles in a volume V with position
vectors of the particle centres, r;. The average number density can then be defined
as po = N/V. All points in space are either occupied or empty, so we can write the
single particle density:

N
ZORDSLTEES (1)

where p;(r) is only non-zero if r = r;, and where

L pr{r)dr = N, (2)

the total number of particles. Similarly, we can write the two particle density function,

N N-1

pa(re, ) = > 8(ry — r;)8(rs — ry) (3)

=1 j#i
which is zero unless particles are present at both r; and r;. Integrating over r, there

will be a non-zero term whenever ry = r; # r;, so that

./V pa(ry, ra)dry = (N - 1) 26(1‘ — 1) = (N —1)p1(r1) (4)

Then pi(ry) is the average number of particle centres in a volume element dr, and

thus pi(r;)dr is the probability of finding a particle in dr. Therefore,

]V pi(r)de = N (5)

Now multiplying equation 4 by dr,, we obtain

dr fI pa(r1, 12)dry = (N — 1)py(r1)dry. (6)
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Here py(ry, ra)}drydr, is the probability of particles being present simultaneously in
dr; and dry. To account for the fact that occupation of dr, may be affected by

occupation of dry, we introduce the pair distribution function g2(r1,ra):

p2(r1,12) = p1(r1)p1(ra)ga(ry, ra). (7)

For large (r; —r3), interparticle forces become insignificant and therefore ¢, (ri,rs) —
1.
Assuming the system is homogeneous, p (r1) = pi(ry) = po, the average number
density. So that
p2(r1,v2) = piga(r, rs). (8)
If we make a further assumption that the system is isotropic, then ry —ry = r =7,

and using this together with equations 6 and 7, we obtain

Po /V g(r)dr = N —1. (9)

pog(r)dr gives the probability of finding a particle in the shell r — + dr from an
origin particle,where r is the radial distance from the origin particle.

As we shall see, the pair distribution function g(r) is very important as it provides
a means of correlating particle positions and may be obtained from experimental data.

At this point it is useful to define the radial distribution function, J{r):-
J(r) = dmr?p(r) (10)

where p(r) is the number density at a radius r. J (r)dr then gives the average number
of particles within a spherical shell of radius r and thickness dr for a particle at the

origin. So that, for a gas, the radial distribution function is given by

Jo(r) = dnrip, (11)
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where, as before, py = N/V, is the average number density. Thus,

olr) = 5 = 20 1)

Po
The Fourier components of the density p(r) are
pr = /V exp(—ik.r)p(r)dr = iexp(—z’k.rg) (13)
i=1
with an autocorrelation function defined as
S(9) = - (pup_s) (14)

For a homogeneous system we can write

N N
Sk) = 1—1\?<ZZexp(mik.r;)exp(uik.rj)> (15)

i=1 3=1
1 /X
= 14— (2> exp[—ik.(r; — ;)]
N\Z
1 /X ,
= 14 N <§Z//V exp[—ik.(rs —1r3)]6(x; — ry)é(ry — rj)d1°1dr2> (16}
But from equation 3,

<§: > 8(r1 —)8(ry 1’j)> = py(ry, 13 (17)

i
so that
1 :
Sk)=1+ v //V exp[—ik.(ry — 13)]pa(r1, rp)dridrs. (18)
Now substituting for pa(ry,rs) using equation §:
1 .
Sk =1+ / /1 exp[—ik.(r1 — v4)]p2ga(r1, r2)dry drs, (19)

For a homogeneous system the origin of the frame of reference may be situated at any
of the particle centres, so let us choose it to be at rz, so that ry = 0. Then equation

19 becomes

1 .
Sk) = 1+ ﬁ//v exp[—ik.r]g(r; )drydry
= 1+ p /V exp[—ik.r{]g(r))dry. (20)
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3.3 Neutron scattering theory and the static struc-
ture factor

Following the method of [117], consider a neutron scattered through an angle 20 (see

Figure 5). We can represent the incoming neutron as a plane wave, i.e.

$i(r) = exp(ik;.r), (21)

while at sufficiently large distances from the scattering centre, the scattered neutron

has the form of a spherical wave:

o) ~ SRUERT) (22)

. @

m(l:ldent spherical scattered
plane wave
wave

Figure 5: A representation of the incident and scattered waves,

Asymptotically (ie asr — 00), the wavefunction of the neutron behaves as
: exp(ikor)
P(F)psoo ~ exp(tky.r) + f(29)_MT (23)

where the intensity of the scattered component determines the differential cross-

section do /df} for scattering into a solid angle df} in the direction 20, ¢:
2 = 1reo). (24)

Note that from equation 24, f(20) has the dimensions of length, so do /dS) has the

dimensions of area.
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detector
/-
v
A
y Ak
ok kN
sample

Figure 6: A vector diagram representing a scattering event.

We can represent the scattering event by the vector diagram shown in Figure 6.

The momentum transfer from the sample to the neutron is

hk = hke — hky (25)
Assuming elastic scattering, then
[k = [kof = & (26)
and
|AK| = 2ksinf = %’E sin 8 (27)

where A is the neutron wavelength.

The scattering of the neutron occurs as a result of interactions with atomic nuclei.
These interactions are short-ranged, and the total scattering potential V(r) may
therefore be approximated by a sum of §- function (Fermi) pseudopotentials in the

form
o2xh* X

; Bis(x — 1), (28)

V(r) =

m

where b; is the scattering length of the iy, nucleus and N is the total number of nuclei,
For most nuclei b; is positive, but it can also be negative as in the case of hydrogen,
and even complex; it varies both with isotopic species and with the spin state of the

nucleus. It is possible to obtain an isotopic mixture of hydrogen (negative scattering
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length) and deuterium (positive scattering length) such that the average scattering

length is zero (see Figure 7).

b positive

( - T —phase difference
//\ S

b negative
= \,_
S .,‘/ (

Figure 7: A diagram to illustrate positive and negative scattering lengths.

The wavefunction ¥(r) must also be a solution of the Schrodinger equation:

(V24 Vi) #00) = B0 (29

The general solution that satisfies the boundary condition (equation 23) in the case

where the incoming neutron is described by a plane wave is

$(e) = explilrr) — 5755 [ exp(iks [r =210 oy (eydr (30)

oh? v — rf|

The second term on the r.Jus. of equation 30 represents a superposition of spherical

waves that originate from every point in the sample.

Equation 30 is an integral equation for (r). If the interaction is assumed to be
weak, a solution can be obtained by making the approximation ¥(r) ~ exp(ik;.r)
(i.e. (1) ~ exp(iky.r')) inside the integral. This substitution yields the first Born

approximation to ${r):

N , _om exp(ike [t — X)) g
p(r) = exp(iky.r) 512 / e — 1] V(r') exp(iky.r)dr’, (31)

If |r} > |r'], then

|I‘ . rfl — (?,2 1 Trz _ 21.‘.1")”2

i2
-
[
i
o

P/ (32)
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where # is the unit vector in the direction of r. Since we have already assumned clastic
scatteving, kit = ky. So taking the limit as r — o0 of equation 31 and substituting

for |r — r'| using the result given in equation 32, we obtain

e~ explir) = o [ SR Iy ) ik 2

oxh? (r — ')
Y esens( i ke o
_ exp(kl.r) B 2:;2 ﬁ/ eXP(?J»ﬂ )63;1)( ihifr ) V(I") exp(ik1.1")d1"
exp(tkyr) m

f} exp(ike.r')V (x') exp(iky.r)dr’. (33)

= exp(ki.r) — 5t )

Now comparing equations 33 and 23, and remenbering that ky = ks, we can see that

£(20) = ——= / exp(—iky.r)V (r) exp(iks.r)dr. (34)

onh? Jv

Note that because the integral is definite, interchange of variables r for 1’ is permitted.

£20) = 4551—2 /V expli(ky — ko) ]V (r)dr
= ~2:;i2 /Vexp(ﬁ-i(k.r)V(r)dr. (35)

So, the amplitude of the scattered component is given by the Fourier transform of
the scattering potential. Also, equation 34 shows that f(f) can be expressed as a
matrix element of the interaction V(r) between the initial and final wave states of
the neutron. Now the “Golden Rule” of quantum mechanical perturbation theory
(which will be derived when we consider the dynamic structure factor, see equation

80) states:

do

- 2—; IMP? x (density of final states), (36)
b

the cross-section,

where
do  the number of neutrons scattered into df2 per unit time

a0~ incident flux x df2

(37)
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and M is the amplitude for the process — also called the matrix element (in this case
= /(20))

The amplitude contains all the dynamical information and the phase factor con-
tains only kinematic information: it depends on the masses, energies and momenta of
the particles. Use of the first Born approximation is therefore equivalent to calculating
the cross-section.

An expression for do/dQ can now be derived by substituting for V(r) using equa-
tion 28, inserting the result into equation 35:
onh? X

Z b:b(r — r;
N .
- —2'/; exp(—i(k.r)b;8(r — r;)dr

m

f(20) = mmﬁ’,exp kr)

But we know that [f()8(t - to)dt = f(to) so we can write

/Vexp(—i(k.r)é(r —ry)dr = exp(—i(k.r;) (38)
so that,
N
f(20) = Z b; exp(—i(k.r;) (39)
[F(26)] = ; b exp(—i(k.r;). (40)
Therefore,
do :

0= Zb exp(—i(k.r;)

Now taking the thermal average over the co-ordinates,

() )
df} =

(41)

> biexp(—i(k.r)
= <z > bibj expl—i(k.(x; — l’j)]> - (42)

i=1 j=1
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We can take the statistical average of the scattering lengths over both the isotopic
species present in the sample and the spin states of the nuclei; this can be done

independently of the thermal averaging. If we introduce the relations;
()= () {bs) = (b (B} = (B
(b2> = bzoh ((b2> - (b)g) = b?nc
then we can write equation 42 as
do 9 o [ & :
o= N{2%) (0 { 2 D expl =ik (ri = x5)) (44)
i#j

where the first term corresponds to 7 = j and the second term to i # j. Hence,

o () - ) 4 () (i) )

= NB_+ Nb,,5(k). (45)

inc coh

The subscripts “ine” and “coh” refer respectively to incoherent and coherent scatter-

> (46)

Now let us examine in detail the meaning of equation 45

ing. Here S(k) is defined as

which is analogous to equation 16.

ﬁlg = NI

2
70 2+ N S(k).

coh

Coherent scattering corresponds to spherical waves scattered in phase, and analo-
gously, incoherent scattering corresponds to spherical waves scattered out of phase.
Structural information is contained entirely within the coherent contribution to the
cross-section, with the incoherent scattering providing a featureless background on

which the coherent scattering is superposed. There 1s no incoherent scattering if the
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sample consists of a single isotopic species of zero nuclear spin. ¥, however, the sample
consists of a homogeneous mixture of natural isotopes, then it is the coherent contri-
bution which is averaged out over the whole of the sample and such a system is then
a purely incoherent scatterer, A common example of an incoherent scatterer is vana-
ditm, and as we shall sce (Section 4.4.3) this attribute makes it very useful in neutron
diffraction experiments. Finally, note that unlike electron and x-ray scattering, neu-
trons scatter from a point, i.e. the nucleus, rather than an electron cloud /distribution,
so there is no Z-dependent form factor to be taken into account (where Z is the atomic
number). So, we have managed to relate that which is measured experimentally, the
cross-section do/dS), to S(k), which is defined from pair-wise atomic correlations and
therefore the atomic structure of the sample.

Tf the system is isotropic then S(k) is a function only of the wavenumber @ = |AKk.

So we can write equation 20 as
S(Q) =1+ po f exp(—iQr cos B)g(r)dV (47)
1%
where r = r; and r = |ry].

S(Q) = 1-i-p0f ofa / r) exp(—iQr cos 0)r® sin 0drdfdé
=0 Jo=0
Qr __ —aQa

= 1+27rp0f r J(T)Tdr
oo sin(@r
— 144mpo / 16(2? Ld (48)
which, if we ignore forward scattering, finally gives us:
S(Q) = 1 +4mpo fo rlg(r) — 1) sin(Qr)dr (49)

i.e. the structure factor, S(@Q), is related to the radial distribution function, g{r), by

a Fourier transformation.
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So far we have only considered the case of elastic scattering and although this
has provided a good insight into the physics of neutron scattering, there are very few
systems for which some correction for inelastic scattering does not have to be made.
The precise nature of this correction will be examined in Section 3.5, but before that

the so-called “dynamic” structure factor will be considered.

3.4 Inelastic neutron scattering: the dynamic struc-
ture factor

Consider a time-dependent potential V (r,t) [117]. Energy is no longer conserved by
the neutron in the interaction, so we need to use the time- dependent Schrddinger
equation:

—h?

( _27_7{) Vb 4 V(r, b = m%’f (50)

Assume that at £ = 0 the potential is “switched on”. The state is initially a plane
wave, exp(ik12), and assume that the potential is weak so that it may be assumed

that the change in the wavefunction, 6%, is small, then

¢(I‘,t) = ¢1+5¢sc
—i1 byt

= exp(ﬂﬁz) exp ( ﬁ ) + Z Gkﬁ(t) eXl)(ikg.r) exp (—?.Egt
. -

), )

where the scattered wave has been expanded in terms of its Fourier components ax, (2).
[, is the initial energy and F, is the final energy of the neutron (c.f. in the previous
section where we had elastic scattering, Fy = Iz and lko| = k). If we now substitute

for ¢ in the Schrodinger equation 50, we obtain:

(%) V2 (g -+ 69°°) + V(r, 1) (1 + 69%) = ik M%c?_@bi) | 52)
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Now the Schrédinger equation for the unperturbed case (i.e. V(r,t) = 0, 64* = 0)

—h 81,b1
( 2m ) Vi = @t ' (53)

gives us,

So, returning to equation 52, we have

—h? —i? 200"
(2—7;—) Vi + (En%) V263% -+ V(r,t) (r + 69°) = th ,;l: +ih (81'[; ) (54)

which, using equation 53, reduces to

(2:; ) V26355 4 V (v, ) (1 -+ 86 = ih (‘Z”“) (55)

We can then neglect the V(r,1)6%* term since this will be very small - this is known

as the Born approximation - and so finally we get

which we can write as,
(ivz _al ) §16% = —V(r, ). (57)
2m
Now substituting for ¢, and t*¢ using equation 51;
(2—::;‘72 — ”’"55) 3 ai, (1) exp(ika.r) exp ( ?fgt>
—V{r,t)exp(ekyz) exp (miflt) (58)

( rg) 5™ g (£) (iF2)? explika.r) exp (—ifgt)

2m

g fi [Z ay, (1) exp(ika.r) (—E;Q) X ( L ) + Z a, () exp(ika.r) exp (ﬁzfzt)
s t

-—?:Eﬂf)
I3

= —V(r,t) exp(ik z) exp (

(59)
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where dy, () = Z (ax,(t)). But By = %ﬁ‘?, 50 we get

——-iE1t>

—iE
i) i, (t)exp(iks.r) exp ( zh 2t) = =V(r,t)exp(ik1z) exp ( z

ka

th Y a, (1) = V(r,t) exp(iq.r) exp (ﬂll‘%@) (60)
ks, '

where q = kiz — ky. Now take the Fourier transform using the variables k' and,

correspondingly, £’

—~i(F — B
thay (t) = /V drexp(iq.r)V(r,t) (i(“}llh—)) (61)
then integrate with respect to time to get ays(t):
Logpt , —i(Ey — EO
, ~ . )V AT T S ” Vel
ag(t) = — [ [, drexpiaur)y (r,t)( -

_z [4 , . '""'l(E] — Eé)t,
= — drexp(eq.r)V(r,t') | ———— 2] . 2
= /0 dt /;, rexp(zq.r)V(r, )( ; (62)

Thus we have an expression for the Fourier components of §1*°, and we could recon-
stitute 690°° by summing them all - for the case of elastic scattering from an immobile

nucleus this would result in a spherical wave, as might be anticipated.

3.4.1 Quantum Targets

Since the experiments in this work concern scattering from atoms, we will now briefly
consider the analogous treatment for quantum targets. In this case the appropriate

Fermi pseudopotential is

. oxhi?

——bs(r— R), (63)

V(r)
where R is the position of the target particle and b is the scattering length in free

space. It is also necessary to use the total wavefunction which contains information
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about hoth the target particle and the neutron, We will assume that the target par-
ticle is initially in its ground state, ¢o(R) with associated energy f%. The quantities

¥y and 626°¢ are then given by:

O e (68
8 (r, R, 1) = Z tk,n (1) exp(ika.r)d, (R) exp (:Z(—E%M) (65)
n,ka

where ay, (%) is the amplitude for the final neutron state to be a plane wave, ks,
and the target final state to be ¢,(R), the nt* excited state. Now by substituting for
%1 and 64 in equation 56 and performing steps similar to those given in equations
57 to 62 (and noting that we also need to use the fact that the target wavefunctions

form a complete set, i.e. any function may be expressed in terms of them), we obtain:

aké,,,(t) o~ %Z:/V, dR/V dl‘exp(iq.r)¢g(R)I/(l‘ - R)éu(R)

: —A[Ey + o)t i + B¢
! - - &
X/(; dt' exp (—?% exp ; . (66)

2
We can now use this to find an expression for ‘Gk;.n (t)] , the amplitude of the scattered
wave. First, substitute info equation 66 the explicit form of V (r — R) as given by
equation 63, then find the modulus squared:

2

g0 = (“b)f [, R [ drespiqn)s(e - R)gu(R)gn(R)

t —1 / , JANTS 2
X f dt! e}cp M exp M
0 A 5

— (2153())2 L’ dR/V drexp(iq-R)¢0(R)¢rz(R)]2

e i[En + By — B — Eg)t'\]?
X [ /o dt’' exp - . (67)
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Consider the final term only, the integral w.r.t, time, putting fiw = B; — B, so that

[ ot ;[ B ! R, — K 4 2 ¢ i H — B ! 2
/ dt' exp (z[E" t+ B P By — Bo)t )J = [/ dt' exp (l(E" ]_;U hw)t )}
0 , 0 i

[# exp (iﬂ_;f—_rwg) ‘T exp (S(En—ngﬁ.w)t') t
%?'(En - E(} — le)

i(En — Eg - ECK))
—_— ﬁ' 2 X
O\ B, — Fy— hw)

—3 vy — Iy — ] o A t
[l—l_-lw—exp( i(F Po ﬁw)t)_exp(z(E By — hw) )J

h h
h ? (B — By — hwt
= 9 (%E,] . I’iw) [1 -— COS ( p . (68)
But,
1 —cos ((E" — E}:f — hw)t) = 2sin’® [(E" — 12’70&‘“ Tzw)t] . (69)

Hence, we can now introduce,

sin® (wt/2)

w?

. (70)

{lim nté(w) =

So if we take the limit as ¢ — oo of equation 69 and also use w = (Ey — o — hw) /12,

then we have,

(Bn — By —Tw)t] By — By — hw\ (B, — Ey — hw]?
oh = 2t 7 72 . (71)

lim 2 sin? [
t—oo

Substituting this result back into equation 67 gives us:

o B b By — By = B h ?
[/g die}{p s = 2 m 2wt x

Ey — By —hw\ [ En — Ey— Fw\?
§
A i

= 4dxts (M) ) (72)

h
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And finally, inserting this result into equation 67, we find,

g () = et (sz)z M, dRexp(iq.R)qso(R)gbn(R)lz X

[En - EO]
o(Er )

2:?.5) 2 ’/V’ dRexp(iq.R)ngO(R)qsn(R),2 %

§ (B — Eo) — o). (73)

= dxth (

We can see from equation 73 that the amplitude of the scattered states grows linearly
with time, but only in those states which conserve energy as £ -— oo. For a general

potential, ¥, the corresponding expression is usually written as:

ngn O = 2% 10 1V1 k00 8 1, — o) = ) (70
where
(Ky,n [V]k,0) = /1 dR [ drexp(iq.r)go(R)V (r — R)$o(R). (75)

In these last two equations we have introduced the Dirac notation for the matrix
elements of V. In this scheme, final states are represented in angular brackets to the

left-hand side and initial states to the right-hand side.

3.4.2 The partial differential cross-section

To calculate the partial differential cross-section we must sum over all the scatiered

wavevectors, ki, consistent with the neutron
(a) being scattered into a direction within a cone of solid angle df2 about 0, ¢

(b) having an energy in the region B, to dE).
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In order to do this, let us suppose that the experiment is contained within a large
box of side length, I. By doing this we can say that the allowed wavevectors for the
neutron are quantised and the wavefunctions may be normalised,

If we apply periodic boundary conditions to the box, then the allowed values of
k; ave ({,m,n) x (2n/L), where l,m,n are integers. So the allowed states form a
lattice in kj -space with a unit cell volume (27/L)® and the normalisation of the
wavefunction is (1/5)%/2,

To sum over the allowed values of ki, we need to know two things:
1. the volume in ki-space corresponding to df) and dF,
2. the density of allowed states in that region,

then the number of allowed states is simply given by the product of these two values.
Consider first the density of allowed states. The volume in k5-space in a cone of

solid angle dQ between %} and ky + dky, is dQUkdE,. However, we know that

h2k12
E! — 2
2 2m
}FZ;CI
= dE, = %ﬁdk;. (76)

The number of allowed states, v(k3), is given by;

! L 3 e !
(k) = (2—7;) K2, (77)

The partial differential cross-section is defined analogously to equation 37 by:

d*o __the number of particles scattered per unit time into df and dE;
dQUdE, the incident flux xd$2 x d#, '

(78)

The number of particles scattered into states ky and n per unit time is

dit (l‘tk;,rx (t)F) , (79)
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so we can see that the numerator in equation 78 is

% (]akg,n(t)r) v(k4)N, (80)

where N is the number of neutrons in the box. This is often called “Fermi’s Golden
Rule”,

Now the incident flux, I, is defined as:

I = the number of neutrons per unit volume x the neutron velocity

N hl,
= (81)

Using equation 73 in 80, together with equations 77 and 81, we find that
d*c onhb\’® [ L mkj L3m
= 2xh ( )
dQdE m 2r/ K N hkl
’ |, AR expia R)go(R)gu(R)

ki
2%2 ;s
ble

6([}_’7}“ — Eo] - ﬁ&J)

([ — Bo) — he).  (82)

/‘;' dR exp(iq.R)do(R)dn

Summing over all the final states of the target and normalising the wavefunctions, we
finally obtain:

&

dQdE,

PGo(R)a(R)| 8(15 — Bo] )
"vé 2

= 22 S(q, ), (83)
where S(q,w) is the scattering function, or dynamic structure factor. Looking at
equation 83 we can see that transitions occur to the excited states, weighted by the
matrix elements of exp(iq.R). Also if we compare this case to that for the static
structure factor (equation 45, then we notice an apparently extra factor of £}/k. This
factor does infact appear in the expression for elastic scattering, however, since &) = &

for this case, the factor is simply equal to one.
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3.5 The static approximation and Placzek correc-
tions

In performing a diffraction experiment to measure S(Q) it is assumed that the scat-
tering is elastic, i.e. no energy transfer hetween the target and neutron takes place:
this assumption is known as the static approximation. However, in practice this ap-
proximation breaks down for most systems and it is therefore necessary to apply a
correction - the so-called Placzek correction - to account for this [118, 119]. Since
this inelasticity correction requires a somewhat mathematical treatment, which fol-
lows from the derivation of the dynamic structure factor, it will be included in this
section, rather than the chapter covering the data analysis techniques (Chapter 4).
The method follows that given by Powles [120],

In a generic time-of-flight (fof) experiment we observe neutrons arriving at a de-
tector at time ¢ after the neutron burst generated at time ¢y (neglecting for now the
time width of the initial neutron pulse and its wavelength dependence). The neu-
trons counted are labelled solely according to their tof This means that in a real
experiment the neutrons counted into any one time channel will have a spread of
wavelengths depending on the energy transferred in the scattering process. Thus,
unless it is possible to measure the scattered neutron energies as well as knowing the
incident energy, we cannot truly measure diffraction, but are constrained to measure
the total scattering. In measuring the total scattering, an integral over the scattering
function, S(q,w), is being performed, and must therefore determine the form of this
integral.

Consider neutrons produced at a time ¢, and detected at a time ¢ of wavclength

Ai (variable), which travel a distance L; at velocity v; to the scattering centre, then




CHAPTER 3. THEORY 66

Lg at vg to the detector, so that:

43 L
t—1g = f— + G- Z—E[Lz/\, -+ LS/\S]- (84)

vy vs

From simple considerations of scattering geometry, we have,

1/2
s = b [l Qmw]

hk?
2 1/2
or  Js = A [1 - mfhw . (85)
Therefore, substituting for As in equation 84:
A A\
t—toz—”% L,-+LS(1—”;“;L ) } (86)

The number of neutrons detected in a frequency range Aw at w is proportional to
S(g,w)Aw, and therefore the number detected in a time channel of width A? at ¢
is proportional to S(q,w) (%%)/\‘ At. The countrate per unit solid angle at time t at

fixed detector angle 20 is:

o kg Ow
C@,0 = [~ )P (k) S (0,0) o (87)
—0 7 ;\‘
where we have integrated over the incident spectrum f (Ai), and for a given X\;, kg,
¢ and w correspond to neutrons which arrive at the detector at time ¢. (ks)is a
function representing the detector sensitivity and efficiency.

dince we are considering a correction to the case of elastic scattering, it is conve-
nient to look at the countrate as a function of an elastic ¢, ¢e. Now we can define a

wavelength A, for elastic scattering of neutrons arriving at time ¢, where

m

t“t()z h

[Li + Ls]Ae(2). (88)

We can also write, for these elastically scattered neutrons, that

4
o = /\—W(t) sin 0 = 2%, sin 0, (89)
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where 20 is the scattering angle. So,

(t~to)ae = FAe(V)

drm

h

4

Ae(?)
[Li+ Lg]siné. (90)

[(Li + Ls]sinf

The countrate, as a function of ¢, is then given by,

dt
Aj dqe '

k_g Bw
ES(Qa w) E

C@0,q) = [ dNfONE(ks) (91)

Since ¢ is fixed we can see that, by the use of equation 86, the integrand may be
regarded as a function of A; or of w. Transforming the integration to w, we get, at

constant %,

oo ks 6/\, Jw dt
C@0,0) = [ FO)F(ks)ZS(qw)dw 5| T
( aQ) uoof( ) (S)kig(qw)dw awt ot A,-dﬁ’e
<0 ks ar; dt
= dwf(A)F(ks)—5(q, — —1. 2
[ w00 stam |- 5 ot (92
From equation 90,
4
{ = ;:n[L,- + Ls]sin 6 + ¢ (93)
$0,
dt drm X
i = ——@[L; + Ls]sind
_ (t — to)
= o (94)
Now, from equation 86,
mAily  mAiLs mwA? 172
b= h + h (1_ wh ) o, (95)
which leads to
dX; -1 -1
il (t—1t) M1+ A, (96)
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where

m )\ZL w ( mwA?) -3/2

he M wh

mwh? —1/2
Lit Ls (1 =1)

Substituting the results given in equations 94 and 96 into equation 92, we find at

A= (97)

constant ¢

C(20,¢.) = ql_e _0:0 f()\,‘)F(kS)E?S(q,W)/\,‘%j—:%—(t*tg)(lw
- / (1 + A) 7 A F (ks) fS(q,w)dw. (98)

Suppose now that we calibrate with an “ideal vanadium” (i.e. an isotropic incoherent)

scatterer, with a countrate:
011(29,(16) = —-)\ f(/\ ) ( ) VbV, (99)

and we define the counts ratio

(28, q.)

R= Cv(20,0.) (100)
So that, at constant ¢,
Y 1 A f(A) Flks) ks
NI,bVRm[m (A S T o S(@e)de. (101)

We have found an expression for what is measured experimentally, and note that it
involves 5(q,w), the dynamic structure factor. To correct for the inelasticity effects
we now follow a method first developed by Placzek.

We take S(q,w) and expand using a Maclaurin series in powers of w, i.e. ¢ about

e
B a5 1 , 925
Slgw) = S(qﬁaw)+(q_QEJqu: +2—( ¢ — qe) Eﬁq:qe'f'--
a5 1 29 , |
= 5(qe,w} + 3¢ . bqr + 5 5— . (bqr)™ + ..., (102)
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where &gy, = (¢ — ¢.).

Before deriving an explicit form for equation 102, consider the effect of including
terms in w? rather than the more usual approach which ignores terms higher than
w. To do this we will examine the expression for Aif A, the ratio of the incident
wavelength (variable) to the wavelength of elastically scattered neutrons.

Using equations 86 and 88 we have:

. I 2 —1/27
mb)\, Li+ Ls (1 - mu;/\’) = %1"[14 + Ls] Ae
, i mh ,J
r . 2 ~1/27
)\,‘ L,‘ + LS (1 — n:’:\t ) — [Lz' + LS] )\e- (103)

Now, if we apply a binomial series expansion (neglecting terms higher than w?),

equation 103 becomes,

mwA? 3 [ mw)? ?
Ai {L{"p[,s{lqt 5o +§( 7 ) H = [L; + Ls] Ae. (104)
Therefore,
X mwl?  3Ls {mwi?\?
/\e — I ]
Li+ L [L tls+Ls 2rh + 8 ( Th )
B MwA? N 3Lg mwA? 2
B 7 +LS 2rh  8(L;+ Ls) \ wh
_ mew 3Ls  mi?
- L, -|—Lg Rk} 2(L; + Ls) kiR
Ae Ls mw 3Lg mw\’
Ze g
N Tt Lsnk? T 2T 1 Ls) (hk,?) (105)
Since,

A [:\\—J o (106)

we can expand this again as a series:

Ekl%lﬁ Lg @E+(Ls )2 mw\’ 3 Ls %2
A N L;+Lsﬁk‘? Li+ Lg hk? 20L;4+ Lg hk?

+ 0 x higher terms. (107)
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Now,

Nk = Ak
1 1Y
= o= 15("5\_) . (108)

Inserting the results in equations 107 and 108 into 105, we get,

2 2 4
ﬁ 1 Ls ﬁzw i N Lg mw [ Lg B §J ﬁ . (109)
Ae L4 Lg 7?,1332 Ac Li+ Lg ﬁkg L;+ Lg 2 Ae

Equation 109 is a quartic in A;/A.. For the following typical values:-

k. = 9 x 10'%9n1

w="712 x 10Ms~!

L; = 10m

Ls=1m

my = 1.675 x 107 kg,
we obtain these roots:

i—i = 0.80956, —1.75402, 0.47223 4 1.61164:.

The root corresponding to a physical A;/A., then, is A/, = 0.80956. Compare this
to the value obtained if we neglect the third term, that containing w?. In this case
the value of the root we obtain is X; /Ae = 0.87216, a difference of 0.0625. Therefore,
including second order term in w introduces a second order correction of ~ 7% to the
first order correction, so we are therefore justified in ignoring terms in w? and higher

powers.
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Now, to return to the examination of the exact form of equation 102. First, let us
find an expression for 8¢z, For neutrons of incident wavenumber £; scattered at an

angle 26,

2 9 mw I\ /2
q° = 2k; l—m I_W cos 20| , (110)

and from equation 89,
ge = 2k.sind

= ¢ = 4klsin®@ =2k (1 — cos 26), (111)

Using a binomial series expansion and neglecting terms higher than w, we see that

equation 110 may be written:

g = 2k} [(1 —cos 20) — % (1 — cos 9)] . (112)
Thus, using equations 110 and 112,
2 2
q 2k; 1 mw
=~ = T {1 —c0820) — -~ (1 — cos 20
Z 21 —coszg) |17 e5%0) ez (L~ 08 20)

k? mw
_ f{lun—] (113)

Recalling the result from equation 108, we have that

gf _ E ? i mw ﬁ 2
2 \N RE2 \ A

1/2
q Ae mw [ A 2

Again this may be expanded as a series to get,

q Ae mw A\ .
; = x 1— AN + 0 x higher terms
Ae  mw A
TN 2k, (115)




CHAPTER 3. THEORY 72

We can now use equations 105 and 109 to substitute for A,/A; and A; /e, neglecting

the terms in w?, so that

g 14 Ls mw mw | Ls mw £2
ge Li + Lg hi? 2hk2 Li+ Lg hk2 \ A,

Ls 1w T

j— _ h. 1 ‘
14+ Li+ Lghk?  2hk2 + 0 x higher terms
1 /L; — Ls\ mw
E hk2 116
3 (Li+Ls) hk? (116)
So,
Li — L\ mwq,
— —_— ) 1
e <Lr’+Ls) 2 k2 (117)
Therefore,
&IL = =4
= ( L — Ls) mwg,
~ \Li+Ls/ 20k
Li - LS mw
T Beo o 11
(Li 'f' Ls) hke Slng ( 8)

Returning to equation 102, we can now write:

=1L W _
i T Lj) %sm@ %EL:QS + 0 x higher terms.  (119)

() = S(certo) +
This is now ready to be inserted into the integral equation 101. Before doing this,
however, we note that other terms in the integrand may be expanded in powers of

w, and here we shall simply quote those results (although they are not difficult to

prove).
(1 -+ A)Hl = — 2o (_LS__) + 0( 2) (120)
- hkZ \L; + Ls v
fd) d{ln f) mw ( Ls ) ,
fOe) ! d(ln )|, _, k2 \L; + Ls + 0(w”) (121)
Flks) | d{IlnF) mw ( Lg ) ,
Flk) ! d(In k) ko, PEZ \L; + L +0(w”) (122)
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@ B l_mw
B hk?

+ 0{w?). (123)

Note that for results 122 and 123 we have expanded the function as a series about

A=A (or k = k) and then used the fact that

dffe) df d(lnz)d(nf)
de  d(lnf) de d(In 2)
_ ld(nyf)
~ U ad(lnz) (124)

Finally, if we insert all our results, 119 to 123, into equation 101, we find

L+ 4L L d(In f)
b2 =, - n ( S) ( 4 )
Nvby R(ge) = S(qe) k2 { Li + Ls + Li + Ls/ d(In ))

A=A,

L; d(ln 1) (Li__fjs) g O
e 1
+ (L;+L5) d{Ink) f Li+Ls) 2 9q 5‘1(‘31)L;,.:qe +..., (125)
where
Si(q) = f_ wS(q, w)dw

at constant ¢,

and we have used,
(e, w) = (a1 )6(w)

for elastically scattered neutrons,

We can see then, that the second term of equation 125 provides a first order
correction to the static approximation. However, it should be noted that analytical
methods provide a good approximation to this correction only in cases where the
mass of the target atom is large relative to that of the neutron. For samples where
this is not the case, a more empirical approach is necessary and this will be discussed

in Section 4.4.3.
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3.6 Introduction to the theory of spectroscopy

In order to appreciate, to some extent, the kind of information on atomic structure
that it is possible to gain from spectroscopic experiments, it is important to under-
stand the processes involved in producing the measured spectra. In this work, both
neutrons and infrared radiation have been used to investigate the vibrations and ro-
tations of the bonded units in a-C:H, each providing complementary information. All
spectra are produced when transitions are made between different energy states, and
although these may be fairly complex for a network structure such as a-C:H, by con-
sidering the energy levels associated with simple molecules, it is possible to gain some
insight into the origin of the experimentally measured data. Of particular interest in
looking at a-C:H, is the question of whether or not molecular hydrogen is present,
“rapped” in pores within the network structure. Rotation of any H; molecules will
be excited by only a small energy transfer and should be obvious from the inclastic
neutron scattering spectra. Indeed, this data has the potential to provide the first
clear evidence for the presence of Hy molecules in a-C:I.

In performing any kind of spectroscopic measurement we are looking at the inter-
action between energy and the atomic/molecular system being studied by measuring
the amount of energy either absorbed or emitted. Since the energy levels are quan-
tised, interactions can only occur if the energy source can provide the right quantity
of energy for some sort of transition/excitation to occur. Consider two of the energy
states of a system, I, and F,, slilown in F‘igm'e 8.

Transitions can take place between the two levels if the amount of energy, AIf =
hv = E5 — Fy is supplied. Which means that if this system is exposed to radiation
of frequency v, a transition By — F, may occur. After a time interval the system

may well then decay back to state 1. So, either the absorption or emission spectrum
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Figure 8: A system of two energy states.

of the system can he measured.

The energy to excite such transitions can have a number of sources depending
on the type of energies to be examined and the frequency limitations of the source.
Infra-red spectroscopy uses radiation in the region 3 x 10'2 — 3 x 10"Hz to look
at vibrational energy levels, where AE ~ 10* Joules/mole. In an inelastic neutron
scattering experiment the energy is provided by the incident neutrons, and is generally
in the region 0—2.4 x 10'*Hz which can excite both rotational and vibrational modes.
From these density of states measurements the presence and proportions of such
modes can be ascertained. More details about spectroscopic methods can be found
i [2].

The forms of the equations defining the “allowed” energy levels for different sys-
tems will now be examined, Although a summary of the results will be presented
here, full derivations can be found in Section A. This work follows the methods used
by [121] which provides a good theoretical introduction to vibrational and rotational

spectroscopy.

3.6.1 The vibrating diatomic molecule

The covalent bond existing between two atoms in a stable molecule can be thought
of as a spring between two masses. As the atoms vibrate, the atomic positions

are continuously changing, and an equilibrium interatomic separation, Teq, 18 defined
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where the energy associated with the system is a minimum. Plotting energy vs.
interatomic distance we obtain the familiar graph shown in Figure 9 [2].

A

Energy

Figure 9: Energy vs. interatomic distance for a covalent bond in a diatomic molecule

[2].

If atom A is considered stationary, the other will oscillate between B and B*. No-
tice that if the energy is increased from B, to F; the distance BB* is also increased,
meaning that the oscillation becomes more vigorous, although the frequency of vi-
bration remains constant. If the bond is considered to be like a spring (i.e. it obeys
Hooke’s law), the variation of energy with interatomic diétance, r, can be written

formally,

1
E= —24;(7’ - :r'eq)2 (126)

where k& is the force constant.
The model in which the energy has a parabolic form is of course the simple har-

monic oscillator, and is the simplest model for a vibrating diatomic molecule,
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The simple harmonic oscillator

Since vibrational energies are quantised, the allowed energies for any particular systemn
may be determined by solving the Schrédinger equation. For the simple harmonic

oscillator it is sufficient to use the one dimensional Schrodinger equation:

B2 dep
_—— LV =[ 2

where y is the reduced mass of the system and the potential, V(z) = 1k2? for a force
constant k. By use of Lagrange’s equation. it can be shown that

1
V(z) = 5!-::32 = 27 pw?, (128)

where w is the frequency of oscillation. Solution of Schrddinger’s equation yields the

result that the n'* energy level, £, is given by:

1
E,={n+ §)ﬁ.w, (129)
so that
) 1
Eo = ihw (130)
and
ABy = Bpyq — Ey = hw, (131)

The lowest energy level,n = 0, does not give £y = 0 but Ey = %ﬁ.w - this is called
the zero-point energy. Also, notice that for simple harmonic oscillation the energy

levels are equally space, i.e. AE = fuw =constant.

The anharmonic oscillator

For a real molecule the simple harmonic oscillator model provides only an approxima-

tion to the actual behaviour. Real bonds do not in fact obey Hooke’s law, particularly
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for large compressions and extensions. Figure 10 shows a typical energy vs. distance

plot for a diatomic molecule.

{ simple harmonic
i oscillator

___dissociation energy

anharmonic
oscillator

A
Energy \
|
!
\
|
Al
\
|
\
0

Figure 10: Energy vs. interatomic distance for an anaharmonic oscillator.

= . .

The shape of this curve may be described by the Morse function [122),

=4 [eHQQr i 26_0,.]

(132)

where « is a constant for a particular molecule and A is the dissociation energy. As

before, the energy levels can be determined by solution of the Schrédinger equation,

although this time V(x) is given by,

Viz)=A [8"2‘”" e 26_(“:] .

The resulting equation for &, is:

where

2
|ﬂ4=Aﬁ-B@+%ﬂ

oh

(2uA)/2

(133)

(134)
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From equation 134 we can see that the energy levels have a quadratic dependence on
n, so they will no longer be equally spaced (see Figure 11).

A
Energy

0 legq r

Figure 11: Some of the energy levels for the anharmonic oscillator.

ABy = Eyyy — By = A[B - 2(n +2) 5% (135)

So the spacing, AE, depends on the value of n. The zero-point energy (n=0) is:

Ey=A[l- B/2]. (136)

3.6.2 The diatomic (harmonic) vibrating-rotator

Consider a rigid rotating diatomic molecule. Schrédinger’s equation yields [121] that

the rotational energy levels are given hy:

A+ 10)R?

E
y 2l

(137)
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where [=0,1,2,...and is the rotational quantum number, and I, is the equilibrium
(i.c. ¥ = rey) moment of inertia of the molecule. So that,

[h*

1L (138)

ARy = Fyy — By =

Le. the spacing of the energy levels depends on the value of , as shown in Figure 12.

R S,
i
energy AR,
R ~1=3
1=2
: I=1

Figure 12: Some of the energy levels for the anharmonic oscillator.

Now we can look at what happens if the molecule is vibrating at the same time i.e.
a non-rigid rotator. To do this the vibrational and rotational modes are considered
to be independent, to a first approximation, so that the total encrgy can be written

simply as,

Etot = Erot + Evib- (139)

To determine the energy levels we now use the three-dimensional Schrédinger equa-

tion:

B V)| 90,0,0) = B:90,0,9) (140)

and then find the radial equation by the method of separation of variables. For the

harmonic oscillator the equation for the encrgy levels becomes (sce Section A):

[+ 1R P+ DA
2], 12876123

1
By =(n+ E)lwe + (141)
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where

Ik

Ve = =4[

2w\ p

for a force constant k. The higher order terms are unreliable because of the inaccuracy
of the simple harmonic oscillator model.

The first term in equation 141 is that for the vibrational energy of a molecule
considered as a harmonic oscillator; the second term is the energy of rotation of a
rigid molecule (both these terms we are alveady familiar with); and the third term
is a correction to take into account the stretching of the non-rigid molecule as it
rotates. The effect on the rotational energy levels in moving from a rigid to a non-
rigid (harmonic) rotator are shown in Figure 13 [2].

rigid rotator non-rigid rotator

_ =T

e,

energy
— . 1=5

— 1Y

S T
U -

=

e — “150

Figure 13: Comparison of the energy levels for a rigid and non-rigid rotator.

The rotational and vibrational energy levels are illustrated in Figure 14.

3.6.3 The diatomic (anharmonic) vibrating-rotator

For anharmonic oscillations vibrational and rotational motions can no longer be con-

sidered independent. Solution of the radial part of the Schrodinger equation with the
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Figure 14: Some of the rotational and vibrational energy levels for a non-
monic) vibrating-rotator.
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Morse function defined in equation 132 for this complex situation, yields the result

(see Section A):

he 2
where,
o |24

We T 2mel
v hwee

T 44

h
B =
¢ 8n2l.c
D, — —h?
12878 1Pwlc?r8,

3h%w, 1 1
ae = -
1672ur2 A \are, ¥l

and c is the velocity of light.

1 1
Bt _ we(n + £) — zewe(n+ 5)2 {1+ D) B+ D1+ 1) — ap(n+ —2-)1(1—{— 1) {142)

Notice that this time the equation for ¥, includes a term involving both n and

[, indicating an interaction between the rotation and vibration of the molecule. For

nearly all molecules this relation gives accurate values for the energy levels.

The results presented in this section have all referred to diatomic molecules. Al-

though the equations will be modified to some extent for polyatomic systems, the

trends and effects will be similar to those shown here, and this should provide some

insight into the origins of the spectra.
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Experimental

4.1 Introduction

Details concerning the samples used and the experimental techniques employed are
given. This includes a description of the production of neutrons at the ISIS pulsed
source and the instruments used (LAD and TFXA). Data analysis methods are dis-
cussed in detail with some mention as to possible sources of experimental errors. A

brief description of the infra-red spectroscopy method is given.

4.2 Samples

A summary of the preparation conditions and properties of the samples studied in
this work is given in Table 4. For the samples deposited by CVD, the r.f. glow
discharge system was operated at a frequency of 13.56MHz, using a power of 100W.
The mean ion energy was measured by an electrostatic 90° encrgy analyser. For a
detailed description of the deposition process see [124, 125]. The remaining samples

were produced using a saddle-field fast-atom (i.e. neutral particle) source [126, 127):

84
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Sample | Precursor | Preparation Energy | Pressure | C:H Density | Knoop
gas method (eV) (mbar) | (at.%) | (gem™3) | hardness
(GPa)
1 C H, PE CVD! | ~30* |8.2x10-3| 56:44 1.4 5
2 C.H, PE CVD 125 [ 2.1x1073 | 66:34 1.7 12
3 CsHg FASS 500t | 1.4x10~* | 68:32 197 [ ~14 [123]
4 C,H, FAS 5001 | 1.4x10~1 | 65:35 1.82 | ~14 [123]
5 C,H, FAS 8007 ~107% | 78:22 1.25 | unknown
6 CgHqs FAS 1200t ~1073 75:25 1.53 unknown
7 CeD1z FAS 11000 | ~107 | 73:27 | 1.53 | unknown

1 plasma enhanced chemical vapour deposition § fast atom source
* mean ion energy t effective source energy

Table 4: A summary of the characteristics of the samples studied.

a schematic diagram is shown in Figure 15.

Densities were determined either by a flotation method (PECVD) or a residual
volume technique. The hydrogen content of each of the samples was determined by
combustion analysis using a commercial CHN combustion analyser.

These samples have been studied using a variety of experimental techniques, al-
though this study has mainly involved neutron diffraction, inelastic nentron scattering
and infra-red spectroscopy. The effect of temperature has also been investigated for
one of the a-C:H samples. In the following sections a brief overview of each exper-
imental method will be given, together with appropriate remarks concerning data

analysis, beginning with neutron diffraction.

4.3 Definitions and useful equations

Before discussing the instrumental set-up and the data analysis, it is useful just to

recap on the useful expressions derived fully in Chapter 3.
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Figure 15: A schematic representation of the fast-atom source.
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Neutrons are detected according to their time-of-flight (¢of), which is defined by:

Li L,
tof =t —ty= ;+U—:%[LV\;+LS,\3], (143)

where neutrons are produced at time g and detected at time . The incident wave-
length, A;, is variable and the neutrons travel a distance L; at velocity v; from the
moderator to the scattering centre. They are then scattered with a velocity v, and
wavelength A, to a detector at a distance L, from the scattering centre.

By defining incident and scattered wavevectors, k; and k,, we can also define the

wavevector transfer,
Q] = ki — ki, (144)

where, for scattering from a liquid or amorphous solid [128],

4y 3.177
= g] ~ — L: — L i ,
Q 5 sin 24 1o ( Ls)sin 20 (145)

where 20 is the scattering angle and A is the neutron wavelength. This allows the
conversion of the {of measurement into a Q-space measurement, Following all the
data corrections, the function we obtain is called the structure factor, S(Q), defined

for an amorphous material by:

S(Q) =1+ %’? [ rarlg(r) — 1]sin(@r), (146)

where p is the average number density of atoms in the material and g(r) is the pair
correlation function, which can be obtained by Fourier transformation of S(Q), and
gives information on atomic correlations in real-space.

In a multi-component system there are contributions to the total structure factor
from each atom-type pair. For a binary system such as a-C:H, we therefore have three

terms which are weighted to give the total structure factor, S(Q), such that:

S(Q) =22 cabi + ) cabacabs [Aap(@) — 1], (147)
a o
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Sample C-C C-H H-H
3 1.85 -0.98 0.13
4 1.27 -0.38 0.11

Table 5: Normalised weighting coefficients for the partial structure factors and pair
correlation functions. Units for b are fm, co+cpy=1.

where ¢, and cg are the atomic fractions, and b, and bg are the neutron coherent
scattering lengths, respectively, of elements ov and 3, and A,3(Q) are the partial struc-
ture factors. The first summation represents the “self-” or “single-atom” scattering,
while the second corresponds to “interference” or “distinct? scattering, and contains
the basic information on atomic correlations. The derivation of these equations is
predicated on the validity of the static approximation [129, 130}, which requires that
any change in the neutron’s energy upon scattering is small compared to it incident
energy i.e. the neutrons are elastically scattered, but corrections are made to the data
to account for any that are inelastically scattered (see Section 4.4.3).

Fourier transformation leads to the total pair correlation function, G(r), which,
according to the Faber-Ziman formalism [128), is given as:

Glr) = Zﬂ: [cacabadp (gap(r) — 1)], (148)
”

where gqa(r) represent the partial terms in G(r). From the weightings of the individual
terms in the structure factor and the pair correlation function for two of the samples,
as shown in Table 5, it can be seen that the dominant terms will be those arising
from the carbon-carbon and carbon-hydrogen correlations. Note the negative carbon-
hydrogen term due to the negative scattering length of hydrogen.

It is also useful to define the radial distribution function, J(x):
J(r) = dnr?pG(r), (149)

which gives a measure of the number of atoms at a given radial distance, r.
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Notice that for the inelastic and infrared spectra each spectrum is plotted as
a function of wavenumber (cm™!), rather than energy transfer (meV). These is a
convention used by chemists and conversion between the two can be done using the

equation:
1 . .
wavenumber, 1= h x velocity of light x energy transfer (150)

i.e. wavenumber (cm™') = 8.0668 x energy transfer. (151)

4.4 Neutron diffraction

4.4.1 Introduction

All the neutron measurements presented in this work were performed at ISIS at the
Rutherford Appleton Laboratory (UK) [131], the most intense pulsed neutron source
in the world. Neutrons are produced when synchrotron-accelerated protons at 500-
800MeV collide with a target nucleus (usually uranium, tantalum or tungsten). The
highly excited nuclear states which result decay either immediately or following a
delay, producing nuclear particles such as neutrons, 4 rays, neutrinos, etc. For a
target of uranium up to 30 neutrons per proton are produced, although for tantalum
or tungsten the number falls to around half that value. The “prompt” neutrons,
produced immediately on impact, are used for time-of-flight (tof) experiments; and the
“delayed” neutrons generate a low level time independent diffractometer background.
The source at ISIS is pulsed because separate bunches of protons accelerated to
300MeV collide with the target, rather than a continuous stream. This means that
neutrons with a wide range of wavelengths are produced in bursts at a rate of 50Hz.

The neutron pulse at that stage is less than 1us wide.
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At the target the neutrons have an energy ~ 10° times too high to be useful
for diffraction so they are slowed down in a moderator, while preserving as far as is
practicable the time structure of the pulse. Inside the moderator neutrons scatter
many fimes transferring energy to light moderator nuclei before escaping. Light
atoms, as in hydrogen-containing materials, are used for the moderator since the
energy transferred in a collision is greatest when the two particles have the same
mass. The typical iof spectrum as a function of wavelength, A, from a methane

moderator is shown in Figure 16.
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Figure 16: Incident neutron spectrum.

The spectrum has two regions: the epithermal region where intensity oc 1/, and
the Maxwellian region where intensity o (//7?) exp (—E /T), where 1" is the effective
moderator temperature and F is the neutron energy. The Maxwellian region arises
where neutrons have an effective kinematic temperature which corresponds to the

moderator temperature.
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From the moderator, where neutrons are travelling in all directions, a beam is
collimated towards the sample position. For tof diffraction measurements the beam is
not monochromated. Neutrons of varying wavelengths are scattered from the sample
into fixed angle detectors where the scattering is measured as a function of fof (which
can be directly related to the momentum transfer assuming “clastic” scattering). So,
in a tof experiment neutrons with a range of energies from 800MeV downwards are
incident on the sample. The complete scattering profile is then obtained by combining

spectra from detectors at different angles.

4.4.2 The diffractometer LAD

The diffractometer LAD at the ISIS facility is optimisedr for the study of liquids and
amorphous materials. A schematic diagram of the instrument is shown in Figure 17.
Neutrons arrive at the sample from a methane moderator at 100K with incident
wavelengths between 0.25 and 6.5A. A combination of *He gas and Li-glass scintillator
detectors are used to measure scattering over a wide angular range: 5°-150°, with a
(J-resolution varying from AQ/@Q = 11 at 5° to 0.5 at 150°. This change in resolution
with scattering angle is illustrated in the spectra obtained from diamond powder,
shown in Figure 18. It is interesting to note here the slight shifts in peak positions for
different scattering angles in the diamond powder spectra. This is probably due to
a slight miscalibration of the instrument, e.g. the detector positions, and illustrates
just one of the sources of experimental error which needs to be considered.
Detectors are in pairs on either side of the incoming beam such that by com-
bining the spectra from each detector, a Q-range of ~ 0.2 — 50A~" can be covered.
Measurements taken over this wide dynamic range lead to a real-space resolution,

27 [ Quaz = 0.1A. The facility to measure the structure factor with high accuracy and
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Figure 18: Spectra for diamond powder at different detector angles.

fo obtain such a high real-space resolution makes this instrument very well-suited for
the study of liquids and amorphous materials, particularly covalently bonded amor-
phous solids.

The incident beam monitor (before the sample) measures the incident neutron
intensity:wavelength profile, and is used to normalise the experimental data. The
transmission beam monitor (behind the sample) is used to try and determine the
fraction of neutrons scattered by the sample in order to obtain information on the
total neutron cross-section, op(1), and the density of the sample. Also, the design of
LAD and arrangement of its shielding means that the background scattering level is

low.




CHAPTER 4. EXPERIMENTAL 94

4.4.3 Experimental procedure and data analysis

In order to obtain the normalised scattering from a sample, the following measure-

ments need to be made:-

1. background - with furnace/cryostat, sample and container removed

2. empty furnace/cryostat (if used) - with container and sample removed

3. empty container - in the same environment as the measurement with the sample
4. sample in container

5. vanadium rod - with a geometry comparable to the sample container.

The sample container should ideally be vanadium as it can withstand high tem-
peratures and is predominantly an incoherent scatterer i.e. its scattering profile is
essentially flat, which avoids errors in the subtraction of the can scattering. Another
material suitable for sample containers is titanium:zirconium, where the alloy com-
position is such as to give oep, = 0. In the experiments carried out on the a-C:H
samples in this work vanadium sample cans were used.

The vanadium rod measurement is used to put the scattering on an absolute scale.
Vanadium is used because its neutron cross-section is almost entirely incoherent and
is well-known. The vanadium calibration is discussed further in Section 4.4.3.

Before obtaining a structure factor, however, several corrections need o be applied
to the data, the major ones being for: background, container and multiple scattering,
attenuation/absorption and the effects of inelasticity, which is the most problematic
correction to make for hydrogenous materials, Details about these corrections can be

found in the following sections, but the hasic algorithm for data analysis is:

i. normalise to the incident beam monitor
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ii, subtract the background

iil. normalise to the vanadium calibration

iv. subtract the multiple scattering

v. apply absorption corrections and subtract the can scattering

vi. apply inelasticity corrections

vii. merge spectra from different detector angles

viii. Fourier transform — pair correlation function, G(r)

ix. generate a radial distribution function, J(r), and fit with Gaussians.

Now consider these steps in more detail [3].

Normalising to the incident beam monitor

Before the normalisation can be done the data is first corrected for detector deadtime
and converted from tof to @ using equation 145. When a detector detects a neutron,
there is a finite time during which, if another neutron arrives, it will not be detected.
This is called its deadtime and is typically 1.3us for 3He detectors and 250ns for
scintillators. Following this the spectra are divided by the incident monitor spectrum
to normalise to the wavelength dependence of the incident beam - this can be modified

by small variations in moderator temperature and proton beam steering.

The transmission nmonitor

The transmission measurement is used in a more indirect way to provide information

about the total neutron cross-section, ar(}), and the density of the sample. Generally,
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the sample’s transmission, 7'(Q), can be written as [3]

w dz
T(Q) = [ exp—por(NE(z)o- (152)
where @ is the perpendicular distance from one edge of the beam, L is the neutron
flight path within the sample, W is the beam width (see Figure 19), p is the number

density of the sample, and e7(}) is the total neutron cross-section of the sample, and
or(A) = scattering cross-section, og(A) + capture cross-section, oq(A). (153)
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Figure 19: A schematic diagram to illustrate the transmission geometry [3].

Notice that the total neutron cross-section depends on the neutron wavelength, A
(i.e. the neutron encrgy). This means that og(A) varies between its so-called “bound”
and “free” values. The bound values correspond to the case of an immoveable nucleus,
and would be observed for low energy neutrons. For neutrons of high energy all types

of modes (diffusional, rotational, etc. ) can be excited in the sample nuclei, so o5(A)
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observed is the frec value. The bound and free cross-sections are related by,

0'3(/\)fmg = ('ﬁi‘) O'S(/\)boemd (154)

where A is the mass of the nucleus. So, for hydrogen, for example, og(A)free =
0.2505( A bound, Wwhich means that the transmission measurement is very important
for samples containing low mass nuclei. An example of a measured cross-section for

an a-C:H sample is shown in Figure 20.
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Figure 20: The measured cross-section for an a-C:H sample.

Vanadium calibration

The experimentally measured intensity, I#(Q), is a convolution of a diffractometer-
dependent function, #(@), which is a function of the detector and the incident flux.

So,

for the sample, I5(Q) = DCSs(Q).F(Q)
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for the sample + can,  IEg(Q) = DCSus(@).F(Q)
for the vanadium rod,  IF(Q) = DCSv(Q).F(Q)

where DCS;(Q} are the differential scattering cross-sections (which still need to be

corrected for absorption, multiple scattering, etc. ). Thus,

Q)= WDQ’;ﬁg). (155)

As the vanadium has a predominantly incoherent cross-section, DCSy(Q) can be
estimated with reasonable accuracy, so if I (Q) is measured, F(@Q) can be determined.
In practice, the measured vanadium intensity is fitted with a smooth curve to minimise
statistical errors and remove small Bragg peaks present due to the small amount of
coherent scattering. A typical vanadium spectrum normalised to the incident beam

monitor and with the background subtracted is shown in Figure 21.

Absorption and multiple scatiering corrections

Some neutrons will be absorbed by the sample and some will be scattered more than

once within the sample, and the data must be corrected for this. So we have,

DCSes(Q) = Is(Q)Ases + 1o(Q)Accs + Msa(Q)
DCSe(Q) = Io(Q)Ace + Mc(Q)

where Agcs, Ag,cs and Ac o are the Paalman and Pings [132] attenuation co-efficients,
and Msc(Q), Mc(Q) are the total multiple scattering differential cross-sections [133,
134} (sce Figure 22).




CHAPTER 4. EXPERIMENTAL 99

0.14 T T T T | T i T |
8
& 0.12
g
[o]
ks 0.1
[
£
a
= 0.08
e
2
8 0086
3
o
o 0.04
o
[
i
5 0.02
=
[a]
0 [N | | I 1 A1 i} i Il

0 5 10 156 20 256 30 35 40 45 50
Q (Angstroms**-1)

Figure 21: A normalised vanadium spectrum (top) and a background spectrum (bot-
tom).
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Figure 22: A schematic diagram to illustrate the assignments of attenuation cocffi-
cients and multiple scattering differential cross-sections.
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Both A;; and M;; depend on the scattering geometry and size of the sample, and
the attenuation and multiple scattering terms are functions of the neutron energy due
to their dependence on og(A) and o,(A). The attenuation factors can be calculated
exactly in the Static Approximation, within the limits of numerical accuracy. The
multiple scattering, however, cannot be evaluated very accurately since they require a
detailed knowledge of the structure of the sample. Normally the method of calculation
of this uses the total measured transmission cross-section and assumes the scattering
is isotropic at each neutron energy. To minimise the systematic error introduced in
correcting for multiple scattering, the sample should scatter no more than 10-20% of
the incident neutrons.

For a-C:H, although the level of multiple scattering is ~20% this is mostly inco-
herent (due to the high value of gy, for H) and takes the form of a smoothly varying
function of @ and therefore does not lead to problems in the data analysis.

Note that if the sample is also contained within a furnace/cryostat attenuation

and multiple scattering corrections must also be carried out for this.

Inelasticity or Placzek corrections

So far the discussion of data corrections has assumed that the scattering is elastic i.e.
that the Static Approximation holds. However, and particularly for light nuclei, this
is ot the case and a method is needed by which the deviation of the total differential
scattering cross-section from the Static Approximation can be taken into account.
Since it is impractical to measure the complete dynamic structure factor, S(Q,w),
the static structure factor, S{(Q), cannot be obtained by direct integration of S(@},w)
and so a method by which the effects of inelastic scattering can be corrected for has

to be found.
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Placzek [118] found that for nuclei more massive than the neutron the form of the
correction is related only to the nuclear mass, sample temperature, incident neutron
energy and the geometry and efficiency of the detection process. However, when the
nuclear mass is small simplistic approaches such as this break down and an alternative
needs to be found.

For a-C:H the high incoherent scattering cross-section of hydrogen gives rise to
a large amount of self-scattering which will change the overall level of the measured
total scattering without affecting the interference function, to first order. Therefore,
isolation of the interference function is possible to a good approximation if the overall
shape of the self-scattering can be found. The method adopted is an empirical one
which involves fitting a low order polynomial to the underlying curve which is then
removed from the spectrum. Since the major impact of the inelasticity corrections
is in the self-scattering term, the subtraction of a smooth curve like this provides
a reasonable approximation (bearing in mind the fact that current pseudo-analytic
approaches to this problem [135, 136, 137] do not cope well with low mass nuclei).
This method works well for the data at Q >~ 241 however, for the region below
Q ~ 28-1 it is less robust and as a consequence, the form of the structure factor
in this region is not as quantitatively reliable and this may lead to certain problems
in the Fourier transformation to the pair correlation function. In other studies of
this problem [135] the interatomic distance for nitrogen, for example, is found to be
3% too short, and for deuterium the shift in ¢ produces a 180° phase shift in the
oscillations in sin{@Jr). Therefore it is expected that bond distances and peak areas
for correlations involving hydrogen will be less precise in relation to those obtained
for carbon.

The effect of these corrections on the experimental data is illustrated for one
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detector’s spectrum, in Figures 23 and 24.
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Figure 23: The effect of corrections on the experimental data: (a) corrected for
detector deadtime and normalised to the incident beam meonitor, with the background
subtracted, (b) vanadium calibrated, (c) corrected for multiple scattering, (d) with
the can subtracted, and (e) corrected for absorption.

Obtaining the structure factor

Once all the corrections have been made, the 14 spectra of varying (J-range are
merged together to produce a structure factor which will typically cover the range
~ 0.2 — 5081, Spectra from each detector angle are merged by weighting each
one with the intensity with which it was measured (i.e. inversely with the variance,
assuming Poisson statistics for the data - the weighting function is taken from the

corrected intensity data of the vanadium calibration).
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Figure 24: The effect of the inelasticity correction.

Further analysis

There exists a simple Fourier transform relationship between the structure factor,
5(Q), and the pair correlation function, G(r):

dwp foo

S(@) =145 [ rdr{GR) = 1]sin(@r) (156)

where p is the average number density of the sample.

In addition to the second order inaccuracies introduced in performing the inelas-
ticity correction, spurious features in the G(r) can arise from statistical noise in the
S5(@) and from its finite range. To minimise the truncation effects in the S(Q), a
window function is often introduced in the Fourier transform which downweights the
high ¢ part of the spectrum, thereby damping out the termination ripples. Another
source of error is the effect of the resolution function of the instrument. This involves
the effects of angular uncertainty in the detectors, timing uncertainties and the width

of the neutron pulse, and will be convoluted with the experimental data. This means
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that there is little point in taking measurements with a statistical error <~ 1%, the
approximate level of the systematic errors.

Alternative methods for obtaining a pair correlation function from the structure
factor are available. These are generally inverse methods, and an example of this is
the minimum information method [138].

The radial distribution function, J(r) = 4xr?pG(r) can be generated from the
pair correlation function: J(r) is a measure of the number of atoms at a given radial
distance from an origin atom. This is then fitted with a series of Gaussians, allowing
both position and area to vary. By this method reliable values for the bond lengths

and co-ordination numbers can be determined.

4.5 Inelastic neutron scattering

4.5.1 Introduction

Inelastic neutron scattering is a technique used to study the vibrational density of
states in molecules or networks. As a complementary technique to infra-red (IR)
and Raman scattering it has the advantage that the measured intensity is directly

proportional to the vibrational density of states.

4,5.2 The TFXA spectrometer

The inelastic neutron scattering measurements for this work were taken on the TFXA
(time-focussed crystal analyser) spectrometer at the ISIS facility at the Rutherford
Appleton Laboratory (UK) [131]. Neutron production at ISIS has already been de-
scribed in Section 4.4.1 and a schematic diagram of the instrument is shown in Figure

25,
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Figure 25: A schematic diagram of the inelastic spectrometer TFXA.
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From the diagram it is clear that TFXA is an indirect geometry inelastic scattering
spectrometer. Neutrons with incident energies up to ~1eV are backscattered from
the sample through 133°. They are then energetically discriminated by a pyrolytic
graphite analyser. This type of energy analyser is used because it gives good energy
transfer resolution and high count rates over a range of energy transfers, Before
the neutrons reach the detectors they pass through a beryllium (Be) filter to remove
neutrons from higher order crystal reflections. The neutrons are then detected as
a function of fof by banks of *He gas detectors. Energy transfers over the range
2-1000meV can be measured in this way, with a resolution of 1.5-3%.

The sample is usually held in an aluminium foil sachet, so the container does
not contribute to the measured intensity. The important thing is not to make the
sample thicker than a few millimetres (i.e. so that the total scattering is ~10%), then

multiple scattering is avoided.

4.5.3 Data analysis

From the fof measurement, the energy transfer, fiw, is determined using the equation,

le = E,‘ - ES
_ ml} ml}
o2 9k

where I;, Is are the incident (variable) and scattered (fixed) neutron energies, I;, Ls
are the corresponding flight paths, and ¢;,ts the times of flight, m is the neutron
mass.

But,

the total tof, t=1t; +1s,
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ml; _ mlLdsin§,
Bk hr
and ts =1—1,

where, t; —

so that,

(157)

mL? ( mIL;dsin OA) 2 ml2 (mLSdsin 9,1) ?
hw = i — - — .

hiw 2 hw
Here d is the crystallographic spacing and 04 the scattering angle of the analyser crys-
tal. All the quantities on the righthand-side of equation 157 are either known or can
be measured experimentally, and hence fiw, the energy transfer, can be determined.

Once the intensity as a function of energy transfer has been obtained, the standard
corrections for detector deadtime need to be applied. Following this, analysis of the

spectra generally involves assigning peaks and regions of the spectrum to vibrational

modes in the sample in an analogous way to infra-red spectroscopy.

4.5.4 CLIMAX analysis

In an attempt to extract further information from the inelastic neutron scattering
spectra the CLIMAX progra.ﬁl [139, 140, 141} was developed. A molecule represen-
tative of the bonding environments present in the sample with force constants for its
associated vibrations is defined, and an inelastic scattering profile is generated for
comparison with the experimental data. Using a process of force constant refinement
the fit to the experimentally measured spectrum can be improved so that quantities
such as the ratio of CH:CH, groups can be determined [142, 143]. However an ap-
proach using the model molecule shown in Figure 26 met with little success, indicating

the limitations of this kind of analysis when applied to amorphous networks.
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@

Figure 26: The molecule used for CLIMAX analysis.

4.6 Infrared spectroscopy

4.6.1 Introduction

Infrared (IR) spectroscopy is a popular and commonly used method of investigating
the vibrational modes in materials. However, in most cases the spectrum can pro-
vide only qualitative information, although this can be very useful, especially where
complementary information from other experimental techniques is available.

There are two general types of measurement in IR spectroscopy: those which in-
volve absorption, transmission, or reflection of radiation by the sample and require
some kind of standard, or reference, spectra against which to compare the measured
intensity, and those which involve measuring the signal emitted by the sample upon
irradiation from an IR source. The type of measurement used very much depends on
the nature of the sample being studied. For instance, the a-C:H samples studied in
this work are highly reflective, so transmission and absorption measurements yield

little or no information. Diffuse reflectance measurements, however, can provide good
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information, particularly in the low frequency region of the spectrum as the high fre-
quency region can be affected by reflections from the surfaces of the small flakes. For
this region, better information can be gained from acoustic emission measurements.
The experimental arrangements for each of these techniques are discussed in more
detail in the following sections.

Fourier transform infrared (FTIR) spectroscopy is fundamentally different to con-
ventional IR spectroscopy in the way in which the spectra are measured. In the
conventional arrangement, radiation from a polychromatic source passes through the
sample and is then split-up into its constituent frequencies by either a prism or grat-
ing. The spectrum for each frequency in turn is measured by a detector, and these
are then combined to produce a total spectrum.

In FTIR spectroscopy, the spectra for all frequencies are measured simultane-
ously, so that a complete spectrum can be obtained in seconds. Before reaching
the sample, the radiation from the IR source passes through an interferometer. The
moveable mirror in the interferometer is used to introduce a path difference, 6, be-
tween the two arms which results in an interference pattern when the beams are
recombined. This interference spectrum is then incident on the sample, and the
transmitted/reflected/absorbed intensity is measured in the detector as a function of
the path difference, § (for a mirror moving at a constant velocity, this is effectively a
function of time). Using the Fourier transform relations (for an ideal spectrometer)
(144

foo
I{8) = /o 1(v) cos 2rvbdy

+oo
= I(v) = 2/; 1(8) cos 2rv6d8,

the measured intensity, 7(4), can be converted to a frequency spectrum, I(v). In this

way, it can be seen that the whole of the frequency spectrum can bhe measured at
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once. In practice, the frequency range that can be measured is limited by the finite
sampling intervals, and the resolution of the spectrum is limited by the maximum
value of § that can be achieved in the interferometer.

In performing an FTIR measurement, there are several factors that affect the

signal, some of which are listed below:
¢ non-ideality of the beamsplitter in the interferometer
¢ non-uniform amplifier response
e beam divergence through the interferometer
e mirror misalignment in the interferometer.

The principal noise contribution to the spectrum should result from detector noise,
although this is rarely achieved in practice. Careful consideration to any possible
sources of noise, from poor sampling to external vibrations.

Only a brief account of FTIR spectroscopy has been given here, and more infor-

mation can be found in books by Bell [144] and Banwell [2], for example.

4.6.2 Transmission/Absorption spectroscopy

The experimental arrangement for these measurements is shown in Figure 27. As
this technique was not useful in the study of a-C:H, no detailed description will be
given (sce [144]). However, to obtain the information from the recorded spectra it is
necessary to perform a standard measurement, i.e. 100% transmission (no sample) or

100% ahsorption.
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Figure 27: The experimental set up for FTIR transmission/absorption measurements.

4.6.3 Diffuse reflectance spectroscopy

For the samples studied in this work, IR spectra were obtained using a Biorad FTIR
FTS60 DRIFT (diffuse reflectance IR Fourier transform) spectrometer, see Figure
28. The IR beam is directed onto the sample and undergoes reflection, refraction
and absorption before emerging at the sample surface. This diffuse radiation is then
collected by a toroidal mirror and focussed onto the detector. In this way the spec-
tra obtained are measured in terms of a fraction of reflectance, which can easily be
inverted to obtain absorption spectra. The energy resolution is ~2e¢m™!. A reference

spectrum for carbon black is used (100% absorbance).

4.6.4 Acoustic emission spectroscopy

Here, no reference spectrum is required, as the emission results from vibrational modes
excited by the incident IR radiation, and is measured using microphonic detectors.
The experimental configuration is shown in Figure 29. The sample compartment is

black inside to limit signals other than from the sample reaching the detector. Also,
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Figure 29: The experimental set up for FTIR acoustic emission measurements.
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the sample is held in a highly reflective mount, so that as much of the signal from

the sample as possible is detected.

4.6.5 Data analysis

As with other spectroscopic techniques, interpretation of the spectra does not extend
much further than assigning peaks to vibrational modes and looking at changes in
relative peak sizes. However, in some cases, regions of the spectra can he fitted with
a series of Gaussians, with peak positions and areas allowed to vary, to obtain more
detailed information. This is particularly useful in the studies of a-C:H presented in

Chapters 6 and 7.




Chapter 5

Results I: Neutron diffraction

5.1 Introduction

The total structure factors and pair correlation functions obtained for all the samples
arc shown in Figures 30 and 31 respectively.

For the real-space data, the pair correlation functions for graphite (8) and diamond
(9) are included for comparison, together with some known values for bondlengths
(Table 6).

The LAD diffractometer (see Section 4.4.2), is particularly well-suited for the
study of covalently bonded amorphous materials, and the exceptional real-space res-
olution of this data allows us to look in detail at the carbon bonding environments
within the amorphous network. Looking at Figure 31 we can make the general peak
assignments shown in Table 7.

All the plots show similar features except the deuterated sample (g) where the

C-D first neighbour peak is positive. The presence of the peak at ~0.8A gives direct

114




CHAPTER 5. RESULTS I: NEUTRON DIFFRACTION 115

3)
(

1
30

25
Q (Angstroms™*-1)

i
20

(peieispuoe/suieq) (D)

Figure 30: Total structure factors (offset).




CHAPTER 5. RESULTS I: NEUTRON DIFFRACTION 116

1 | i I i I i |
3)
6)
(5)
5
5 (4)
o
©
5 )
&
(1)
(7)
@)
©)
| | | I I ] | |

1 1.5 2 25 3 3.5 4 4.5
r (Angstroms)

Figure 31: Total pair correlation functions showing also the results for graphite (8)
and diamond (9) powders (offset).
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Table 6;

sp°  C-C
sp?  C=C
sp?  C=C
sp?  C=C
sp>  C-H
sp*  C-H
H-H
sp® H-C-H
sp? H-C-H
sp? C-C-H
sp°  C-C-H

diamond  1.54A

graphite  1.424
benzene 1.39544&

ethene  1.344

methane  1.09A

ethene 1.07A

hydrogen  0.75A

1.80A

1.90A

1.954

2.164

Bond lengths and interatomic distances for carbon and hydrogen.

| Peal position Assignment
~0.8A H-II
~1.0A (negative) C-H
~1.4/5A CC 1st neighbour
~1.94 H-C-H and C-C-H 2nd neighbours
~2.58 C-C-C 2nd neighbours

Table 7: General G(r) peak assignments.
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evidence for the presence of molecular hydrogen in all samples, although the magni-
tude of this peak (and the C-H peak) may be affected by the unreliability of the low
Q data, as discussed in Section 4.4.3.

These may be compared with the neutron diffraction data of Gaskell et al. [145]
on mass-selected ion-beam (MSIB) produced “amorphous diamond”: their small
sample having a very low hydrogen content and having graphite inclusions which
meant that a “best guess” amount of graphite features had to be subtracted from the
data. Also, their diffraction experiment was run on a reactor source diffractometer
(Qmae=16A"1). That the correlation functions differ significantly in detail is of little
surprise given the very different deposition conditions, hydrogen content, etc. , and

there is little point in attempting a detailed comparison.

5.2 The effect of precursor gas

Figure 32 shows the G(r) for samples 3 and 4 prepared from propane and acetylene
respectively (see Table 4).

The results of the Gaussian fitting are shown in Figures 33 and 34. with the
parameters for each Gaussian given in Table 8.

With such high-resolution data it is possible to go beyond the straightforward
assignments given in Table 8, There is a clear indication that molecular hydrogen
is present in hoth samples in relatively small quantities. Also the carboﬁ-carbon
bond length in both cases is slightly less than that associated with saturated carbon-
carbon in diamond, which is consistent with the proximity of sp? carbon atoms to
the single bond. Again in both samples, an unsaturated carbon-carbon bond length
of 1.344 is observed which, because of its exact correspondence with the bond length

associated with olefinic carbon, would indicate that most of the sp* carbon present
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Figure 32: Total pair correlation functions: (4) for the sample prepared from acety-
lene, and (3) for the sample prepared from propane.

is the olefinic and not the aromatic/graphitic form. The residuals shown in Figure
?? show that the fits obtained using peaks at the bond distance associated with
olefinic sp? carbon-carbon bonds, ~1.34A, are better than those obtained when a
peak at ~1.424, corresponding to graphitic/aromatic sp? carbon-carbon bonding is
used. The existence of two peaks at ~1.34Aand ~1.52 /3A has recently been confirmed
by Bayesian analysis [146].

More information can be gained from the Gaussian fitting process concerning the
proportions of sp® and sp? carbon atom types. Assuming all the carbon atoms are in
either sp® or sp? hybridized states allows us to describe the mix of atom sites in the
following form [147]:

(59°] + [s9) o [B] = 1 (158)
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Figure 33: Radial distribution function for the sample prepared from acetylene (4)

(top), with the diferences between the observed and fitted J
~1.35 and ~1.53A (solid line), and using peaks at ~1.42 and

below.

(r) data using peaks at
~1.534 (_. _. -) shown




CHAPTER 5. RESULTS It NEUTRON DIFFRACTION 121

—
o]

J(r) (Atoms)
S ® r o

[y T @ T ¢ ¢

(=

r {Angstroms)

Difference (atoms)

0.4 L ' !,' i
0.6 | oo/ ]
08 1.2 13 14 1.5 1.6

r {Angstroms)

Figure 34: Radial distribution function for the sample prepared from propane (3)
{(top), with the diferences between the observed and fitted J(r) data using peaks at
~1.35 and ~1.53A (solid line), and using peaks at ~1.42 and ~1.53A (.. .. ) shown

below.
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Peak position  Peak area Assignment
(£0.014)  (40.3 atoms)
0.88 0.84 H-H
1.03 0.18 C-H and H-C
1.34 0.84 C=C
1.52 2.17 C-C
1.7-2.2 H-C-H and C-C-H
~2.5 C-C-C
Peak position = Peak area Asgsignment
(£0.014)  (£0.3 atoms)
0.86 0.41 H-H
1.06 0.16 C-H and H-C
1.34 1.12 C=C
1.53 2.64 C-C
1.7-2.2 H-C-H and C-C-H
~2.5 C-C-C

Table 8: Bond lengths and peak area for the sample prepared from acetylene (4) (top)
and propane (3) (bottom), derived from the neutron data.

where [sp®], [sp?] and [A] are the atom fractions of sp® hybridized carbon, sp? hy-
bridized carbon, and hydrogen, respectively. If 7 + 1 is the number of unsaturated
bonds per sp? hybridized carbon atom (i.e. r=0 for olefinic, =1 for aromatic, and
r=2 for graphitic carbon atoms), it is possible to obtain a ratio of saturated to un-
saturated carbon bonds, which is the same as the ratio of the ~1.34:~1.52/ 3Apeak

areas.

area of ~1.34Apeak unsaturated bonds

area of ~1.52Apeak saturated bonds
(L+1r)lsp’]

= : 159

o+ @ - )l A (1)

However, in this case where we may assume that, to a very good approximation all
the sp? carbon atom types are in an olefinic environment, we simply put r=>0 in

equation 159 and together with equation 158 the values of [sp®] and [sp?] can be
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Sample | Precursor [sp°] [sp?] C-C:C=C
gas (saturated) | (unsaturated) ratio
4 acetylene 0.16 0.48 2.6:1
3 propane 0.13 0.55 2.4:1

Table 9: Carbon bonding environments for a-C:H determined by neutron diffraction.

readily determined. It is therefore possible to calculate the ratio of carbon-carbon
single to double bonds. The results of these two calculations for both samples are
shown in Table §.

This computation relies, of course, on the curve fitting to the J(r) and, whilst
peak positions may be determined with a high degree of accuracy (0.014), the as-
sociated areas have rather lower reliabilities. Given the level of uncertainty involved
(estimated by examining the effect of varying the Gaussian fit parameters, and noting
that they are all correlated) it is possible that the carbon-carbon single:double bond
ratio could be as high as 3.7:1. Note that although it is not possible to rule out com-
pletely contributions from aromatic or (rather less likely) graphitic carbon bonding
environments on the basis of this data, it is evident that they can only be present in
very low concentrations, which is in agreement with the NMR data [17] and with the
molecular dynamics simulation work [14]. Therefore there is no evidence at all for
the existence of the relatively large graphitic or aromatic sp? clusters which form the
basis of the most commonly used of the current structural models: indeed the data
presented here implies that such models ought to be radically updated, at least for
the family of a-C:H materials exemplified by the samples discussed here.

There are however two aspects of the data which require some comment. There
is a general problem faced in the interpretation of any pair distribution function
associated with a system as structurally complex as a-C:H which arises from the in-

terplay between features which are close to one-another in r-space. The very high
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real-space resolution achieved in this study has alleviated the problem to a significant
degree, but the overlap between the (negative) carbon-hydrogen feature at ~1A and
the first carbon-carbon shell correlations at ~1.54 remains somewhat problematic.,
The situation is exacerbated by the fact that residual inaccuracies in our empirical
approximation to the inelasticity correction 4.4.3 (which are of primary concern to
correlations involving hydrogen at Q<N2A‘1) mean that as a consequence the am-
plitudes of features in the G(r) become less reliable at the lowest r values (<~1A).
Hence, whilst it is evident that the (negative) first shell carbon-hydrogen contribution
to the G(r) must be significant, the combined effect of the overlap with the first shell
carbon-carbon correlations and the weakly-determined molecular hydrogen feature
means that the C-H feature’s amplitude may be somewhat suspect. There is also a
possibility that there may be a small proportion of sp' bonds (NI.QA) present (see
[14]): these have been observed as weak features in infra-red work 7.4. This has,
however, no material impact on the conclusions drawn from this work.

Qualitative statements concerning the nature of the correlations beyond the first
co-ordination shells can also be made. For both samples, there is a small peak at 1.94
which requires some explanation. This is possibly the result of a convolution of the
large carbon-carbon second shell neighbour peak at ~2.5A with a “negative feature”
at 2.16A due to an sp® carbon-carbon-hydrogen second shell correlation; it is more
likely however that it arises from an sp® or sp® hydrogen-carbon-hydrogen second shell
correlation (which would he expected at ~1.8-1.94). Indeed, if short chains of sp®
CH, exist as suggested by the NMR data [17], then an associated H-C-H correlation
may also appear at higher r values and (wholly or partially) cancel any negative-going
C-C-H feature.

Using the carbon-carbon second shell peak centred at 2.54 | it has been possible to
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generate a carbon bond angle distribution which shows a principle peak centred on the
tetrahedral angle, but extending towards 120° ; precise statements cannot be made
because the broad 2.5A peak has contributions from several carbon-carbon-carbon
correlations,

Returning to a qualitative comparison of these results with those for the M3IB
form of amorphous carbon (Gaskell et al.[145]). Their sample, with its high sp®
carbon content shows a single first shell peak very close to the diamond distance, albeit
somewhat broader. Gaskell et al. do, however, note a slight inconsistency in first and
second shell co-ordination numbers and propose a “new” form of carbon, intermediate
between sp? and sp® [145]. However, their interpretation assumes that all sp? carbon
is in a graphitic environment; the results presented here, although on rather different
samples, would seem to suggest that this may be a poor approximation for low sp?
concentrations. Their observed discrepancy between the first and second shell co-
ordination numbers is reduced without the need to invoke this “new” form of carbon
if the sp® carbon is assumed to be all olefinic. A satisfactory method for obtaining
accurate second shell co-ordination numbers has not yet been found since the second
shell peak has a number of contributory carbon-carbon-carbon correlations.

Although the carbon-carbon peak areas and the single:double bond ratios are
the same for the two samples, within the experimental error, there are differences
between them which, to some extent, indicate the effects of changing the precursor
gas. Fourier transformation of the low Q data, for instance, shows that there is weak
medium-range ordering in both samples, although the degree of order is higher for
sample 4 (acetylene precursor) than for sample 3 (propane precursor). From Figure
39 it can be seen that the feature associated with the C=C bonds is more pronounced

for sample 3 than for sample 4. Also, the higher hydrogen content of the precursor
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gas for sample 4 compared to that from which sample 3 was prepared, is reflected in
the area of the H-H peaks (see Table 8). NMR work on these samples [17] does pick
up quite clear differences between them also, and it is suggested that at least some
of the residual differences between experiment and MD simulation [14] arise from the
analogous fact that the starting configuration in the MD work comprises separate

carbon and hydrogen atoms at low density and high temperature.

Conclusion

The high resolution real-space data presented in this work show that the carbon
sites in hard a-C:H are predominantly sp® hybridized, even in intermediate hydrogen
content samples, The single:double bond ratio is shown to be ~2.5:1. Furthermore,
the unsaturated C=C bond distance of 1.34A is too short to be aromatic or graphitic
in character and corresponds very closely to the olefinic bond distance. This implies
that current models for the structure of a-C:H (see Section 2.2.3) which rely on large

aromatic carbon clusters nced revision.

5.3 The effect of deposition energy and method

Details concerning the samples used in the study of these effects are given in Table 4:
samples 1 and 2 and samples 4 and 5, although more details can be found in [148, 91]
for each pair of samples respectively. The pair correlation functions for these four
samples are shown in Figure 35, and the results of the Gaussian fitting are shown in
Figures 36 and 37 and in Table 10.

Notice that with this high resolution real-space data from neutron diffraction
experiments, it is possible to distinguish the three different carbon-carbon bonding

environments: sp', sp? and sp®. By taking the ratio of the Gaussian peaks used to fit
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Figure 35: Total pair correlation functions: for samples prepared by PECVD (1) at
~30eV and (2} at 125eV; for samples prepared using a FAS (4) at ~500eV and (5)

at ~800eV.
Sample (1) Sample (2) Sample (4) Sample (5) Assignment
r Area r Area T Area r Area
(40.01A) (40.014) (£0.014) (£0.014)
0.85 0.18 0.84 0.25 0.88 0.84 0.86 0.09 H-H
1.04 0.78 1.00 0.45 1.03 0.18 1.08 0.04 | C-Hand
H-C

1.18 0.31 1.28 0.42 - - 1.20 0.07 C=C

1.34 0.34 - - 1.34 0.84 1.36 0.40 C=C

1.51 2.40 1.51 2.99 1.52 2.17 1.51 1.33 C-C

~ 1.8 ~ 1.9 ~ 1.8 ~ 1.8 H-C-H and
C-C-H

~ 2.5 ~ 2.5 ~ 2.5 ~ 2.5 C-C-C

Table 10: Results of the Gaussian fitting process. Note that the areas quoted here
have the units atoms and the error is ~ +0.3 atoms.
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Figure 36: Radial distribution functions showing the Gaussian fits for samples pre-
pared by PECVD at ~30eV (1) (top) and 125e¢V (2) (bottom).
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Figure 37: Radial distribution functions showing the Gaussian fits for samples pre-
pared by a FAS at ~500eV (4) (top) and ~800eV (5) (bottom).
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Sample | sp! sp? 1 sp
1 0.14 0 1
2 0.13 0.14 1
4 0 : 040 1
) 0.05 : 0.30 1

Table 11: Ratios of bond types for the four samples.

each of these correlations, the relative amounts of each bonding type present in the
samples can be determined. These results are given in Table 11.

For both the PECVD and fast-atom deposited samples there is an increased
amount of sp' bonding in the samples prepared at higher energies, although this
is within the experimental errors. However, there is also a simultaneous reduction
(and even disappearance in the case of sample 2) in the area of the sp? carbon-carbon
peak at ~1.34A, Note that, as has been observed previously (see Section 5.2), this
distance corresponds to that of sp? olefinic bonding, and there is no evidence in any
data set for the significant amounts of graphitic sp? carbon-carbon bonding (~1.424)
predicted by the original Robertson model. For the PECVD deposited samples, the
present data lie in contrast to the analogous discussion of data obtained in previous
experiments (see for example [10, 149]) which has generally been in the context of the
Robertson model, and without the benefit of the kind of detailed structural informa-
tion made avaiable from neutron diffraction experiments such as these. The hydrogen
content of both sets of samples is seen to decrease with increasing deposition energy,
see Table 4, and this is consistent with the subplantation description of deposition
189]. |

Increasing the energy of the impinging species in the ranges given in Table 4, leads
to a sharpening of the features corresponding to the carbon first and second neighbour

correlations at ~1.54 and ~2.5A respectively, for both deposition techniques. This
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indicates a tendency towards a single carbon bonding environment, in this case sp®
bonding with the expected bond angle of ~ 110° (although some sp! bonding is also
present). However, as can be seen from Figure 35, the structural differences exhibited
by each pair of samples are quite subtle, and the dominance of sp® carbon bonding
is maintained over these energy ranges. There are, however, significant differences in
the macroscopic properties of the low and high energy samples prepared by the same
method [148, 149], particularly their hardness (see Table 4). From this it is possible
to deduce that in the deposition energy region studied, increased hydrogen content
and sp* bonding lead to a reduction in the amount of cross-linking and therefore to
a softer sample.

The areas of the C-H and H-H peaks do not consistently follow the trends men-
tioned above but, as explained above, these features are less robust in terms of their

size; their positions are however correct (within the errors quoted),

Conclusion

The structural changes observed as the deposition energy is increased are found to
be consistent with the subplantation model of Lifshitz and are qualitatively indepen-
dent of deposition method. However, although changes in the macroscopic sample
properties with energy are significant, the atomic scale structural differences are sub-
tle. iven with what may be considered to be relatively large differences in effective
impact/deposition energy, the a-C:H samples are all found to have broadly similar
structures, with the sp® carbon-carbon bonding environment remaining dominant,
With increasing effective impact energy at the growth site, the olefinic sp® carbon
bonding is seen practically to disappear, and the fraction of sp' carbon bonding in-

creases slightly. Given the preference for hydrogen to bond to sp® carbon sites, this
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Figure 38: Total pair correlation functions for the deuterated (7) and hydrogenated
(6) samples.

observation suggests an overall decrease in network cross-linking with increased par-
ticle impact/deposition energy and hence provides a microscopic explanation for the

nacroscopic changes in hardness.

5.4 The effect of isotopic substitution

The effect of isotopic substitution will be discussed only briefly here since almost all of
the work has been carried out by Burke et al, [150] using the SANDALS diffractometer
at ISIS. However the data presented here, which was taken on LAD, is new and
illustrates well the differences in the G(r) for a-C:H and a-C:D. Figure 38 shows the
total pair correlation functions for the hydrogenated and deuterated samples, and the

results of the Gaussian fitting are presented in Figure 39 and Table 12.
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Figure 39: Radial distribution functions showing the Gaussian fits for the deuterated
(7) (top) and hydrogenated (6) (bottom) samples.
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The first thing to notice is that for the deuterated sample, (7), all the correlations
are positive since deuterium, unlike hydrogen, has a positive scattering length: this
is especially evident in the first C-H(D) neighbour correlation at 1.08&. This also
enables the clear observation of peaks at ~1.63& and ~2.14A corresponding to second
neighbour correlations which are more difficult to see in the hydrogenated samples.

For both of these samples the carbon-carbon bondlengths are close to the bond
distance found in aromatic/graphitic carbon (see Table 6). This may be due to the
samples being prepared at a relatively high energy (~960eV), but may also result from
the nature of the precursor gas molecules (hydrogenated/deuterated cyclohexane).
Although the samples were prepared at a relatively high energy, the gas molecules
are large, so that the average energy per atom will be relatively low. This means
that in addition to the average impact energy being decreased, the incident molecular
fragments will tend to be bigger, i.e. the molecule remains more intact, and therefore
produce a sample with a more aromatic character. The lower incident energy could
also mean that the “thermal spike” is lower, and there is less energy to impart to the
surrounding region on impact, which results in sp?, rather than sp® carbon-carbon
bonding. These effects are further discussed in Section 6.2 of the following chapter,
So, from the results of the Gaussian fitting, both samples have an insignificant amount
of sp® bonding,

Finally, for the hydrogenated sample, a Gaussian peak at 1.18A has been fitted.
This could possibly be evidence for the presence of sp! carbon, but is more likely to
be a Fourier transform effect due to the high level of statistical noise in the structure

factor. This also explains the high-r ripples in the pair correlation function.
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Peak position  Peak area Assignment
(£0.014)  (£0.3 atoms)
0.87 0.01 D-D
1.08 0.50 C-D and D-C
1.43 1.55 C=C (aromatic/graphitic)
1.63-2.2 C-C-D and D-C-D
~2.5 C-C-C
Peak position  Peak area Assignment
(£0.014)  (40.3 atoms)
0.88 0.11 H-H
1.08 0.03 C-H and H-C
1.18 0.03 C=C
1.37 0.37 C=C
1.47 0.80 C=C (aromatic/graphitic)
1.7-2.2 C-C-H and H-C-II
~2.5 C-C-C

135

Table 12: Bond distances and peak areas for the deuterated (7) (top) and hydro-

genated (6) (bottom) samples.




Chapter 6

Results II: Spectroscopy

6.1 Introduction

In this chapter the results of Fourier transform infrared (IR) spectroscopy and inelastic
neutron scattering (INS) experiments are presented for the six a-C:H samples listed
in Table 4. Both diffuse reflectance {DRIFT) and acoustic emission IR measurements
(see Sections 4.6.3 and 4.6.4) were performed on the samples, and the spectra obtained
are shown in Figures 41 and 42. The raw INS spectra are also shown in Figure 43.
General assignments for regions of the infra-red spectrum for carbon and hydrogen
are shown in Figure 40.

In a detailed examination of the spectroscopic results it is more instructive to
consider the two different regions of the spectra, 3400-2600cm™" (CH stretch region)
and 1800-10cm™" (CC stretch and CH,, deformation region), separately to begin with;

I will then attempt to correlate the findings from both in a summary.

136
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Figure 40: General assignments for regions of the infra-red spectrum.
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6.2 The CH stretch region: 3400-2600cm !

Due to the poor resolution of the INS data in this region (300-500meV ), only IR data
is discussed for the CH stretching modes. Following a “background subtraction” using
a low order polynomial, each spectrum is fitted with a series of Gaussiaus, allowing
position a.1‘1d area to vary using the method of least squares until a best fit is found.
Figure 44 shows the fitted Gaussians used to obtain a best fit for each sample. From
the positions of the Gaussians, assignment of the observed frequencies to vibrational
modes can be made and the peak areas can be normalised to the hydrogen content of
the sample and used to look at the relative proportions of each mode present in the
samples. Table 13 gives the frequency and associated normalised peak areas derived

from this data.

Vibration sp2CH sp?CHs  sp®CH, (asym.) sp®CH, and
(olef./arom.)  (asym.) sp®CH CHj (sym.)
Observed  3035-2971 2977-2958 2930-2915 2870-2858
frequency
Sample 1 3.52 3.08 26.4 11.0
Sample 2 11.9 13.6 8.5
Sample 3 7.04 4,48 12.16 12.48
Sample 4 1.75 4,55 14.35 14.35
Sample 5 1.32 2.2 12.1 6.16
Sample 6 2.0 1.25 16.0 16.25

Table 13: Frequency assignments and areas obtained from the Gaussian fitting of
C-H stretch region of the IR data.

Now if we assume that the peaks associated with the anti-symmetric and sym-
metric strefching modes for the same group have the same area, it is possible to
determine the relative ratios, CHy:CHs, sp®CH:sp?CH and CH:CH,, and these are

shown in Table 6.2.
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Figure 44: Gaussian fits to the C-H stretch region of the IR data showing the con-
stituent Gaussians, for samples 1-6.
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Sample CII;:CH; sp®CH:sp?CH  CH:CH,

1 ~2:1 ~6:1 ~3:1
2 ~2:1 - -

3 ~2:1 ~1:1.5 ~1.4:1
4 ~2:1 ~3:1 ~1,2:1
5 ~2:1 ~6:1 ~2.4:1
6 ~T ~3.5:1 ~1:1

Table 14: Approximate relative proportions of CH,, groups from the CGaussian fitting,

It is important to remember that these ratios are not absolute; comparisons are
only meaningful in a relative way hetween samples.

Before discussing these results in detail, it is worth pointing out that although
frequencies associated with sp?CH, and CHj groups are not observed (they are not
clearly observed in IR spectra for a-C:H in general [151, 29, 152]), this is due to
the weightings of their matrix elements and does not necessarily imply that these
groups are absent. From Figure 44, it is clear that the four frequency assignments
made are common to all of the samples. For sample 2 the two high frequency bands
cannot be resolved, whereas for the other samples there are two peaks in this region
(3035-2958cm ™). All samples do show that there is a mixture of sp®CII and sp?CH
bonds and that both CH, and CHj groups are present, although the actual number
of these cannot be determined. From Figure 42 none of the samples show a peak
at ~3300cm~1 corresponding to sp! CH, when it is known from neutron diffraction
(see Section 5.3 that two of the samples (5 and 2) contain sp! carbon sites. This
may simply be explained by the deterioration of the data quality which starts in this
region of the spectra, as it has been seen clearly in other IR studies 7.4.

Looking at Table 6.2, the first thing to notice is that all the samples except one

(6) have approximately twice the peak area associated with CH, groups as with CH,
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groups: for sample 6, CH,:CHy ~7:1. Since this ratio is the same for changes in de-
position energy and method, and for preparation from propane and acetylene gases,
it is reasonable to assume that this anomalous result is due to the use of cyclohexane
(CeHyz) as the precursor gas. This suggests that the relatively high deposition energy
used is not sufficient to cause complete dissociation of the cyclohexane molecule, leav-
ing fragments containing CH, groups which are incorporated into the a-C:H structure.
The existence of such impacting fragments also means that the average energy per
atom on impact is lower than if full dissociation had occurred. This could explain
why CH, groups are not then broken-up on impact. Evidence for some dissociation
of the molecule is provided by the presence of CH3 and CH groups. These impacting
atoms and smaller fragments also cause etching of the growing film which is consistent
with the observed CH:CH, ratio of areas of ~1:1, and with the measured hydrogen
content of 25%.

Another feature common to the majority of the samples is that the arvea associ-
ated with sp?CH is greater than that from sp?CH honds. Although we cannot say
conclusively from the semi-quantitative evidence of the IR, data alone, this is in agree-
ment with the results of NMR data [17], which found that hydrogen is preferentiaily
bonded to sp® carbon sites.

Samples 3 and 4, prepared from propane and acetylene, respectively, at the same
deposition energy, show only slight differences and these are within the limits of
experimental error, The presence of CH, groups indicates that these samples do
have a polymeric component, and the peak at ~3000cm™?! (sp2CH olefinic/aromatic)
shows that olefinic/aromatic carbon-carbon bonds are present. This is all consistent
with the results of neutron diffraction experiments on the same samples, presented in

Section 5.2.
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Now consider the effects of deposition energy for deposition using a fast atom
system and acetylene gas, by looking at samples 4 and 5. From the analysis of this
CH stretch region, it is clear that the distribution of hydrogen within the network
is quite different in each sample. Although a CH,:CHs peak area ratio of ~2:1 is
common to both samples, the sp>CH:sp?CH peak area ratios differ in that this is
equal to ~3:1 for the lower energy sample (4) and ~6:1 for the higher energy sainple
(5). The CH:CIH, peak area ratios are also affected: ~1.2:1 for sample 4 and ~2.4:1
for sample 5. From neutron diffraction results in Section 5.3, it was shown that in
terms of the carbon network and the distribution of H-H, C-H and C-C bond lengths,
these two samples are quite similar, although with this increase in energy it is found
that there is a decrease in the number of sp? carbon bonds which, to some extent,
could account for the relative increase in sp®CH bonds. Also the increased peak
area of CH relative to that of CH; groups for the higher energy sample could be
explained in terms of a more efficient etching of hydrogen for higher incident particle
energies (i.e. within the sub-plantation model), but may also be a result of a more
complete breaking-up of the acetylene gas molecule at the higher energy - this could
also account for the increased area associated with sp® carbon sites, in that there
is an increased amount of energy to be dissipated on impact, which causes a larger
thermal spike. The decreased relative number of CH; groups also means a decreased
relative polymeric component in the higher energy sample,

Finally, samples 1 and 2 were both prepared by plasma-enhanced chemical vapour
deposition (PECVD) from acetylene gas. Although resolution problems mean that
the discussion is necessarily limited, it is clear that the distribution of hydrogen in
sample 1 (low energy PECVD) is very similar to that found in sample § (high energy

FAS), having a relatively low polymeric spectral component and relatively few CHs
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groups. Unfortunately, we are unable to make any further statements about these

samples for this particular region of the spectrum.

6.3 The CC stretch and CH,, deformation region:

1800-10cm ™}

For this region of the spectrum, INS experiments are the best source of structural
information, although intensities at these low energy transfer values are difficult to
interpret. The general assignments for this region are: 800-1000cm™! sp? C-H out-
of-plane and in-plane bending, 1100-1300cm™" sp® C-C stretch and -CH, wag/twist,
1300-1500cm ™! sp® CH,; and CHj deformations, and 1500-1700cm™" sp? C=C and
aromatic C=C stretches; intensity in the region 0-400cm™! is generally due to vibra-
tions of large fragments of the lattice/network. The smoothed INS spectra shown in
Figure 45 show that these bands are common to all the a-C:H samples. However,
improved insight into the structure of these materials can be gained if the data is
compared to spectra for diamond, graphite, polyethylene and polyisoprene (rubber)
shown in Figure 46.

In fact, this comparison produces some interesting results. The spectra for a-C:H
are really quite dissimilar to those for diamond and graphite, but there is a much
greater resemblence to the polymer spectra, with broadening of bands as is expected
for an amorphous structure. In the first instance this s in agreement with the model
for a-C:H described earlier [153], however the lack of a strong band at ~720cm ™" due
to CHz rock in extended methylene chains (as seen in the polyethylene spectrum) is
evidence that the CHj chains must be short and/or sparse, which is consistent with the

results of neutron diffraction (Chapter 5) and NMR [17] experiments. When making
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Figure 45; Raw INS spectra.
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Figure 46: Raw INS spectra in the low energy region for the “standard” samples.
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comparisons between the a-C:H samples and these standard materials, it is important
to note that the high cross-section of hydrogen will mean that correlations involving
hydrogen will tend to dominate the spectra, so it is impossible to say whether or not
the carbon-carbon correlations are more similar to diamond or graphite.

Taking a more detailed look at the data, consider first the effect of the precursor
gas by comparison of the spectra for samples 3 and 4. The slightly higher sp® content

of sample 4 is shown by the increased peak height at ~1250cm™,

The increased
intensity of the peaks at 1300-1500cm 1, associated with deformations of C-H bonds,
are also consistent with the higher hydrogen content of sample 4, although both
samples have roughly the same proportion of sp? CH bonds {~850cm™!). Overall the
spectra are very similar, as was the case for the C-H stretch region, with both samples
showing some evidence for the presence of sp? C=C stretch bands above 1500cm ™.
The spectra for sample 6, prepared from cyclohexane at a higher deposition energy,
is quite different from those for samples 3 and 4, although it is also more similar to
the polymer samples than to the diamond and graphite powders. The strong peak
at ~1250cm™! (sp® C-C stretch) is much weaker than in the previous two samples,
whereas intensity in the region 1500-1800cm™" (sp? C=C stretch) has increased. This
is also accompanied by an increase in sharpness and intensity of the peak at ~850cm™*
(sp? C-H wag in- and out-of-plane). Further, the apparent downwards shift in energy
of the position of the main peaks is due to a considerable increase in intensity in
the region ~950-1200cm™*, which is generally assigned to -CH, twisting and wagging
vibrations. These changes are all consistent with the increase in the relative number
of CI; groups observed in the analysis of the C-H stretch region of the IR spectra,

and the neutron diffraction data which shows a higher sp? carbon content for this

sample.
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Finally, samples 1 and 2, prepared by PECVD, are similar to samples 3 and 4,
prepared by a FAS. The higher hydrogen content in the PECVD samples produces
an increased relative intensity of the CH, and CHs deformation bands either side of
the sp® stretch band at ~1250cm™!. The differences between the spectra for these
two samples are small and on the whole result from the different hydrogen contents.
The intensity in the sp* C=C stretch region (above 1500cm™!) is about the same
for both samples, and similar to that observed in samples 3 and 4, The sp? CH in-
and out-of-plane bends (~850cm™) are also similar in all four samples. The low
energy region (0-400cm™) of the spectra for the PECVD samples show that there
are some differences in network vibrations compared to the FAS-prepared samples,
however, how these differences relate to changes in the network structure cannot be
determined.

The diffuse reflectance IR data shows similar trends between the a-C:H samples.

6.4 Summary

The results of the infrared and inelastic neutron scattering studies for these a-C:H

samples are summarised below:-

e in both the TR and INS data the modes are common to all samples, although

with varying intensity

o from the INS results, the spectra for all a-C:H samples are most similar to those
obtained for polymeric materials, rather than diamond and graphite, but with

only short chains

¢ samples 3 and 4 prepared from propane and acetylene respectively, are very

similar - this is evident from the neutron diffraction as well as the IR and INS
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restlts

e from neutron diffraction results, samples 3 and 4 (prepared at different de-
position energies) have a very similar structure, but IR data shows that the

distribution of H within the network changes with deposition energy

e sample 6, prepared from cyclohexane at ~960V, is quite different from the other
samples: it has relatively few CH, groups compared to the other samples and
a much larger sp? carbon content - these differences are apparent from all the

experimental results

o IR and INS data shows that samples 1 and 2, prepared by PECVD, are similar to
samples 3 and 4 (a conclusion which also emerged from the neutron diffraction
results), although the increased H content gives increased intensity to CH,

deformation modes in the INS data.

6.5 Conclusions

Perhaps the most important point to emerge from this data is that for all the samples
the results are consistent with a structural model for a-C:H derived from our previous
work, which includes short, polymeric chains. Certainly the INS spectra for the a-C:H
samples bear closest ressemblence to the spectra obtained for the polymer materials,
polyethylene and rubber, although the much lower scattering cross-section for carbon
means that carbon-hydrogen correlations will dominate the spectra. The effects of
varying some of the deposition parameters were also investigated and differences in the
relative proportions of bonding environments were detected. It was found that, over

the range of deposition conditions explored in this work, all the samples produced
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were very similar, except for sample 6, which was produced from cyclohexane gas
at high energy. This agrees with the neutron diffraction results in Chapter 5 which
show only small differences in the structure between the samples. However, the results
for sample 6 can be satisfactorily explained in terms of the subplantation model for
deposition.

This work has also illustrated the value of infrared spectroscopy and inelastic

neutron scattering as complementary experimental techniques.




Chapter 7

Results I1I: The effect of

temperature

7.1 Introduction

Many of the current and potential applications of these materials require elevated
temperature and/or pressure environments, therefore it is important to know how
they can withstand such conditions. Here, the structural changes in a-C:H have been
investigated as a function of temperature using neutron diffraction and inelastic sca,f—
tering, combustion analysis and infra-red spectroscopy techniques, up to a maximum
temperature of 1000°C. The sample used in this study was prepared from acetylene
gas at an effective beam energy of 500eV using a FAS (see Table 4), and therefore
corresponds to the hard form of a-C:H.

It is well-known that when a-C:H is heated it suffers irreversible hydrogen loss,
and eventually a structural transformation to graphite (see for example [105, 57]); it

is this process which has been studied here in more detail. Comparisons have been

153
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Temperature C H Density Number
(°C) (42 at.%) | (£2 at.%) | (+0.02gem™?) density
(£0.05 atomsA—3)

% 65.0 35.0 1.81 0.13
100 63.7 36.3 1.73 0.13
200 63.5 36.5 1.72 0.13
300 66.2 33.8 1.77 0.13
380 65.2 34.8 1.76 0.13
460 71.2 28.8 1.76 0.12
55() 80.4 19.6 1.80 0.11
630 85.8 14.2 1.75 0.10
800 03.4 6.6 1.75 0.09
1000 98.7 1.3 1.74 0.09

Table 15: Compositional and other information for the sample at different tempera-
tures.

made with previous work on similar systems and a brief summary of these results is

given.

7.2 Combustion analysis

Information on the composition and density of the sample at different temperaturcs
is given in Table 15.

From the results of the combustion analysis it is possible to look at the variation of
hydrogen content in the sample as a function of temperature (see Figure 47) compared
to the data of Lukins [151] and Yusada [154].

Tt is clear that hydrogen evolution is a continuous process, with irreversible changes
occurring even by 300°C, but with a rapid increase in the rate of hydrogen evolution

thereafter. This data should be compared with the calorimetry work of Nyaish and
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Figure 47: Hydrogen content of the sample as a function of temperature (solid linc)
compared to the data of Lukins et al. () and Yusada (x) (for this data the y-scale
is arbitrary).
Mowak [35] on similar materials which suggested the presence of significant exother-
mic transitions at ~550°C and ~750°C. Differential scanning calorimetry (DSC) mea-
surements carried out on the sample studied here, however, failed to identify any
transition temperature, but the combustion analysis would seem to indicate that a
“threshold” temperature in the region of 300°C does exist. There is no such sup-
portive evidence for a threshold/transition of any sort at higher temperatures. It is
important to note that their sample was prepared in a markedly different way to this
one (glow discharge using a methane precursor), and their experiments carried out on
a sample prepared in such a way as to maximise its surface area - and hence enhance
the effective sensitivity of their DSC instrument {155},

Table 16 compares “threshold” temperatures and maximum hydrogen effusion
rates for various samples as compared to the hydrogen content of the as-prepared

sample,
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1

J

6

As-prepared | Temperature at | Temperature for
Sample H content which H maximum rate of
(at. %) evolution begins H evolution
(°C) (°C)
Gonzalez- low ~600 -
Hernandez [156]
Gonzalez- medium/high ~400 ~500
Hernandez [156]
Nyaiesh at al. [35] ~25 ~450 ~550
This sample ~35 ~300 ~500
Dischler {29] ~39 ~300 ~850
Lukins [151] ~50 ~300 ~500

Table 16: “Threshold” temperatures and temperatures for maximum rates of hydro-
gen evolution for various samples.

Note that the general trend is that for samples with an initially high hydrogen
content, effusion begins at a lower temperature than for those where the prepared
sample has a low hydrogen content, i.e. as the initial hydrogen content increases, the
“threshold” temperature for hydrogen effusion decreases, The temperature at which
the effusion rate reaches a maximum is generally in the range 450-600°C, irrespective

of hydrogen content.

7.3 Neutron diffraction

Figure 48 and Figure 49 show the structure factors and pair correlation functions
respectively for each of the temperatures derived from the neutron diffraction spectra,
As before, radial distribution functions were generated from each G(r) and fitted
with a series of Gaussians. Therefore the change in carbon-carbon co-ordination
number as the temperature is increased can be investigated (see Figure 50).
Also, the positions of the peaks in the J(r) give an indication of the change in av-

erage boud length, which for the carbon-carbon first co-ordination shell in particular,
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tures (offsct).
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Figure 49: The pair correlation functions derived from the neutron data for various
temperatures (offset).
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Figure 50: The area under the carbon-carbon first neighbour peak (+0.3) as a function
of temperature.

shows clearly the change in the type of bonding (see Table 17),

By taking a look at the general trends across the range of the data, we can see
differences in the S(Q) data sets in the region ~17ﬁ_1—~27A‘1, with the gradual
appearance of two peaks as the temperature is increased, but a sharper peak at
~7TA-1 also emerges with temperature. For the real-space data, in addition to the
changes at r<~2.5Awhich are discussed in detail shortly, there are some interesting
differences at higher r-values, although it is impossible to interpret these in terms of
changes in bonding environments. Two regions of the data show features at 1000°C
which are absent at room temperature: at ~3A and ~4-6A. These features indicate
a general increase in the amount of ordering in the structure, however, the absence
of Bragg peaks in the data shows that the ordering is not too extensive.

From Figure 49, it is clear that as the temperature is increased, the carbon-

carbon peak moves from a broad peak at ~1.5A (- although from the asymmetry of
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Temperature Position of 1st Assignment
(°C) C-C shell +0.01 (A)
25 1.34 C=C olefinic
1.52 C-C
300 1.38 C=C olefinic/
graphitic and/or aromatic
1.51 C-C
550 1.42 C=C graphitic
630 1.41 C=C graphitic
800 1.42 C=C graphitic
1000 1.42 C=C graphitic

Table 17: Bond distances and their assignments at the different temperatures.

the peak it has already been shown in Section 5.2 that it has two components) to a
narrow peak centered at around ~1.4A; a change already apparent at 550°C. There
is therefore a definite trend for the carbon-carbon bonding environment to move from
sp® to sp®, and for the olefinic sp? to become more aromatic/graphitic in character.
Further evidence for this can be found in the decrease in the area under the first-shell
carbon-carbon peak shown in Figure 50,

Also, although the quality of the low r data is sub ject to larger uncertainty due to
the empirical nature of the inelasticity correction, there is clearly a gradual weakening
of the carbon-hydrogen trough at ~1.04 and the hydrogen-hydrogen peak at ~0.84,
as would be expected given that, as the temperature is increased and hydrogen is
evolved, the number of carbon-hydrogen bonds and the amount of molecular hydrogen
present is reduced. Finally the second-shell carbon-carbon-carbon correlations giving
rise to the peak at ~2.5A should be highlighted. This peak is seen to sharpen as
the temperature is increased, which indicates a move from a mixed, towards a single
carbon bonding environment. The second shell peak position at 1000°C is consistent
with a second neighbour separation of 2.47A which implies an average bond angle of

120° (i.e. as would be expected from 7-bonded graphite}.
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Figure 51: G{r) from the transformation of the low Q region (offset) showing the
extent of MRO.

Transformation of the low Q region of the S(Q) data also shows an increase in
the MRO with increasing temperature, shown by the extent of the oscillations at
high r-values (see Figure 51), which is consistent with a transition to a more ordered

structure.
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7.4 Infra-red spectroscopy - the C-H stretch re-
gion

Assignments for regions of the infra-red spectrum for carbon and hydrogen are shown
in Figure 40.

(enerally the spectrum is divided into two regions, the C-H stretch region (~2600-
3400cm 1) and the C-C stretch region (~500-1800cm ™). In this section of the chapter
the first of these regions only will be considered, since the C-C stretch region requires
complementary inelastic neutron scattering data for a good interpretation, see Section
7.5. The infra-red spectra for each of the annealing temperatures are shown in Figure
59. For each temperature, the absorbance peaks in the C-H stretch region (3400-
2600cm ") were fitted with a series of Gaussians (see Figures 53 and 54) with the
frequency position fixed using published values for the various characteristics modes
[29, 41] and the width and height allowed to vary; Table 18 summazises the results
for each of the temperatures, together with the vibrational assignments.

By its very nature infra-red data cannot be fully quantitative, but still allows
broad conclusions to be drawn on the concentrations of the various structural units
observed. Comparison with Dischler’s result [29] would indicate that this data is
of slightly lower resolution; however, the Gaussian fits obtained are satisfactory as
a means of providing qualitative information on the trends occurring. In order to
allow comparison between the samples anncaled at different temperatures, the peak
areas given in Table 18 have all been normalised so that the total area in the range
2600-3400cm ! correlates with the decreasing hydrogen content of the samples. The
general decrease in linewidth of the ~3000cm™" peak with increasing temperature

is associated with a reduction in the variety of sp? CH (olefinic/aromatic) hydrogen
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Figure 52: Infra-red spectra for various temperatures.
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Figure 53: Infra-red spectra with Gaussian fits for: (a) 25°C, (b) 100°C, (c) 200°C
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Figure 54: Infra-red spectra with Gaussian fits for: (e) 300°C, (f) 380°C and (g)

460°C.
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Assignment | sp' CH sp* CH | sp® CHs sp® CH, sp® CHg
(olefinic/ | (asym.) | (asym.) and and
aromatic sp® CH | CH; (sym.)

Observed
frequency | 3298-3308 | 2966-3035 | 2953-2966 | 2917-2927 2850-2880
(em™)
Normalised
peak area 0.69 16 0.12 12 11
at 25°C
Normalised
peak area 1.1 30 1.1 2.1 7.5
at 100°C
Normalised
peak area, 0.48 28 1.1 2.4 10
at 200°C
Normalised
peak area 0.11 14 3.9 1.5 20
at 240°C
Normalised
peak area 0.09 18 1.9 3.9 15
at 300°C
Normalised
peak area 0.01 16 2.0 6.9 15
at 380°C
Normalised
peak area 0.00 15 2.1 4.2 12
at 460°C

Table 18: Observed frequencies and normalised areas from the infra-red spectra with
their assignments.
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bonding environments,

The trends observed are similar to those seen by Dischler {29], Yusada [154] and
Lukins [151] where the increasing aromatic character with temperature is seen in
the appearance of the sp> CH (aromatic) stretch around 3050cm™!, together with
a corresponding decrease in magnitude of the sp? CH (olefinic) stretch (3000cm™!),
and peaks associated with sp® CHy and CHj symmetric and anti-symmetric stretches
(2870cm™1, 2920cm™! and 2690cm™). One other point of note is that the infra-red
measurements detect the presence of sp! CH, which neutron diffraction cannot with-
out ambiguity (since the strongly negative carbon-hydrogen correlation will obscure
a weak sp! carbon-carbon correlation).

At room temperature the same features as seen by Dischler and Yasuda are ob-
served in this sample except that, like Lukins, this sample does contain some CHy
groups (- though we know from the INS and NMR data that these can only be
present in small amounts). As the temperature is increased to 240°C, looking at
the normalised peak areas in Table 18, we sce that, whilst there has been only a
small loss of hydrogen, some structural changes have already occurred. The areas for
both the sp® CHp and CHs symmetric (~2860cm ™) and the sp® CHj anti-symmetric
(~2960cm™") stretches have reached their maximum values. However, at the same
time, the area of the sp® CH; anti-symmetric (~2920cm™") peak is at a minimum.
So, there is a definite movement of hydrogen within the network which results in the
formation of CHj network-terminating groups, at the expense of CH; groups. Further
evidence for this hydrogen transport comes from the increase in area of the sp? CH
(olefinic) stretch peak (~3000cm™") between room temperature and 200°C. As hydro-

gen is lost from CH, groups, it is transported through the network via the formation
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of olefinic C-H bonds to CHj groups. This would appear to be the first stage in stric-
tural re-arrangement that occurs, before significant hydrogen evolution has begun.
Following this, there is then a re-organisation of the carbon network. Between 300
and 460°C it is observed that the sp? CH (olefinic) stretch peak (~3000cm ™) moves

¥ which may be assigned to sp® CH (aromatic) stretching.

to a position of ~3050cm™
In Dischler’s and Yasuda’s data there is a similar transformation, with the gradual
loss of the olefinic CH stretch and growth of the aromatic CH stretch peaks. From
the data presented here, which are of lower resolution, it is only possible to say that
the peak around 3000cm™" is a combination of the olefinic sp* CH (~3000cm™!) and
the aromatic sp? CH (~3035cm™"') . With increasing temperature the olefinic peak
lessens and the aromatic peak grows, and this manifests itself as a drift in peak posi-
tion from 3000 to 3035cm . So, even before significant loss of hydrogen has occurred,
the network has a highly aromatic character. On heating above 460°C all the peaks
are seen to decrease (see Figure 54) as hydrogen is rapidly evolved. Also, note that
as the sample is heated the area of the peak at 3300cm™! (sp! CH stretch) decreases,
so that by 460°C no sp' CH remains.

These results show quite clearly the general trend from sp® to sp? bonding. Pro-
posed mechanisms for the structural changes given by [38, 30, 29] in conjunction with
these findings would seem to indicate that sp® CH is the primary source of hydrogen
for effusion, such that, on annealing, molecular hydrogen is formed wherever there are
two neighbouring hydrogen atoms. Only on annealing to relatively high temperatures

is hydrogen lost from any remaining sp? CH, and graphitization is complete.
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7.5 Inelastic neutron scattering and infra-red -

the C-C stretch region

In examining the results of the INS and IR experiments, the discussion will focus
on the changes in the following regions: ~800-1000cm™"! (sp? C-H out-of-plane and
in-plane bending; this is usually associated with aromatic rings but may also in-
volve olefinic groups); ~1100-1300cm™? {sp® C-C stretching and -CHz wag and twist);
~1300-1500cm ! (CH, and CHj deformations); and ~1500-1700cm ™! (sp? C=C and
aromatic C=C stretching).

Figures 55 and 56 show the INS and IR data respectively, over the range 0-
1800cm™!| at each temperature. Note that the INS data has been smoothed and that
it is of much lower energy resolution than the IR data.

The first point to note is that at the highest temperatures, 800-10600°C, the spec-
tra are not featureless, although the results of the combustion analysis measurements
show that at these temperatures very little hydrogen remains in the sample, This in-
dicates that these features are due to vibrations involving carbon atoms, specifically,
carbon-carbon stretches. These are especially strong in the region ~1100-1300cm™1,
and there is also the possibility of one lying “under” the peak at ~1460cm™!, usu-
ally assigned to CH, and CHj (anti-symmetric) deformations. All this information
has to be taken into account when interpreting the spectra associated with the lower
temperatures. Indeed it is instructive at this point to consider the analogous spectra
from graphite and diamond powders (Figure 55). It is evident that the spectra from
the annealed a-C:H samples bear the closest similarity to that of diamond powder,

particularly the sp® C-C stretch region (~1100-1300cm™1). It can be seen that even
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after heating to 1000°C this similarity is maintained, when we know from the diffrac-
tion data (see Section 7.3) that the carbon-carbon bond distance at this temperature
approaches that found in graphite (1.421?\). So, although the nature of the bonding
becomes graphitic, this clearly does not mean that the structure takes on the ordered
layered-ring arrangement which is characteristic of graphite.

On heating to 400°C, the following trends occur: the out-of-plane and in-plane
C-H wag peaks (~800-1000cm 1) increase in intensity; the CHy and CHg deformation
peaks (~1370cm™! and ~1460cm™") decrease in intensity; and the aromatic/sp? C=C
stretch region (~1500-1700cm™!) shows an increase in intensity. With further heating
above 400°C, the whole spectrum shows a decrease in intensity but with some features
due to carbon-carbon vibrations remaining, as mentioned above.

Now, consider the INS spectra in more detail. On heating to 200°C, the most
noticeable change is that at least one component has been removed from the band
at ~1250-1350cm™'. This region of the spectrum has not been well-characterized
in previous studies, but from these results it is apparent that a large proportion
must be associated with sp® C-C stretching since significant intensity remains at the
elevated temperatures and by comparison with the spectrum for diamond powder.
In an amorphous network there are a variety of environments in which sp® carbon
can exist, and this would explain the broad nature of this feature. More detailed,
definitive comments are not possible but the change does support the contention that
some re-arrangement of the carbon network has occurred.

In heating further to 300°C this region of the spectrum is further altered i.e.
components attenuated at 200°C, such as those at ~1300cm™!, have returned and
others, on the high energy side of the band, have reduced. There is also a significant

increase in intensity ~1650cm™!, which is associated with an increase in the number
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of sp® carbon-carbon bonds and indicates a change to a more aromatic-like structure.
However, the presence of this feature at 25°C implies that its interpretation requires
some caution since the diffraction data has shown that there is little or no aromatic
bonding at room temperature. Although it is gencrally assigned to aromatic sp®
carbon-carbon stretching this does not necessarily mean that the structure contains
a large proportion of complete aromatic rings; it is entirely possible, indeed probable
in an amorphous network, that fragments /sections of “aromatic rings” may give rise
to features in this region. In other words, in an amorphous carbon network decorated
with hydrogen it is highly likely that a fraction of bonded hydrogen and carbon atoms
will find themselves in a potential that has “aromatic” character. This is consistent
with MD simulation studies [14]. However, the increase in intensity seen in this region
on heating does at least indicate the increasing aromatic nature of the structure. This
argument also applies when locking at the increasing intensity in the ~800-1000cm™!
(CH wag on aromatic ring) region. This could be interpreted in terms of a change in
the carbon network structure, as described above, but also in terms of the migration
of hydrogen through the network. Lastly, the relative intensity of the ~1460cm™!
peak (CHy and CHj (anti-symmetric) deformations) to the ~1370cm™" peak (CHg
(symmetric) deformation} increases in the temperature range to 400°C, which suggests
that there is an increase in the number of CHj groups in the sample. This is consistent
with the results obtained when the C-H stretch part of the spectrum was examined
in Section 7.4.

If the sample is heated further to éSO"C there is a continuation of these trends.
The number of CH; groups increases further, as does the intensity of the C-H (aro-
matic/olefinic) wag band (~800cm™'). Again, the 1150-1300cm™" region changes

shape, showing that the structural re-arrangement of the carbon network itself is
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continuous. Finally, heating to 800°C causes a dramatic reduction in intensity of all
features associated with CH, CHy and CHj as most of the hydrogen has been lost
from the sample. However, there remains a peak at ~1600cm ™" (aromatic and olefinic
sp? carbon-carbon stretch) and some features in the ~1150-1300cm™" region which
could be associated with residual sp® C-C stretches.

The INS measurements also allow the low energy region (~0-600cm™') of the
spectrum to be examined, see Figure 55. Features in this region arise from vibrations
of more extended regions of the network. It is apparent that the principal changes
here are that intensity decreases with temperature, which may associated with a
more rigid network or a decrease in network connectivity, together with the loss of
hydrogen. More subtle changes in peak positions, which are not discussed in detail
here, again indicate that structural re-arrangement is continuous. The data taken
from IR spectroscopy shows similar trends to those described above: the structure

becoming progressively more aromatic in nature up to 400°C and a general reduction

in intensity of the features associated with hydrogen thereafter.

7.6 Conclusions

From the evidence it appears that there are two stages to the hydrogen evolution pro-
cess: up to 300°C very little hydrogen is evolved, but from the neutron diffraction and
infra red results significant structural re-organisation does occur in this temperature
region. Above 300°C hydrogen evolution hegins to occur at a much higher rate such
that, by 800°C, over 75% of the total hydrogen within the sample has been lost. By
the same temperature, the process of graphitization is well advanced (evident from
the trends seen in both the neutron and infra-red data i.e. the move from sp® to sp?

bonding). Tt should be emphasized that structural transformations are seen to occur
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throughout the heating process i.e. there is no evidence for “transition temperatures”
at which dramatic microscopic changes occur. This is in contrast to the differential
scanning calorimetry experiments carried out by Nyaiesh and Nowal [35] who found
well-defined transitions occurring in their (somewhat different) sample when it was
heated.

A summary of the characteristics of samples before and after annealing is given
in Table 19.

Whatever the nature of the as-prepared sample there is always an increase in sp®
C bonding on annealing. The annealed sample is therefore primarily graphitic or aro-
matic depending on the amount of hydrogen remaining following heat treatment. In
some cases, where the initial hydrogen content of the sample was low and the highest
temperature reached in the annealing process was relatively high, microcrystalline
graphite was observed. Therefore we have a transition from the as-prepared sample
to an aromatic ring structure, then to a disordered graphitic ring (or ring-fragment)
structure and finally to microcrystalline graphite. It would be interesting to look at
these structural changes in more detail using neutron diffraction and inelastic neutron
scattering, especially between room temperature and 400°C.

On the mesoscopic scale, it would be of interest to use small angle X-ray scattering
(SAXS) to study the effects of temperature on the pore structure. Yin [157] and
McKenzie [41] have noted in their samples, on the basis of X-ray reflectometry and
electron microscopy studies, an initial increase in pore size followed by a collapse of
the porous stucture, and SAXS would provide the analogous information for these

samples.
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Ref.

Compo
-sition

Preparation

Characteristics of
as-prepared sample

Characteristics of
heat-treated sample

[151]

50% C
50% H

dc magnetron
glow discharge

CQHQ"AJI

small significantly sub-
stituted aromatic groups;
non-aromatic C as highly
connective network

70% C 30% H
aromaticity ~1.0;
aromaftic clusters -

possible olefinic linking

[38]

50.7% C
42.6% H
% O

dc magnetron
sputtering

CgHg*Al‘

tetrahedral network
modified by C=C bonds;
crystallites <64 ;
some 5-, 6-, 7-fold rings

66.1% C 32% H 2% O
increased amount of
sp? bonding

[41]

51% C
43% H
7% O

dc magnetron
glow discharge

CgHg-Al‘

sp® dominates with
some aromatic C;

much CHjs, some
CHg, some C=C

66% C 32% H 2% O
defective graphite
planes - possible

tetrahedral cross-linking

[157]

dc magnetron
glow discharge
Cz HQ—AI‘

IMesoporous;
porosity ~0.15

highly microporous
throughout;
porosity ~0.40

[39]

de glow
discharge
CQHQ

~75% polymeric
~14% diamond-like
~11% graphitic

~82% graphitic

[156]

if glow
discharge

CH,4

polymeric;
CHj; dominant;
high H content

microcrystalline graphite;
condensed ring structure;
long range order

[156]

1 glow
discharge
CHy

more graphitic, less
polymeric; CHy dom-
inant; low H content

microcrystalline graphite;
condensed ring structure;
long range order

[30]

plasma
deposition
CH,

sp® C-H dominant;
high H content;
polymeric component

increased sp® content
more graphitic

~T75% C
~25% H

tf glow
discharge
CH4

~19% bonded H; ~6%
chemisorbed H; distorted
graphite structure

microcrystalline;
graphitic

~100% C

de PCVD

henzene

dominant sp* C
bonding; diamond-like C

dominant trigonal (sp*)
crystallites; graphitic

61% C
39% 0

if plasma
deposition
benzene

sp3Cisp?C=2/3:1/3;
CH dominant over

CH,

~0% sp° C;
sp®Cisp?C=0.1;
completely aromatised

Table 19: A summary from the literature of the effects on annealing on a variety of
samples.




Chapter 8

Reverse Monte Carlo (RMC)
modelling of a-C:H

Introduction

In this Chapter the results of reverse Monte Carlo (RMC) analysis of the experi-
mental data are presented. However, in order to understand what the results of such a
study can tell us, it is also important to explain how the RMC method works. So, be-
fore the results are given, an outline of the RMC method and its uses and limitations
will be presented. It is also noted that this RMC work has been “developmental”
(and, to some extent, still is) so that the work presented here represents the result of

many other tried, but failed, attempts and by no means gives the “final” answer.

8.1 The RMC method

RMC is a method for producing three-dimensional models of disordered materials
divectly from the experimental data, usually diffraction data. Unlike molecular dy-

namics and most other modelling methods, no interatomic potential describing the
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system is required. This is particularly useful for studying a system such as a-C:H
where an interatomic potential is very difficult to define, but high quality experimen-
tal data is available. Developments of the RMC method now mean the experimental
data sets from X-ray and neutron diffraction experiments can be fitted simultaneously,
whilst, at the same time, constraints on the atomic coordination numbers can be ap-
plied thereby incorporating prior chemical knowledge of the system into the model.
In this way, a model consistent with the experimental data and with chemically viable

bonding can be produced.

8.1.1 The RMC algorithm

The basic algorithm has been described in detail elsewhere [159, 160]. In essence,
“atoms” in a box are moved until the derived pair distribution function, G(r), and/or
structure factor, S(Q), matches the experimentally measured data. The principal

steps in the method are as follows:

1. Define a box with edge dimensions at least twice the value of r at which sta-
tistically significant oscillations in G(r) disappear and then fill the box with
“atoms” (either at random, or using a simple lattice) so that the number den-
sity matches the measured bulk value. (For a binary system such as a-C:I the

- numbers of each type of atom must match the percentage composition of the

sample.)

9. The atoms are moved at random and at each stage a model 5(Q) is calculated.
Note that an atom is moved subject to the constraint that it does not overlap
with a neighbouring atom (- an “excluded volume” is therefore associated with

each atom type).
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3. The model S,.04(Q) is compared with the experimental Se.p(Q) and a new

configuration accepted if the associated x? has been reduced:-

X2 = Z [Sempt(Qi) o mOd(Qi)]2 /C’?-

i

Rejection is subject to a probability function dependent on the experimental

error, oj.

4. The process is repeated until the model S(Q) reproduces experiment to within
the experimental errors. The process is further iterated until an “equilibrium?”
configuration is obtained. Where more than one data set is used, the x* calcu-
lations and acceptance/rejection criteria are applied to each. This is also the

case for any constraints on the bonding of the atoms.

This seems a straightforward technique, however, there are some practical problems
in trying to apply it. The first concerns the value of the number density chosen when
generating the box. The density measured by the residual volume method is the bulk
value. This will coincides with the value for the microscopic density only for non-
porous materials. So, if the bulk density is used to generate the initial box in the RMC
method for a porous material, it may be in error by as much as 40% [13]. The other
difficulty is choosing the correct value for the exclusion radii, which define the closest
approach distances for different atom types. These are usually taken directly from
the G(r) data as the distances at the start of each first neighbour peak, However,
for a system containing atoms with a negative scattering length, which results in
“negative peaks” in the G(r), the start of each peak is not well defined, which means
that the value of the exclusion radius is difficult to determine with much accuracy.
Finally, it should be pointed out that the RMC method tends to produce the most

disordered structure, consistent with the experimental data. This factor is reduced
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by the introduction of constraints on the model, but it is still something which has

to be borne in mind when discussing the “final” atomic configuration.

8.2 The RMC method applied to a-C:H

On the face of it, a-C:H is a simple binary system of carbon (C) and hydrogen
(H) atoms and should present no real difficulty in the RMC method. However, it
is complicated by the ability of C to form three different types of bond (sp', sp?
and sp? hybridisations), all of which have different bond lengths and different fivst
coordination numbers associated with the C atoms. So, just from simple bonding
considerations this system is fairly complex. The situation is complicated still further
when the experimental data to be fitted in the RMC process is also considered. As
stated in Section 3.3, hydrogen has a negative scattering length for neutrons which
means that although correlations for H-H and H-C-H, etc. are positive, those for C-H
and C-C-H, etc. are negative. This makes it very difficult, if not impossible, to define
the start and end points of each peak and to obtain accurate values for peak areas. As
will be seen from the work described in this Chapter, these problems create significant
difficulties in trying to produce a physically viable model for a-C:HL

For the RMC modelling undertaken here a box usually containing ~5000 atoms is
used, with the box-length chosen to give a number density matching the experimen-
tally measured value, All the models generated in this work started with an initially
random distribution of atoms. Details for the models for different experimental data
sets ave given in Table 20. The very first RMC modelling was carried out on a VAX
3100/38 processor, although the work was quickly moved on to a DEC alpha 3000
processor which generates on average ~ 10 moves in a 24 hour period, depending

on the model. The criterion for deciding whether an “equilibrium” configuration has
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Sample | Precursor | Number of Number of | Box length
gas C atoms  H(D) atoms
3 propane 3400 1600 33A
6/7 | (deuterated) 3750 1250 378
cyclohexane

Table 20: Parameters for the RMC models.

been reached is based on the ratio of number of moves triedinumber of moves ac-
cepted, and 1t is generally decided that equilibrium has been attained when this ratio
is ~10%:1,

Once a satisfactory model has been obtained, the configuration can be used to
generate partial structure factors and pair correlation functions, bond angle distri-
butions, coordination number distributions and ring statistics. However, it should
be noted that coordination number and hond angle distributions, and ring statistics,
rely on a naive count of all atom centres within a certain radius of some central atom:
since no potential is used in RMC modelling, there is no information on whether
individual pairs of atoms are actually chemically bonded or not. These analyses also
depend critically on the choice of integral limits (i.e. the shell radius chosen around
the central atom) which, as discussed above, cannot be defined precisely for a-C:H.

In the remainder of this Chapter, the developinents of RMC and its successes and

failures with respect to producing a physical model for a-C:H will be presented.

8.2.1 The first models

The very first models of a-C:H were generated using the basic RMC algorithm as given
in Section 8.1.1 for sample 3. Both the structure factor, $(Q), and pair correlation
function, G(r), obtained by neutron diffraction could be fitted well, independently

[161], however, effective coordination number and bond angle distributions associated
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with the model showed some atomic arrangements which were unexpected and highly
unlikely to occur in the real sample from chemical considerations, and which are
termed “unphysical”. The main problem was a tendency for the RMC approach to
produce 3-membered rings of the same atom type, all equidistant and giving rise to
a sharp peak in the C-C-C bond angle distribution at 60° (as well as the broad peak
expected at in the region 110-120°). It is possible that due to the high internal stresses
i1 these materials some C-C-C triangles or “triplets” may exist, but only in very small
quantities since this is such a highly stressed arrangement of atoms. The presence of
triplets can therefore be attributed to an artifact of the RMC modelling process rather
than a chemically bonded unit; and indeed might reasonably be expected given the x*
convergence criterion since the generation of a triplet provides an efficient mechanism
for the rapid reduction of x* Also in these early models a significant number of
over-coordinated atoms were found: some C atoms had 5 or 6 near-neighbours and
some H atoms had 2 near-neighbour atoms. There was also a large proportion of both
¢ and H atomns with no near-neighbours at all. Clearly this kind of bonding cannot

occur and gives further indication that the method needs improving.

8.2.2 The introduction of constraints and developments to

RMC

The first obvious constraint to introduce into the RMC method is one that prevents
the formation of triplets which were so prolific in the first RMC models. It was
thought that fitting to S(Q) initially, rather than G(r), so that the long-range order
is introduced into the model preferentially might overcome this problem, but this
was unsuccessful, as was the attempt at changing the number density, to try and

compensate for the difference between the measured bulk value and the microscopic
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value required, as mentioned in Scction 8.1.1. So, it was clear that constraints were
going to be necessary; and as soon as the RMC code was modified to do this, these
unphysical features were removed from the models.

At the same time, the RMC code had also been developed to include constraints
on total coordination numbers (to prevent atoms from becoming over-coordinated)
and to allow different types of data set to be fitted simultanecusly. So that as well
as fitting G(r) and S(Q), data from both X-ray and neutron diffraction experiments
could be fitted at the same time. Likewise, chemical constraints, which represent prior
knowledge of the system, could be incorporated into the model. Principally by fitting
two complementary diffraction data sets, and by the introduction of constraints, many
of the initial problems with the RMC models were resolved. The need for constraints
has also been discussed by others in the field {162], and those introduced for a-C:H
were developed originally for work on amorphous germanium [163]. Although the
carly results of work arising from these changes has been published [164], in order to
understand the full impact of these new developments of RMC and the work which
has followed since, their implementation will be discussed here in some detail.

The constraint on triplets is straightforward: by looking at the hond angles in the
configuration, any such atomic arrangements are removed from the model structure
and, as the atoms are displaced, more triplets are prevented from being produced.

The coordination constraint was implemented in terms of a maximum coordination
constraint, i.e. C can form a maximum of 4 bonds (3 in the sp? hybridisation and 2
in the sp! hybridisation) and hydrogen can only form 1 bond. These two constraints

cater for basic chemical information about the system.




CHAPTER 8 REVERSE MONTE CARLO (RMC) MODELLING OF A-C:H 184

8.2.3 “Physical” models for a-C:H
Sample 3 (propane)

Constraints as described above were applied, but also X-ray diffraction data was
available for this sample, which could be combined with that from neutron diffraction
experiments. Given that the X-ray diffraction data approximates to the C-C partial
term, it can be used, in principle, to constrain the C atoms in the amorphous network,
whilst allowing the hydrogen atoms to exist in any unoccupied volume elements.
Then the neutron diffraction data, which contains information on both the C and H
correlations, together with the primary constraints mentioned above, may be used to
produce a better-defined model.

However, there is a problem in using the data in this way which arises from the
difference in resolution between the X-ray and neutron diffraction data. The X-ray
$(Q) data is better resolved, but because in this case it only covered the range ~0.4-
10A-1 (c.f. the range of the neutron S(Q) is ~0.2-50A~1) this results in a relatively
poorly resolved G(r) when Fourier transformed. Therefore, if the X-ray data is fitted
and used to generate positions for the C atoms, the neutron data cannot then be
fitted satisfactorily since H atoms are caused to be moved into unphysical positions
to compensate for the differences in resolution. To overcome this problem a new
approach is required,

One possible solution involved defining atoms to represent the two different types
of carbon bonding, sp? and sp®, which are known to be present. This is done simply
by giving them different distances of closest approach and different maximum coor-
dination numbers, then treating the modél, in effect, as a three component system.
However, the constraints are of necessity on the atom type, whereas in the material

itself it would be possible (even likely) that a given C atom would be associated with
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bhoth single and double bonds. Also, this did not in practice solve the problem of H
atoms moving into physically unrealistic positions.

A more successful method was then developed using all the available data sets
for sample 3, but with weightings so that one set is fitted preferentially. In order to
produce a physically meaningful model the positions of the C atoms are fixed first by
fitting a specific region of the neutron G(r), then the H atoms are allowed to move into
positions to fit the C-H and H-H correlations, Since the X-ray data cannot be used to
define the carbon network directly, the neutron data is used instead: C-C correlations
are the sole contributors to the peak in the G(r) centred around ~1.5A. Therefore, by
fitting initially only to this peak in the data, with all the partial weightings set to zero
except that for C-C, the first neighbour C-C correlation can be fixed. The X-ray data
is then used to provide simultancously a broad constraint for the medium range C-C
order, although the weightings are arranged so that the neutron G(r) datais still fitted
preferentially. In this way the C atoms are fixed into positions in the network which
fit the experimental data: of course, triplet and maximum coordination constraints
were applied throughout. Once this part of the data has been fitted well, the range
of the fit can be extended to cover the full range of the neutron G(r) and the neutron
S(Q) can be introduced together with the correct weightings for the C-H and H-H
contributions. The preferential fitting of the G(r) is maintained so the H atoms are
constrained to move into positions which fit the whole data range without altering
the initial C-C correlations. Notice that in this method the X-ray diffraction data
is used only to constrain the model broadly by introducing a weak post-first shell
constraint to the carbon network; it does however improve the overall computational
efficiency of the process and the quality of the final fit. This method has been used

successfully to model a-C:H.
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Figure 57: RMC fit (dashed line) to the neutron S(Q) data (solid line).
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Figure 58: G(r) partials generated from the RMC fit: C-C (solid line), C-H (dashes)
and H-H (dots) (bottom), with the associated C-C-C bond angle distribution below.
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The fits to the neutron S(Q) and G(r) and the derived (unweighted) partial g(r)’s
are shown in Figure 57. Notice that the model has been able to assign the expected
C-C and C-H correlations quite clearly, and fits most of the features in the total
5(Q) and G(r) data well. The H-H correlation also reveals the presence of molecular
hydrogen, however, it is known that the magnitude of the peaks in this region of
the data is subject to relatively large uncertainties due to the effects of the inelastic
scattering (see Section 4.4.3). This is also likely to affect the C-H correlations to some
extent, and should be taken into account when coordinatioh number distributions are
considered.

Figure 58 shows the C-C-C bond angle distribution obtained from the model.
Notice the distribution of bond angles centred around ~110° but extending to higher
angles, as would be expected in a-C:H, and the lack of any sharp feature at ~60°. So,
simply by removing triplets, the expected bond angle distribution is obtained. This
also indicates that it is unnecessary to constrain the bond angle distribution itself
in a more direct way in order to avoid unphysical 3-site correlations. Other workers
[162] have employed direct constraints on the angles themselves, which has no better

a result, but is computationally more demanding.

Number of | Total number | Carbon- | Carbon-
neighbours of atoms carbon | hydrogen
0 150 216 28438
1 721 - 866 513
2 1325 1342 38
3 961 820 1
4 243 156 0

Table 21: Coordination number distribution for carbon from the RMC model.

The coordination number distributions for C and H are given in Tables 21 and 22.

For the experimentally measured bulk number density (0.14 atomsA~3) the average
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Number of | Total number | Hydrogen- | Hydrogen-
neighbours of atoms carbon hydrogen
0 158 1008 750
1 1442 592 850
2 0 0 0
3 0 0 0
4 0 0 0

Table 22: Coordination number distribution for hydrogen from the RMC model.

coordination numbers obtained were: 2.12 for C and 0.90 for H. These were lower
than expected, which is probably due to the presence of voids in the sample, making
the measured bulk density significantly lower than the microscopic density. Molecular
dynamics (MD) simulations [13] for the same material have shown that the measured
density is at least 20% too low and that the density could be up to 40% in error,
though this is unlikely. However, recently it has been found that the high densities
required by the MD simulations may also be inaccurate [165]. Part of this study has
centred on an exploration of the effect of density on the RMC model. The number
density was increased from 0.14 to 0.17 atomsA~? in steps of ~0,01 atomsA 2, and
the corresponding increases in average coordination number are shown in Table 23.
In increasing the density, the G(r) data was not recalculated from the 5(Q) each time,
although the fits to the data were the same. This shows the expected fact that the
number density is a critical parameter in the RMC method. Increasing the density
had little effect on the bond angle distribution.

Finally, the model was analysed for ring statistics. Two different ring-finding
programs were available for this: the first [163] finds rings by building-up a tree
of bonded atoms until the algorithin returns to the origin atom or another atom
already in the tree. The second [138] uses a shortest distance analysis, taking pairs

of bonds in turn and finding the shortest way of bridging the junction between them
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Number | Average coordination
density number
(atomsA—%) | Carbon | Hydrogen
0.14 2.12 0.90
0.15 2.21 0.93
0.16 2.32 0.92
0.17 2.45 0.94

Table 23: Average coordination numbers for C and I with increasing number density.

with bonds of similar type. The distributions of rings obtained by both methods for

a number density of 0.17 atomsA—3 are given in Table 24. Interestingly, although

Number of atoms | Number of rings Number of rings

in the ring [163] [138]
1 0 0
2 0 0
3 0 0
4 154 149
5 71 66
6 52 54
7 35 37
8 27 35
9 10 16
10 7 15

Table 24: Ring distributions from the RMC model.

the two methods are quite different the distributions of rings generated by them
are similar. The large number of 4-membered rings (and the nmﬁber of unbonded
atoms, see Tables 21 and 22) are indications of rvesidual problems with the model,
even though it fits the experimental data. The unexpectedly large number of 4-
membered rings results from the exclusion of 3-membered rings and is quite difficult
to reduce without fitting the model to a defined ring distribution. This could be

implemented, although it would slow down the computation considerably, however,
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we have no prior knowledge of the ring distribution in a-C:H, so such a constraint
should be introduced with much caution. The problem with the coordination number
distributions is intrinsically easier to solve and requires that more of the chemical
knowledge of the system and results from the data analysis procedures can be fed
into the coordination constraints, with the inclusion of information from different
experimental investigations, e.g. NMR. and inelastic neutron scattering results. This
may also affect the distribution of rings m the RMC model by producing a more
coordinated network.

So, by the careful implementation of constraints, it is evident that a substantially
more robust and physically reasonable model can be generated, however, it is also

clear the the model structure retains significant flaws.

Samples 6/7 (cyclohexane)

S0 far the developments of RMC have concentrated on obtaining a physical model
for a-C:I using data for a sample prepared from a propane precursor (sample 3).
However, an equally successful model has been obtained using the data from a series of
samples [166] (a-Co.75:Ho.2s, a-Co.rs:Do.2s, a-Co.7s:H/Do.2s) prepared from cyclohexane
and deuterated cyclohexane, but by using a slightly different method. Hydrogen has,
as has already been stated, a negative neutron scattering length; deuterium, however,
has a positive neutron scattering length, It is therefore possible to prepare a sample
where the H:D ratio is such that the two scattering contributions cancel each other
exactly, leaving only the C correlations to be observed. This is known as the “null
mixture” sample. Clearly data from this sample could be used in the same way as
previously tried with the X-ray diffraction data, to constrain the positions of the

carbon atoms, but this time without the resolution problems previously encountered.
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In addition, if the H and D atoms are assumed to occupy the same sites in the
a-C:H and a-C:D samples and if the correct weighting co-efficients are used, this
essentially provides two independent data seis for the same sample. The constraints
on triplets and maximum coordination numbers as described previously, were included
throughout.

The resulting RMC fits, when all the above constraints and procedures were ap-
plied, to the total $(Q)’s and G(r)’s from neutron diffraction experiments are shown
in Figure 59, with the (unweighted) partial g(r)’s presented in Figure 60. The quality
of the fit to the experimental data is not as good as that achieved in the previous
sample, however this can be attributed, at least in part, to poorer quality experi-
mental data rather than in accuracies in the RMC model. In fact, this illustrates
another use for RMC in determining which, if any, of the features of the experimen-
tal data arise from poor data analysis, especialiy for materials such as a-C:H where
polynomials have to be fitted to carry out the inelasticity corrections. The partial
pair correlation functions show similar features to those for sample 3, but with a
little more overlapping of peaks and some features, particularly in the H-H partial
which may be unphysical. This model also suffers the same problems of low average
coordination numbers for both C and H - ~ 2 and ~0.87, respectively - and a large
number of 4-membered rings. The coordination number and ring distributions are
given in Tables 25, 26 and 27.

These low values arise from the large number of “unbonded” atoms, and for the
case of C, from atoms with a total of only one or two near neighbours. This situation
is not acceptable from chemical considerations, so a way of increasing the average
coordination numbers is required. The problems with the value of the number density

used have already heen discussed (see Section 8.1.1), so the density of the atoms in
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Figure 59: RMC fits (dashed line) to the neutron S(Q) (top) and G(r) (bottom) data
(solid line).
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Figure 60: G(r) partials generated from the RMC fit: C-C (solid line), C-H (dashes)
and H-H (dots).

Number of | Total number | Carbon- | Carbon-
neighbours of atoms carbon | hydrogen

0 91 126 3106

1 733 938 523

2 1516 1614 109

3 1070 887 12

4 312 166 0

5 28 19 0

Table 25: Coordination number distribution for carbon from the RMC model.
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Number of | Total number | Hydrogen- | Hydrogen-
neighbours of atoms carbon hydrogen
0 215 473 992
1 1035 7 258
2 0 0 0
3 0 0 ¢
4 0 0 0

Table 26: Coordination number distribution for hydrogen from the RMC model.

Number of atoms | Number of rings Number of rings

in the ring [163] [138]
1 0 0
2 0 0
3 0 0
4 107 103
5 39 38
6 35 30
7 17 19
8 14 14
9 7 10
10 7 5

Table 27: Ring distributions from the RMC model.
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this box was gradually increased, fully relaxing the box each time, from its initial value
of 0.1atomsA~2 to 0.13sA~3. Note that the quality of the fits to the experimental
data did not vary throughout this process.

The variation of coordination statistics with increasing density is summarised in

Table 28. A 30% increase in number density produced an increase in the average co-

Density  Average coordination Average coordination

(atomsA~®)  number for carbon  number for hydrogen
0.100 1.99 0.87
0.112 2.15 0.80
0.120 2.25 0.86
0.123 2.28 0.85
0.127 2.35 0.86
0.130 2.40 0.86

Table 28: Coordination number statistics for carbon and hydrogen from the RMC
models, with increasing density.

ordination number for carbon from 2.0 to 2.4, without causing any significant change
in the RMC fit to the experimental data. This is a more reasonable value. The
value determined by direct Gaussian fitting to the J(r) is higher (at ~1.5 for carbon-
carbon), although this method does tend to give an overestimate of the coordination
number due to the ambiguous “limits” of the peaks and Fourier transform broaden-
ing. The average coordination number for hydrogen was not aflected by the increase
in microscopic density, which is not surprising given the ease with which the small H
atoms can be placed within any given carbon network.

Figure 61 shows the variation of the ring size distribution as the density is increased
from 0.12 to 0.13 atomsA=3. The relatively high number of four-membered rings
results from the exclusion of three-membered rings, and is unlikely to be physical.

However, the trends with increasing density are consistent with an increased amount
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Figure 61: Ring distributions as a function of density from the RMC models.
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Figure 63: The number of open rings as a function of density from the RMC models.

of bonding within the network, which results in an increase in the number of rings of
all sizes. Also, Figure 62 shows the number of open rings as a function of density, i.c.
chains requiring more than ten atoms to return to the origin atom. The decrease in
the number of open rings with increasing density also illustrates the expected increase
in connectivity within the network.

Finally, Figure 63 shows the C-C-C hond angle distribution for the model config-
uration. This shows a broad distribution with a peak at around 120°. This agrees
with the aromatic nature of the bonding, indicated by a carbon-carbon bond distance

of ~1.42A(sce Table 12).
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8.3 Improvements to the models for a-C:H

Although it has been possible to obtain physically viable models for a-C:H by the
methods described above, it is clear that there is still room for improvement. However,
refinemnent at this level requires another new approach to the problem. The basic
improvement that needs to be made and is practicable, is to increase the average
coordination numbers of C and H, which is known from simple bonding considerations
to be too low in the models produced so far. (As was noted before, the problem with
the ring distribution is more difficult to tackle as there is no information governing
what it should be, and it may improve anyway as a resul of increasing the average
coordination numbers. Fitting to a bond angle distribution may, in theory, provide
some of this information, however this would be extremely difficult, if not impossible,
to implement for this system.) Something that has become apparent during this
work and from discussions with others also working with RMC [167, 168], is that in
order to obtain a “good” physical model of the system, the topology of the starting
configuration used in the RMC modelling should resemble quite well that expected
from any prior chemical or other knowledge of the system. For a-C:H this means
that before trying to fit the experimental data, a configuration of atoms should be
obtained in which no atoms are over-coordinated, no atoms are unbonded, there are
no triplets, etc.; only after this can small atomic displacements be used finally to fit
the experimental data, maintaining certain constraints to avoid undoing the initial
model-building work.

Many attempts were made to produce initial models for a-C:H, The most successful
method is to start with only C atoms and build up a network, eliminated over-
coordinated atoms and forcing 0- and 1-fold coordinated atoms to move to sites with

more near-neighbours. The effects of using diamond and graphite crystal starting.
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configurations were also investigated, but it was found that the number of moves
required to satisfy closest approach distances when changing the number density to be
equal to that of the sample, was enough to result in an amorphous network similar to
those obtained when an initially random distribution of C atoms was used. Once the
C network has been generated, the H atoms are added to the structure. Constraints
are applied to ensure that all H atoms have 1 near-neighbour atom (either C or
H), although the relative proportions of C-H and H-H “bonds” were not controlled.
Usually this process involves the addition of more H atoms than are given by the
sample composition, followed by the removal of any that can not find a site with
a near-neighbour atom. Also, the total coordination number of C is constrained so
that it does not exceed 4. Once this process has been completed, the configuration is

ready to be used in the RMC algorithm.




Chapter 9

Conclusions

9.1 Summary

Using several experimental techniques (neutron diffraction, inelastic neutron scatter-
ing, combustion analysis and infrared spectroscopy) and RMC computer modelling,
the structure of a-C:H has been investigated in considerable detail. With the ad-
ditional information obtained from collaborative NMR. [17] and MD [14] simulation
studies, a revised model for the structure of a-C:H has been developed. The experi-

mental and molecular dynamics results can be summarized as follows;-
1. The sp? C=C bond distance corresponds to olefinic rather than aromatic/graphitic

bonding,.

2. The single:double bond ratio is evaluated as 2.5:1 from the neutron scatter-
ing results (up to a maximum of 3.7:1, given the curve fitting errors), but is

estimated as ~4:1 from the NMR results.

3. The numbers of CH and CH; groups are approximately equal: the number of

CHj3 groups must be very small.

201
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4. The high hardness of this material can be explained in terms of olefinic carbon.
5. The ratio for hydrogen atoms bound to sp? and sp? is 1:3, respectively.

6. A mean chain length of approximately five CH, units is found.

7. sp? and sp® CH groups are statistically distributed throughout the network.

8. A small gap in the electronic density of states can be produced without the

need to introduce graphitic/aromatic clusters into the structure.

9. Models from molecular dynamics simulations are possible which fit the experi-

mental data and show no aromatic/graphitic clusters.

The schematic 2-D model presented in Figure 64 illustrates how these conclusions
may be incorporated into the structure of a-C:H.

It has been shown that current models for the structure of a-C:H, which rely on
regions of clustered aromatic/graphitic sp? carbon, need revision. No definitive ex-
perimental evidence for aromatic clustering has been found in any published data,
and certainly no results which could not be equally well explained in terms of olefinic
sp? bonding. A new model is suggested which includes CH, chain segments, statis-
tically distributed CH groups and regions of nonhydrogenated sp® and sp? carbon
separating the regions of hydrogenated carbon. This model is consistent with all the
experimental results.

The structural changes observed as the deposition energy is increased are found
to be consistent with the subplantation model and are qualitatively independent of
deposition method. However, although changes in the macroscopic sample properties
with energy are significant, the atomic scale structural differences are seen to he small.

With increasing impact energy at the growth site, the total sp? carbon bonding is seen
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Figure 64: Schematic model of the microstructure of a-C:H based on the experimental
data and showing heterogeneity in the structure on a nanometre scale.
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to decrease, with some indication of a change in the sp? content from purely olefinic
to that containing some aromatic/graphitic bonding, although the sp® carbon-carbon
bonding environment remains dominant.

The effect of temperature on a-C:Il also showed some interesting results. From
the evidence, there appears to be a two-stage hydrogen evolution process; below
300°C where little hydrogen is lost, but significant structural rearrangement occurs,
and above 300°C where hydrogen evolution begins to occur at a much higher rate
such that, by 800°C over 75% of the total hydrogen within the sample has heen lost.
Structural transformations are seen to occur throughout the heating process, i.e. there
is little evidence for a “transition temperature” at which dramatic changes occur. By
800°C the process of graphitization is well-advanced.

Finally, the RMC method has been developed for application to a-C:H. Although
improvements still need to be made to the method and its application, and indeed, are
currently under development, definite progress has hbeen made towards a physically
sensible model for a-C:H by the introduction of carefully defined constraints. It is
clear from this work that although RMC appears to be a straightforward method of
modelling experimental data, in practice, particularly for covalently bonded systems,
there are potentially severe problems which need to be overcome in order to produce
a (physically and chemically) satisfactory structural model. However, it is my opinion
that the RMC method alone will not be able model more subtle features of the atomic
structure of a-C:H, i.e. differences between sp? and sp® bonding and a more acceptable
distribution of ring sizes. There is also the non-trivial problem in determining the
correct density for use in the RMC algorithm. In this work it has been shown that
changing the density by as much as 30% produces little effect on the quality of the

fit to the experimental data, and this requires further, more detailed investigation.
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9.2 Future work

"There are several areas for future investigation to emerge from this work. One problem
with all the neutron diffraction data is the quality of the low @) data. Although
diffractometers are being improved to try and reduce the effects of inelastic scattering,
it is likely to remain a problem for some time. However, this region of the data could
be improved by doing the same experiments at reactor sources (this is not done as
a “first choice” because of the smaller -range available) and then the two data sets
could be merged.

In this work, the effect of deposition parameters was studied, although with a
limited number of samples. It would be interesting, and useful, if a wide range of
samples could be produced so that a proper investigation could be carried out.

There is also more work that could be done on the effects of temperature. Small
angle X-ray scattering experiments are scheduled for this year, which should give use-
ful information on the changes in pore structure with temperature, and the processes
of structural rearrangement on heating could always be studied in more detail by the
experimental techniques already used, especially up to 400°C. There are plans to com-
plement this work with NMR. experiments where the sample is heated in sity, which
will give additional detailed information on the changes to the carbon network. Also,
once the RMC method is sufficiently developed, it could be applied to the existing
data and may provide additional insight into the transformations occurring.

As regards new work, some nitrogen-doped samples, a-C:N:H, have already been
deposited using the fast-atom source, together with hydrogen diluted a-C:H. Neutron
diffraction experiments for these are scheduled for June this year, and infrared spec-
troscopy and inelastic neutron scattering experiments are planned. There is also the

possibility of small angle X-ray scattering experiments.
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Appendix A

Determination of energy levels

A.1 The vibrating diatomic molecule

A.1.1 The harmonic oscillator

Consider the diatomic molecule as two masses, 1 and M connected by a bond, with
an equilibrium separation re,. In the simplest case - the simple harmonic oscillator
~ the extension and compression of the bond may be likened to the behaviour of a
spring and it can be assumed that the bond obeys Hooke’s law, i.e. the encrgy is
given by

E = %k(r o), (160)

where k is the force constant and 7 is the interatomic distance. The diatomic molecule
will have associated with it a certain vibrational frequency dependent on the mass of
the system and the value of the force constant. This can be evaluated classically as

follows. Consider:
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. 1 .
the potential energy, V = §k(extens1on)2

1
=5 (e~ @)’
S0, for the whole system,
L = kinetic energy - potential energy
1 . 1 . 1
= Em%f -+ 5?71.’8% — Ek(mg —z1)%

Applying Lagrange’s equation:
4 (on) oL
dt \ di Jz
to @y and =, to give,

mity — k(eg —21) =0 (161)

M2y} k('?,‘g - .‘El) =4, (162)
For normal modes (i.e. for every particle moving at the same frequency):-

&y (t) = I (0)6ioﬁ

zo(t) = 25(0)e’™*
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Substituting into equations 161 and 162, we obtain the solution,

M
Wl = k +m
m
? Mm
ie w? = — where p= ™ is the reduced mass
it M+ m
k
w = /-,
I
W 1 [k
S el 163
so, / 2r 2w\ p (163)

The vibrational energies are quantised and may be calculated from Schrodinger’s
equation. For the case of the simple harmonic oscillator we start from the one-

dimensional Schrodinger equation:

—h* d% i
— 4+ V{ahh = E. 164
i+ V(@) = (164)
For the simple harmonic oscillator, V(z) = %kfcg, but [ = 2—17;\/:“:, 50 we can write
V(z) = 2riuf?a’. (165)
Then equation 164 becomes,
—h? A i
ot v 9 2 2‘,2 - R
21t dz? T2 v
d* | 2uE oxnf\’
— S R _— 1
da? i ( h e 0 (166)
Make the substitutions
_ 2mpf
a=—
2
and 8= ;;;E :

and equation 166 can be written,

Bl o
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Introduce a new variable, £ = \/az, so that

dp _ dp dE_ i

dr  dEdp Y dE
d d (dp -\ d27,b
and _d’t,_2 - a (@wf&) dfz
So equation 167 becomes

& 2

qrlp-at]y - o
2

ie. %—F[E— ]1/) = 0. (168)

Solutions #(¢) must be found which are continuous and finite for all £ from —oo to

+00. These are found to be of the form,

p(e) = 1), (169)

where H(¢) are functions which must be slowly varying compared to 12 as |€] — co.

Using equation 169 to evaluate d"b and E”E and sustituting back into the Schrédinger

equation 168, gives
d?H Ji]
— 26— ——1|H=0 17
w g (5 o
To solve this equation (the Hermite differential equation} we assume a solution in the
form of a power series:

(o0}

H(¢) = Z ané™ = ag + € + azt® + @& +

n=0

then differentiate and substitute into equation 170 to get
1.2a5 + 2.30s€ + 3.4048% 4 4.5a58° +
—2.1a1€ — 2.20,6% — 23056 —

+ (g — 1) [ag + arf + aé® + asl® + .. ] =0 (171)
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Since equation 171 must be true for all values of £, the co-efficients of each power of

¢ must vanish individually, therefore;

for £%: 2aq 4 (Bfa—1)ag =0

for £ 6as — 201 + (B/a—1)a1 =0
for £*: 12a4 — 4ag + (Bfa —~1)az =0
for £2: a5 — bas + (f/a—1)az =0
and in general
for &£ (n+ 1)(n + 2)ang2 + (Bfa —1—2n)a, =0
(B/a—1—2n)

1.e.

ar!-l-? = - (ﬂ, + 1)(‘”' + 2) an

This series will terminate if

Bla—1=2n

ie. Bla=2n+1

-trectirsion relation.

(172)

(173)

where n = 0,1,2,3,4,... is an integer. From the substitutions made in equation 167,

B _ 2uBl E
o  2npfh  whf

1
i.e. B = (n + 5) hw

=2n+1

(174)

where n is called the vibrational quantum number, Therefore equation 174 defines

the energy levels for the simple harmonic oscillator model of a vibrating diatomic

molecule.
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A.1.2 The anharmonic oscillator

Since real molecules do not exactly obey simple harmonic motion, we introduce an

anharmonic form of potential derived by Morse [122]:
V() = A [e72% — 9¢ 0] (175)

where a is constant for a particular molecule and A is the dissociation energy. In-

serting this into the one-dimensional Schrodinger equation 164, we obtain

il 4 4+ (-2—’”) [E — ae R 2/187&:”} P = 0. (176)

dx? h?

Introduce the new variable ¢, where

‘- 2¢/(2pA) .

ah

and equation 176 hecomes:

2 4"
)

o2 dip (gﬁ) [Fgwaﬂh? 9 Atk

dp  1dy [ 20k 1 (Q”A)J ¥ =0 o

h2a282 4 hat

&t

Now make the following substitutions:-

§ = ————'(;Z;;E) and k= ————'igA) — (s + 1) (178)

2
to get
P 1dyp 1 k+s+i
d—§%$“+gd—€+[—1+—“§—2“?}¢:0- (179)

Choose a solution

P() = e/ W (¢) (180)
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and equation 179 is then given by

d*W dw

€d§2 +(2s+1—5)7€_m»v:0. (181)

As before, assume a series solution for W(£), so

[ee]

W(¢) = Z U™ = ag + ar€ + gl + azf® + ...

n=0

Substituting into equation 181;

1.2a€ -+ 2.3038? 4 3.4a,8% + 4.5a58" + . ..
—laré + 2a26% — Basf® — dagf — . ..
+(2s +1) (Lar + 202€ + a8 + 4asl® + st + . )

e (a0 + @€ + ax® + ast® + s’ + .. )= (182)

Equating the co-efficients of powers of £ to zero, gives

for £°; (2s + 1)y + kag =0
for ¢1: [1.24+2(25 4+ D]az + (k — 1)a; =0
for £%: [2.3 4+ 3(25 + D]as + (k —~ 2)ay =0
and in general,
for £7: [n{n+1)+ (n+ 1)(2s + Yapt:s + (k —n)a, =0

_ (k—n)

BT ndl — — ne 183

e 1 (n+ 1)(n+2s+ l)a (183)

Equation 183 is a recursion relation and can be used to determine all the co-efficients

@,, where n is an integer. For the series to terminate the condition is that n = £ i.e.
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I: must be an integer. Substituting n for & in equations 178, we obtain the following

equation:

E:A[u—é%A—)(nqL%)r, (184)

which defines the energy levels for a vibrating diatomic molecule with an anharmonic

potential,

A.2 The diatomic vibrating rotator

A.2.1 The harmonic oscillator

Consider a molecule which is vibrating and rotating at the same time in the Born-
Oppenheimer approximation, i.e. the motions are assumed to be executed indepen-
dently such that the total energy is simply the sum of the vibrational and rotational
energies:

Etot = Erot + Euib- (185)

For a rigid rotator it can be shown that

2
= PO, (156)
where [ = 0,1,2,3,... is the rotational quantum number and I, is the moment of
inertia about the centre of the molecule at the equilibrium separation.

However, for the non-rigid rotator, we require the radial Schrodinger equation

which can be found using the method of separation of variables. Consider the three-

dimensional Schrodinger equation:

-2
[“;%_Vz + V(r)] U(r,0,4) = L.9(0,9)

[v? W V(-r))} O (r,0,4) = 0, (187)

h?
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which can be expressed in polar co-ordinates as,

1 g { ,0¥ 1 0 ov 1 3?0 87r p,
—— |t BE—V({r) ¥ =0, (188
r2 Or (T or ) + r2sinf 90 (sm 058 a0 ) + r2? sin? § O¢? + [ ()] (188)

Look for a solution of the form: ¥ = R(r)©(0), ®(¢). Substituting for ¥ into equation

188 gives

10 8 ,m" 1 3 g0 1 9*e
Rar (“’ ar )* E=VI g eind 50 (Sln089)+¢)si1129 ggr ~ O (189

which is of the form

F(ry+ G(0,¢) = 0.

Since (1) and (8, ¢) are independent, the only possible solution is
F(r) = constant = {1 + 1)
where [ can take any value,
= G(,¢) = —I(1+1).

Substituting into equation 189, we obtain

19 (?.23_3) L 8 f“ B— V()] - 1(1+1)=0 (190)

Ror ar

which is the radial Schrodinger equation.
Make a substitution R(r) = L5(r), the equation 190 becomes
d*S  [8r%u (14+1)
-~ [ V(5
I { i [E—V(r)] - 2 S=0. (191)

For a simple harmonic oscillator the potential is described by

V() = Sk ) (192)
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where £ is the force constant and re, is the equilibrium interatomic separation. Sub-

stituting for V(r) in equation 191 and introducing a new variable, p = r — 7y, gives
s n 8ru B Ekpz k2 - {1+ 1)
dr® h? 2 Br2p (p + 1eq)?

For small values of (r — req), ¥(r) is a fair representation of reality, so (p —req) 2 can

] §=0. (193)

be expanded in terms of a series, neglecting all powers above the second, to give
1 t1 20 3p°
(p—req)-sz(Hi) (1--—’i+%~...). (194)
Teq Teq eq r €q Teq

Substituting this result into equation 194, gives

42, 2 Y
45 w(E_ikZ h [l(l+1)~

20l(1+ 1) ' 3p(1+ 1)D S-0

P
dr? h? 2 8nlurt, Teq re,
(195)
If we then make the following substitutions:
h? h?
: (196)

- 8mturs, - 822
and E=p—a,
({4 1)ore
(1 +1)o + Tkr2,

where a4 =

so that equation 195 becomes,

d:S 8 [
) u # (E - —k(§ + a)? -+ (?+ ) [207‘eq(§ +a)—orl —3a(¢ + (5)2]) S =0
eq
d*5  8x*u [t({ + 1)o]? ko 3l(l+ e
el o (BT e o
T ([ et g+ ik | 27 2 ] ¢ ) =0, (197)
which can be written in the form,
S -
&t 8- a?¢?] 5 =0, (198)
where,
8rp [({(Il+ 1)o]?
= E -1l
F=" ( Dot gy + 1w, (199)
8’ 3(l+1)o
and a? = R (2 + T—) . (200)




APPENDIX A, DETERMINATION OF ENERGY LEVELS 218

Equation 198 is of the same form as equation 167 which led to the condition

g: (2n 4+ 1).

So, applying this condition, and substituting for o and # using equations 199 and

200, gives:

872 [+ 1)o]? 8riu [k 3+ 1o :
s (L — (14 1)0 + TERIEEY= (2n 4+ 1) polgt 7= |)

€q

which leads to

(4 1)o)? ( 1) ,
E=1(l4+ 1) — = 201
(I+1)e DI +{nt35) b, (201)
2 2
where v, = 1 [kreq + 6l{1 + 1)0} ‘
27 pré,

For real molecules this expression for the enrgy can be simplified considerably without
significant loss of accuracy by the use of expansions for [3{({+1) + JArZ ] and v/,

to give
(1 + 1)o]?

(202)
2kre,

FE = (n + %) hveg + (1 4+ 1)o —

in which only the first terms of the expansions are included, and where ., is given

by
,o oL [k
o p
so that
1 k
2 _ 422
g — m; = bk =dr P“’eq' (203)

Using equations 203 and 196 for £ and o respectively, equation 202 can finally be

written
I+ DR B4 1)
8¢, 12878y2 37

eqle

1
B = (n + 5) Rveq + (204)

where each term involves either n or [, but not both, i.e. there are no “cross-terms”.
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A.2.2 The anharmonic oscillator

In the case on an anharmonic potential the situation is more complex. So, consider

a vibrating rotator where the potential V(r) is given by the Morse function,
V()= AL et (205)

Starting again with the radial part of the Schrodinger equation, we have,

dr? h? r?

d? 2,
—Lg (Sﬂ' A [E — A Ae—-?a‘(r—req) + ZAe—a(r—req)] B l(l + 1)) S =0. (206)

Now, make the substitution y = ¢~*("~7"ea); equation 206 becomes

d*S 1dS 8riu lE— A 24 I(I+1)
d—yg -+ ;'c‘l‘gj (]1,20;2 [ y2 — A+ ? - 0’27‘2y2 S = 0. (207)
Substituting
2
D [(I+1)h
8m2ur?,

into equation 207 to obtain

£S5 1dS (8224 (B A )2
>y 148 (———8”[ 2 D"-’QDSZO. (208)

h?a? At

&ty y? y  y?r

But,

g = e-r=rea)

50 Iny = —a(r — re,)
Iny
P Teg = ———
a
r Iny
L1
Teq OTeq
9 —2
r In;
and T:[lg y] .
T2, Teq
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If Iny is expanded using a Taylor series about (y — 1) and then a binomial expansion

is used, taking the first three terms only and substituting into equation 208, we get

S 1dS  8riu
——t-——+
dy?  ydy  hla?
- A 2A 2(y —1 3 1
—A—[—%———-]Z 1+ (Ef )+ . (y_l)z S
y? Y y? OT¢q a’ri  arg

=10, (209)

Equation 209 can be rearranged to give

d?2S  1dS ¥ 8riu (24 -¢a)
ity iy 5o o
her 5 - 327%
where == (FF— A~ )
8m2u
&= a?h? (A+ )

Cg:D1—3+ 3:]
e =D 4 6]

[ 1
and e =D |— + 3 }

The form of the solution is:
S(y) = 2R (g)

which when substituted into equation 210 gives,

$LF (b+ 1 ) dF v
T o [ ) 211
@ T\ e (211)
wher = A, Ly 919
ere v = hzazd( — ) 2( + 1). (212)
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Equation 211 is closely related to the radial equation of the hydrogen atom and may

be solved in the same way by assuming a series solution, i.e.

F(&) = i anb"™ = ao+ arl - axl® +asf> .. ..

=0

Substitution into equation 211 yields,

2.1ay + 3.2a3¢ + 4.3a48® + B.dagét + . ..

b+1
(“%‘) (Lay + 2a9€ + 3azl® + 4a,8° 4 ...)
—lar — 2asé — 3as€? — 3ayl® — . .. -

+g‘(€io +aré+azf® +azl® +...) =0

Equating the co-cflicients of powers of ¢:
for £% ap[(2.1) +2(0+ D]+ ayfv — 1] =0

for £ a3[(3.2) +3(b-+ )] + aglv — 2} =0
for €% ay[(4.3) +4(b+ 1)] + as[lv — 3] = 0
and in general,
for £": tnpr[n(n+ 1)+ (n + )0+ D] + apfv —n] =0

B —[v —n]
L D LD

For the series to terminate the condition is that v = n, i.c. v is an imnteger.

Recall fromn equation 212,

4ny 1
MY = fagagRA = e) = b+ 1)
but
2
=T Ry,

a?h?
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therefore,
_ (2A—cl)d_é_£
C2A+e) 20 2
24 —e1)d
ie. = (—(212—3( —(2n 4 1),
o _ (2A—ca)’d® 2424 - c¢)(2n +1) 12 91
and BT (AT ) +(2n 4+ 1)2 (213)

Now, substituting for d in equation 213 gives,

§ 2r%u (A — Le)? B 2\/§ﬂ\/ﬁ 4(A —3e)2(n + 1)

1
+4(n + 5)2

Coa?h?r (A4 c2) ah (A + )2
But also,
3272
b= — CW"(E — A—c),

so finally, we have
(A—1c)? ah (A= Ze) 1, o?h? 1.,

TEYS +W\/27(A+c2)1/2("’+ 5) 87r2p,(”+§)

By expanding in terms of powers of ¢ /D and ¢3/D we can write equation 214 in the

E=A+tecy— (214)

form

) 1
{E ~ ot %) — wuon(nt %)2 HH )B4 D41V~ afn+ )I(141), (215)

where ¢ is the velocity of light,

_a 2D
‘7 o2me 7
o hwee
Te T UD
_h
¢ 8r2le
°T H1287r6#3w§c3r§q

2
and e 3hwe ( ! ! ) .

= 2,2 22
16722 D \are, @ Teq
Notice that for the anharmonic potential “cross-terms” containing both n and !

appear,
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