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Abstract—Inter-frequency scan (IFS) is a process carried out
by the terminals to discover the small cells (SCs) in the inter-
frequency heterogeneous networks (HetNets) prior to offload
them to the discovered SCs. The IFS has a great impact on the
quality of service, the energy efficiency and the spectral efficiency
in the cellular systems. In this paper, a framework is presented to
model and evaluate the impact of IFS on the system performance
by using the stochastic geometry. The energy efficiency is derived
as performance metric to obtain the optimum value of the IFS
rate (optimum number of scans per unit time) by taking into
consideration the trade-off in the offloading process between
the power consumption and exploiting the system resources
efficiently. Considering the energy consumption for performing
IFSs along with the energy consumption for maintaining the
uplink transmission will help to find the optimum value of IFS
rate that achieves the best energy efficiency. The analysis and
results show that the optimum IFS rate depends on different
system parameters such as SCs’ density, terminal’s speed and
the transmit power of the SCs (SCs’ coverage).

I. INTRODUCTION

The inter-frequency deployment, where a dedicated fre-

quency channel (e.g. high frequency) is used at the small

cells (SCs), has been adopted to overcome the limitation

of frequency bandwidth in the current cellular systems and

to meet the high data rate requirements. Since the SCs are

deployed on a different frequency from the macro cells (MCs),

a SC detection process is essential to offload traffic from the

overloaded MCs to the SCs in the network [1], [2]. The SC

detection process in the inter-frequency deployment is defined

as the inter-frequency scans (IFSs) carried out by the terminals

on the high frequency periodically, in order to establish

whether these terminals are in the SCs’ coverage prior to begin

offloading them to the near SCs. However, there is a trade-off

between exploiting the available high frequency resources and

the power consumption at the terminals [2], [3]. Unnecessary

power consumption takes place when the UEs perform scans

more frequently, or the terminals miss the SCs’ coverage

significantly and keep connecting to the MCs with limited

resources when they perform IFSs infrequently. In other words,

in order to save the power of terminals’ batteries, they need

to reduce the number of IFSs per unit time. However, small

number of IFSs may cause failure in offloading more traffic

from MCs to the SCs which results in less spectral efficiency

and overloading the MCs. Therefore, finding the optimum IFS

rate will improve the system performance significantly in the

current cellular systems.

Some work has been done to propose new mechanisms to

tackle this issue. [3] proposed a new SC structure by reusing

the low frequency at each high frequency SC to form a double-

layer SC. In this approach, the terminals do not need to

perform IFS periodically which save significant power at the

terminals with no trade-off in offloading to the SCs, however,

this approach may require some changes in the current system

design. A few schemes have been proposed such as mobility

status based scheme and radio fingerprint scheme [4], [5]. In

the mobility status based scheme, the terminals are triggered

to reduce the number of IFSs when moving fast. However,

the slow terminals still need to perform a big number of IFSs

per unit time, which cost these terminals very large power

consumption. At the same time, the radio fingerprint schemes

require a large memory at the terminals’ side and significant

amount of signalling to maintain and update this memory. In

[6], stochastic geometry was used to investigate the impact of

IFSs on the average energy efficiency by approximating the

offloading loss as a liner function of the IFS rate (sg). This

approximation ignores the impact of all other parameters and

our analysis shows that offloading loss is not only affected by

sg , but also affected by other parameters such as the density of

SCs, the terminal’s speed and the coverage and distribution of

the small cells around the terminal’s path. It is also assumed in

this paper that the fraction of a typical terminal’s path covered

by the SCs is obtained by multiplying the tier association with

the total time of transition.

The main contribution in this paper is to model the im-

pact of periodic IFS on the system performance by taking

into consideration the effect of different system parameters

including the transmit power of the small cells, the density of

small cells and the speed of the terminals. Stochastic geometry

is used to model the locations of SCs and to investigate the

coverage of SCs on a typical terminal’s path. A framework is

also presented to obtain the optimum IFS rate that achieves

the best system performance in a two-tier HetNet. The energy

efficiency is derived as a performance metric by taking into

consideration the trade-off between the energy consumption

and the efficient utilization of the system resources.

The rest of this paper is structured as follows: Section II

describes the system model. The offloading loss is addressed

in Section III. In Section IV, energy efficiency is defined.

In Section V, the optimum value of IFS rate is obtained. In

Section VI, the system performance is shown by numerical

simulation results. Conclusions are drawn in Section VII.



II. SYSTEM MODEL

A two-tier heterogeneous network (HetNet) is considered

in this paper where each tier uses Fk frequency k ∈ [1, 2], as

shown in Fig. 1. Both tiers are assumed to be distributed as

Poisson point process (PPP), Φk with density λk. It is also

assumed that Es is the total energy consumption at a terminal

of interest (denoted by T0) for performing IFSs:

Es = Nspsts (1)

where ps represents the power required for one IFS, ts is

the time that each IFS lasts and Ns is the total number of

IFSs that T0 performs per unit time. Ns is a random variable

which depends on the time that T0 camps on the MCs. In

order to find Ns, the time that T0 camps on SCs and MCs

needs to be investigated. We consider the random waypoint

model (RWP) [7]. Assume that T0 chooses its starting point

(X0) and destination point (X1) uniformly in the disc (0, Rsys)
where Rsys represents the system radius. It is also assumed

that T0 moves with S speed and spends Tp pause time at X1.

Therefore, the expected value of the distance between X0 and

X1 can be obtained as:

E[DX0−X1
] = E[‖ X1 −X0 ‖] = 125Rsys

45π
(2)

where ‖ . ‖ indicates the Euclidean distance.

X
0

X
1

Red circles are MCBSs − Tier 1 Blue dots are SCs’ coverage − Tier 2

Fig. 1. Two-Tier Inter-Frequency HetNet

Since there is no interference between SCs and MCs, it is

assumed that T0 camps on any SC when the received power

from this SC satisfies the condition below:

ρ0 ≤ pr,0 ≥ max
i∈Φ2

pr,i (3)

where ρ0 is the minimum received power and pr,i is the

received power from ith SC. According to this condition, the

average coverage of each SC (fading is averaged out) forms

a circle (including some of overlap areas). Since there is no

interference from the first tier, a regular shape for cells has

been assumed for finding the sojourn time and handover rate

[8], [9].

It is assumed that all the SCs have the same transmit power

and they have the same coverage. Since the SCs basestations

(SCBSs) are uniformly distributed in the network as a PPP,

the expected number of SCs that are crossed by T0 during its

movement from X0 to X1 (MX0−X1
) can be expressed as:

E[Nsc] = 2Rscλ2E[DX0−X1
] (4)

where Rsc =
(

ρo

p2PL2

)

−1

α2 is the radii of each SC, p2 and α2 are

the transmit power and path-loss exponent of SCs respectively,

PL2 = c
f24π

is the path-loss of the high frequency at 1 meter

where c is the velocity of the wave and f2 is the high frequency

used by the SCs, and 2E[DX0−X1
]
(

ρo

p2PL2

)

−1

α2 represents the

area surrounding MX0−X1
. Any SC will be crossed by T0 if

its SCBS is located in this area. The distance that T0 travels

in the ith SC that is located in the area and its SCBS is at

distance νi from MX0−X1
is shown in Fig. 2, and can be

found as below:

d̄i = 2Rsc sin(cos
−1(

νi

Rsc

) νi ≤ Rsc (5)

The coverage of ith SC is a random variable, which depends

on νi. Since νi takes any value from 0 to Rsc, it is assumed

that it has a uniform distribution in the range [0, Rsc] with

the probability density function (PDF) 1
Rsc

. The PDF of each

coverage is obtained by using transforming density function:

fd̄(d̄) = fν(ν(d̄)) |
dν

dd̄
|

(a)
=

1

Rsc

d

dd̄

(

Rsc cos(sin
−1(

d̄

2Rsc

))
)

(6)

where (a) is obtained from Eq. (5) and ν =
Rsc cos(sin

−1( d̄
2Rsc

)). Since the SCs locations are

independent and from linearity exception, the expected

value of the total SCs’ coverage can be obtained by summing

up the coverage of each SC crossed by T0 as shown:

E[Ctotal] = E[Nsc]

∫ ∞

0

d̄fd̄(d̄)dd̄

= E[Nsc]

∫ 2Rsc

0

d̄2

4r2
√

1− d̄2

4r2

dd̄
(7)

where PDF of the coverage of each SC fd̄(d̄) is found

from solving Eq. (6) and the integral limits follow from

the maximum and the minimum coverage of each SC being

2Rsc and 0 respectively. Note that this includes some overlap

coverage.

The expected value of the total time that T0 spends in the

SC’s coverage during MX0−X1
can be expressed as

E[Tsc] =
E[Ctotal]

S
+ TpAsc (8)



Fig. 2. Two-Tier Inter-Frequency HetNet

where E[Ctotal] is obtained in Eq. (7), TpAsc represents

the expected time that T0 spends in any SC’s coverage and

Asc is the probability that the destination point is located

in the SCs’ coverage. Since T0 is connected to the second

tier when receiving ρ0 from any SC as shown in Eq. (3),

and the locations of SCBSs and the destination point are

randomly distributed on the plane, Asc can be found from

null probability [10] and similar to [11]. Assume that the

destination point X1 is located at the origin, the probability

that this point is in the SCs’ coverage can be obtained as:

Asc = 1− P
[

max
i∈Φ2

pr,i < ρ0
]

= 1− P
[

r0 >
( ρ0

PL2p2

)

−1

α2

]

= 1− exp
(

− πλ2

( ρ0

PL2p2

)

−2

α2

)

(9)

where r0 is the distance to the nearest SCBS.

III. OFFLOADING LOSS

The offloading loss is defined as the time that T0 spends

in the SCs’ coverage, but served by the first tier due to

late SCs detection (when large value of sg is considered

in the system). Therefore, there is a trade-off between the

offloading loss and the power consumption in the periodic

scan mechanism [2]. Finding the optimum value of sg can

improve the system performance significantly. Since the SCs

are randomly distributed around T0’s path, the SCs can be

grouped into two groups according to the time that T0 with

speed S travels in their coverage. T0 travels at least sg in

each SC of the first group (Ξ1), therefore T0 misses these

SCs’ coverage partly from 0 to sg as it enters the coverage of

each SC at a random time between two IFSs. The expected

value of the time missed by T0 from each SC of Ξ1 can be

obtained as:

E[TΞ1
] = PΞ1

∫ sg

0

t1ft1(t)dt

=
(

1−
∫ d̄sg

0

fd̄(d̄)dd̄
)

∫ sg

0

t

sg
dt

(10)

where PΞ1
is the probability that any SC crossed by T0 belongs

to Ξ1, which can be also interpreted as the probability that

T0 travels at least d̄sg = Ssg in any SC’s coverage. ft1(t)

is the PDF of the time that T0 misses from any SC of Ξ1,

and it is assumed to be uniformly distributed on the range

[0, sg]. T0 spends ti in ith SC’s coverage of Ξ2 , where ti <

sg . Therefore, it misses the coverage of these SCs partly or

completely. The expected value of the time missed from a SC

of Ξ2 can be expressed as:

E[TΞ2
]
(a)
= Eti

(

PΞ2

(

(

1− ti

sg

)

ti +
ti

sg

∫ ti

0

tft(t)dt

)

)

(b)
=

PΞ2

S

∫ d̄sg

0

d̄i

(

d̄i −
d̄2i

2Ssg

)

fd̄(d̄)dd̄

(11)

where PΞ2
= 1− PΞ1

is the probability that any SC belongs

to Ξ2, the first term and the second term in (a) represent that

T0 misses any SC of Ξ2 completely with probability 1 − ti
sg

and partly from 0 to ti with probability ti
sg

respectively, and

(b) follows from ti =
d̄i

S
. The expected value of the time that

T0 misses during its movement can be obtained as:

E[Tloss] = E[Nsc]
(

E[TΞ1
] + E[TΞ2

]
)

(12)

IV. ENERGY EFFICIENCY

The energy efficiency in the uplink is defined as the total

achievable data rate that T0 can achieve during its movement

divided by the expected value of the total energy that T0
consumes during the same movement. It is assumed that T0
has traffic to send during its movement. Therefore, the total

energy includes both the energy consumed for transmitting

traffic in the uplink and the energy consumed for performing

IFSs during MX0−X1
. The energy efficiency is expressed as:

ζ =
RT

E[ET ]

=
R1χ1 +R2χ2

E[E1] + E[E2] + E[Es]

(13)

where χ1 = (E[TT ]−E[Tsc]+E[Tloss])
E[TT ] and χ2 = 1 − χ1 are the

fractions of time that T0 camps on the MCs and the SCs

respectively, E[TT ] =
E[DX0−X1

]

S
+ Tp, R1 and R2 represent

the average ergodic rates of T0 camps on the MCs and the

SCs respectively, and E[E1] and E[E2] represent the energy

consumption needed to transmit the uplink traffic when T0
camps on the MCs and the SCs respectively.

A. Energy Consumption

The expected value of energy consumption for performing

IFSs during MX0−X1
can be found as:

E[Es] =
psts

sg

(

E[TT ]− E[Tsc] + E[Tloss]
)

(14)

The expected number of IFSs that T0 performs during its

movement depends on the time that T0 camps on the MCs

E[Ns] =
1
sg

(

E[TT ]−E[Tsc]+E[Tloss]
)

. When considering the

distance-proportional fractional power control similar to [11],



the expected energy consumption of T0 when transmitting the

traffic to the SCs is expressed as:

E[E2] = χ2E[TT ]

∫ ∞

0

pcx
α2ǫ
2 fx2

(x)dx

= χ2E[TT ]

∫ Rsc

0

2πλ2pcx
α2ǫ+1
2 e−πλ2x

2

2dx

(a)
= pcχ2E[TT ](

erf(
√
πλ2Rsc)

2
√
λ2

−Rsce
−πλ2R

2

sc)

(15)

where pc is the baseline transmit power of UEs, ǫ is the

power control factor and takes value in the range [0, 1],
and x2 represents the distance from T0 to its serving SC

and it is assumed to have a Rayleigh distribution with PDF

fx2
(x) = 2πλ2x2e

−πλ2x
2

2 , this assumption holds since the

probability of T0 camps on the SCs is independent of the

distances to the MCBSs as shown in Eq. (3). (a) is obtained

from ǫ = 0.5, α2 = 4 and by using [12, 3.321.5], and

erf(.) represents the error function. The expected energy

consumption of T0 when transmitting the traffic to the MCs

is expressed as:

E[E1] = χ1E[TT ]

∫ ∞

0

pcx
α1ǫ
1 fx1

(x)dx

= χ1E[TT ]

∫ ∞

0

2πλ1pcx
α1ǫ+1
1 e−πλ1x

2

1dx

(a)
=

2pcχ1E[TT ](α1ǫ+ 1)!

(πλ1)α1ǫ+1

(16)

where x1 represents the distance from T0 to its serving macro

cell and it is assumed to have a Rayleigh distribution, fx1
(x) =

2πλ1x1e
−πλ1x

2

1 is the PDF of x1 and (a) is obtained by using

[12, 3.351.3].

B. Achievable Rate

The received signal to interference plus noise ratio (SINR)

from T0 at its serving BS from kth tier can be expressed as:

SINRk =
pcg0PLkx

αk(ǫ−1)
k

σ2 +
∑

i∈Φk
(ẑαk

i )ǫpchPLkz
−αk

i

(17)

where g0 and h are the channel gain between the serving

cell and T0 and interferer terminals respectively, and they are

assumed to be exponentially distributed with unity mean, σ2 is

the additive noise power, ẑ is the distance between an interferer

terminal in uplink and its serving cell, and z is the distance

between the T0’s serving BS and the interferer terminal.

The average achievable rate of T0 associated to the second

tier R2 can be expressed similar to [13] as:

R2 =

∫ ∞

0

ESINR2

[

ln(1 + SINR2(x2))
]

fx2
(x)dx (18)

where ESINR2

[

ln(1 + SINR2(x2))
]

is obtained as:

=

∫ ∞

0

P
[

ln(1 + SINR2(x2)) > τ
]

dτ

=

∫ ∞

0

P

[

ln
(

g0 >
x
α2(ǫ−1)
2 (σ2 + I2)(e

τ − 1)

PL2pc

)

]

dτ

=

∫ ∞

0

exp
(

− x
α2(ǫ−1)
2 σ2(eτ − 1)

pcPL2

)

LI2

(xα2

2 (eτ − 1)

pcPL2

)

dτ

(19)

where LI2(.) is the Laplace transform of the cumulative

interference from terminals in uplink. LI2(s) can be obtained

as:

= EI2 [e
−sI2 ]

= EΦ2,ẑ,h

[

exp
(

− s
∑

i∈Φ2

pc(ẑi
α2)ǫhiz

−α2

i

)

]

(a)
= EΦ2,ẑ

[

∏

i∈Φ2

1

1 + s(ẑi
α2)ǫpcz−α2

]

(b)
= exp

(

− 2πλ2

∫ ∞

x2

(

1− Eẑ[
1

1 + s(ẑi
α2)ǫpcz−α2

]
)

z dz
)

(c)
= exp

(

− 2πλ2 Eẑ

[

∫ ∞

x2

z

1 +G−1zα2

dz
]

)

(d)
= exp

(−2πλ2

α2
Eẑ

[

G
2

α2 B
( 2

α2
, 1− 2

α2

)]

)

(20)

where (a) follows from the fact that h ∼ exp(1), (b) follows

from the probability generating functional (PGFL) of the PPP

[10] and the integration limits are from x2 to ∞ since the

distance between the serving SCBS and closest interferer

terminal is x2, and (c) follows from changing the order of

the integration and G = s(ẑα2)ǫpcPL2. Since x2 is very

small in comparison to the area of the system, the integration

limits are assumed to be from 0 to ∞. (d) follows from [12,

3.194.3] after substituting v = zα2 and dz = z1−α2dv
α2

, and

B(.) denotes the Beta function. For tractability, ẑ is assumed

to be Rayleigh distribution fẑ(ẑ) = 2πλ2ẑe
−πλ2ẑ

2

. Thereby

LI2(s) becomes:

LI2(s) = exp
(

− 2πλ2x
2
2(e

τ − 1)
2

α2

α2
B
( 2

α2
, 1− 2

α2

)

∫ ∞

0

ẑ2ǫfẑ(ẑ)
)

= exp
(

− (2πλ2x2)
2(eτ − 1)

2

α2

α2
B
( 2

α2
, 1− 2

α2

)

∫ Rsc

0

ẑ2ǫ+1 exp(−πλẑ2)dẑ
)

(21)

when considering a special case (σ2 = 0 and ǫ = 0.5) , and

using [12, 3.321.5], R2 becomes:

R2 =

∫ ∞

0

dτ

1 + C
2(eτ−1)

2

α2

α2

B
(

2
α2

, 1− 2
α2

)

(22)



where C = ( erf(
√
πλ2Rsc)

2
√
λ2

− Rsce
−πλ2R

2

sc). Similar way, R1

can be obtained as shown:

R1 =

∫ ∞

0

ESINR1

[

ln(1 + SINR1(x1))
]

fx1
(x)dx (23)

where SINR1 is the received SINR from the first tier and

ESINR1

[

ln(1 + SINR1)
]

is obtained as:

=

∫ ∞

0

P
[

ln(1 + SINR1(x1)) > τ
]

dτ

=

∫ ∞

0

P

[

ln
(

g0 >
x
α1(ǫ−1)
1 (σ2 + I1)(e

τ − 1)

PL1pc

)

]

dτ

=

∫ ∞

0

exp
(

− x
α1(ǫ−1)
1 σ2(eτ − 1)

pcPL1

)

LI1

(xα1

1 (eτ − 1)

pcPL1

)

dτ

(24)

where LI1(.) is the Laplace transform of the cumulative

interference from terminals of other MCs. LI1(s) can be

obtained similar to Eq. (20) as shown:

LI1(s) = exp
(

− 2πλ1x
2
1(e

τ − 1)
2

α1

α1
B
( 2

α1
, 1− 2

α1

)

∫ ∞

0

ẑ2ǫfẑ(ẑ)
)

(a)
= exp

(

− 2(πλ1)
1−ǫx2

1(e
τ − 1)

2

α1 B
( 2

α1
, 1− 2

α1

)

Γ
(

ǫ+ 1
)

)

(25)

where (a) is found from [12, 3.326.2], Γ(.) denotes the Gamma

function. When σ2 = 0, R1 becomes:

R1 =

∫ ∞

0

dτ

2 + 4(πλ1)−ǫB
(

2
α1

, 1− 2
α1

)

Γ
(

ǫ+ 1
)

(eτ − 1)
2

α1

(26)

V. OPTIMUM INTER-FREQUENCY SCAN RATE

In this section, the optimum value of IFS rate that achieves

the best energy efficiency is obtained. Previously, it was shown

that the energy efficiency is a rational function of sg , SCs’

density, terminals’ speed, the coverage of the SCs and other

system parameters. Therefore, the optimum value of IFS rate

depends on all other system parameters. The energy efficiency

in Eq. (13) can be rewritten as shown:

ζ =
K1 +K2sg

K3 +K4sg +K5s
−1
g

(27)

where K1 = R1(1 − E[Tsc]
E[TT ] ) +R2

E[Tsc]
E[TT ] , K2 = E[Nsc]

2E[TT ] (R1 −
R2), K3 = (E[TT ] − E[Tsc])E[p1] + E[Tsc]E[p2] +
0.5pmtmE[Nsc], K4 = 0.5E[Nsc](E[p1] − E[p2]), and K5 =
pmtm(E[TT ]−E[Tsc]). E[p1] and E[p2] are the expected value

of the uplink transmit power when T0 is connected to the MCs

and the SCs respectively, and can be obtained similar to Eq.

(16) and Eq. (15). The optimum value of sg that maximize

the energy efficiency can be found by setting the derivative

dζ
dsg

= 0. By considering some simplifications dζ
dsg

is obtained

as:

dζ

dsg
=

K1(K5 −K4s
2
g) +K2sg(K3sg + 2K5)

(sg(K3 +K4sg +K5))2
(28)

By setting dζ
dsg

= 0, solving the below quadratic equation will

give the optimum value of sg:

(K2K3 −K1K4)s
2
g + 2K2K5sg +K1K5 = 0 (29)

The optimum value of sg is obtained by using the quadratic

function as shown below:

sg =
−2K2K5 +

√

(2K2K5)2 − 4(K2K3 −K1K4)K1K5

2(K2K3 −K1K4)
(30)

VI. NUMERICAL RESULTS

In this section, we show the effect of IFS on the system

performance in a two-tier HetNet. Fig. 3 shows that the

uplink average achievable rate increases significantly when

the terminals perform IFS more frequently (low value of sg).

It is also shown that the time missed by the terminals is

reduced when the value of sg is small. For instance, when

sg = 1, the UEs exploit more time connecting to the second

tier. This graph also shows that terminals miss the coverage of

SCs significantly or completely when large values of sg are

considered (e.g. 100). As a result, these terminals will only

be served by the first tier. However, performing IFSs more

frequently (e.g. sg = 1) will cause high energy consumption

as the terminals consume more power when carrying out more

IFSs during the same time period. In Fig. 4, the effect of

sg on the energy efficiency is shown without considering the

energy consumption of the SC detection process. It is shown

that decreasing the value of sg for any SCs’ density can

improve the energy efficiency in the network. When the energy

consumption for SC detection process is included, adopting

different values of sg for different SCs’ densities is essential to

achieve a good trade-off between the total energy consumption

and offloading loss as show in Fig. 5. For instance, when the

density is high, λ = 80, IFS with sg as small as 8 is required

for the best system performance. Fig. 5 also shows that low

dense SCs networks require higher values of sg in order to

reach the best energy efficiency.

Fig. 6 shows the optimum value of sg for different values

of SCs’ density and the SC transmit power. The optimum

value of sg decreases when the density of SCs increases

for the same transmit power. This is because increasing the

SCs’ density will provide more offloading opportunities and

more frequent scans could improve the system performance.

In less dense SC network, less frequent scans will save the

power at the terminals’ side and achieve the best performance.

Since increasing the SCs’ transmit power will maximize the

footage of the SCs, as a result more offloading opportunities

increases in the network. Therefore, Fig. 6 also shows that

higher transmit power requires smaller values of sg to achieve

the best energy efficiency. Interestingly, the optimum values



of IFS rate in the high transmit power SC network are larger

than the optimum values of IFS rate in the low transmit power

SC network when the density of SCs is low (λ2 ≤ 8).
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VII. CONCLUSION

In this paper, we presented a framework to model and

evaluate the SC detection process and its impact in an inter-

frequency HetNet, where the uplink energy efficiency is de-

rived as a performance matric. The optimum IFS rate that

achieves the best system performance was also derived by

taking into consideration the impact of the offloading loss

and other system parameters such as the density and transmit

power of SCs and the power control. The results show that the

smallest value of sg can achieve the best system performance

when the energy consumption for the SC detection is ignored
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in the energy efficiency equation. However, when the energy

consumption for SC detection is taken into account, the differ-

ent values of sg have a great impact on system performance.

The results also show that the best system performance can be

achieved and the trade-off in the SC detection is minimized

when small values of sg are adopted in a dense SCs’ network,

and when high values of sg are considered in a sparse SCs’

network.
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