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Jingyuan Surt®, Yong YarP”
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Engineering, Zhejiang University, Hangzhou 310027, P. R. China

b School of Engineering and Digital Arts, University of Kent, Canterbury, Kent CT2 7NT,
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Abstract

Particle clusters are important mesoscale flow structures in gas-solid circulating
fluidised beds (CFBs). An electrostatic sensing system and two accelerometers are
installed on the riser of a CFB test rig to colect signals simultaneously. Cross
correlation, Hibert-Huang transform (HHT), V-statistic analysis, and wavelet
transform are applied for signal identification and cluster characterisation near the wall.
Solids veloctties are obtained through cross correlation. Non-stationary and non-linear
characteristics are distinctly exhibited in the Hibert spectra of the electrostatic and
vibration signals, and the cluster dynamic behaviours are represented by the energy
distributions of the signal intrinsic mode functions (IMFs). The cycle feature and main
cycle frequency of cluster motion are characterised through V-statistic analysis of the
vibration signals. Consistent characteristic information about particle clusters is

extracted from the electrostatc and vibration signals. Furthermore, a cluster

* Corresponding authoE-mail addresses: y.yan@kent.ac.uk
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identification criterion for electrostatic signals isoposed, including a fixed and a
wavelet dynamic thresholds, based on which the cluster fiaction, average cluster
duration time, cluster frequency, and average -clusteficalersize are quantfied

Especially, the cluster frequency obtained from thisricniteagrees well with that from
the aforementioned V-statistic analysis. Results fitbism work provide a new non-
intrusive approach to the characterisation of clusterardign behaviours and their

effects on the flow field.

Keywords: Riser; Electrostatic sensing; Vibration sensing; Flictoa signal

processing; Cluster characteristic parameter

1. Introduction

Gas-sold circulating fluidisation is an important unit @pen with extensive
applications in industrial processes, such as fluid datadyacking, chemical looping,
coal and biomass gasffication, to name but a few. Gas-&d iriside the riser of a
CFB is inherently dynamic and chaotic, leading to the foomatbf transient mesoscale
flow structures manifesting as patrticle clusters [1,2grrefl to as particle groups with
high heightto-width ratios, higher solds contents than the surroundamg, signific ant
existence in the time scale [3]. Particle clusters raainly distributed near the wall
affecting significantly the flow hydrodynamics and risperformance [1], andfi
evolving to particle agglomerates, severe fluidisatiorultsfa (e.g., hot spots,
explosive polymerisation, reactor shutdown) are lkely to lneexh[4]. Therefore, it is

essential to characterise particle cluster behaviondstleir effects on the flow field



especialy near the wall.

Extensive experimental work has been conducted in attemptsupeathe cluster -
related parameters. For instance, capacitance and ogiigalpfiobes have been used
to sense solds holdup fluctuations in risers, based on whiehcluster sizes and
distributions [5-8], cluster counts [7], and cluster appearance probabilitiestiais,
and frequencies [1,2,9-11] have been characterised. Howegs, pi@bes are intrusive
and hence suffer from a disadvantage of interferencese tioti fields. The imaging
technique provides a non-intrusive approach to cluster atbasation. Horio and
Kuroki [12] observed the paraboloid average shape of a clustedetermined the
cluster sizes and velocity distributions through imagecessing. Mondal et al. [3,13]
evaluated the cluster length scales and the solids phatdide clusters with the aid of
video record and image analysis. Despite a ful-field fiasualisation provided, the
imaging technique alays requires uniform ilumination®l atherwise the presence
of shadows will affect the measurement reliability. atidition, the imaging technique
is applicable to pseudo-two-dimensional and the diute ®gamthree-dimensional
risers, whereas the measurement reliability is sigmfly influenced when being
applied to denser three-dimensional risers. Another igatialn technique is named
the thermal image velocimetry [14], developed to measurecltis¢er velocity and
cluster contact time with the wal. However, this témpm requires an extra heating
section and a special wal allowing the radiant signahstnission, leading to less
portability and flexibility.

Non-intrusive electrostatic induction sensors are asingly applied to probing



the hydrodynamic characteristics of gas-solid fluidisatisystems via sensing the
electrostatic fluctuations caused by the particle-gdartand particle-wall interactions
[15-18]. Because of the high sensitivity of the electtiostaignals to the moving
particles, rich information regarding the solds flowdfieand flow structures is
embedded in the electrostatic signals [19]. Therefore, dlotra@dtatic induction sensors
are naturally applicable to the non-intrusive charaet®is of particle cluster
behaviours through appropriate signal processing. To date sosaechess have made
efforts in the measurement of solids velocities and ehlaneels in fluidised beds by
using electrostatic induction sensors [15-18]. However, lreited relevant work has
been conducted on particle cluster characterisation. SadinYan [19] extracted the
coherent structure dynamic information in a riser thnoagpctrostatic signal analysis,
yet focusing on the influence of coherent structures enfitiw intermittency. In
addition, accelerometers are desirable non-intrusive toolerhdile the measurement
of flow-induced vibrations experienced by fludised beds andeh#he characterisation
of flow structure behaviours [4]. Accelerometers have beed tor monitoring the bed
fluidity [20], detecting the agglomerate occurrence [20], @wtacterising the particle
motion [21] and the bulk and bubble dynam|@2-25]. As bubbles and particle clusters
are both classified as mesoscale flow struct22526], accelerometers should also be
applicable to cluster behaviour characterisation. Howewdhetbest of our knowledge
no relevant work has been carried out unti now.

In terms of the cluster identification through signahalysis, an appropriate

threshold plays an important role. Single-value threshaddg. {imes of the standard



deviations above the mean voltages) have been appliedds boldup signals from
capacitance and optical fiore probes [9,27,28]. Considering tbhattstesholds may
lead to dynamic information loss, wavelet transform was thsed for the threshold
determination of optical fibre signals, because of its clifpabi demarcating differe nt
flow scales (microscale, mesoscale, macroscale) [1,2,29pug8lh an electrostatic
sensor cannot directly provide solds holdup data, it is stil iest identify clusters
from the electrostatic signals through an appropriateshbigd separation, because of
the strong dependence of the electrostatic signals @olitle holdup.

In this study, an electrostatic induction sensing syséed two high-sensitivity
accelerometers are installed on the riser of a gas-63i8 test rig to collect the
electrostatic and vibration signals simultaneously. Asdhsignals are generated by
non-linear, non-stationary, and multiscale flow behaviourgycalised and adaptive
analysis methodHHT, is used for signal processing, aimed at characterisintclpar
cluster behaviours and their hydrodynamic effects neawdl. V-statistic analysis is
employed to quantify the cyclc features of particle elustmotion. Furthermore,
wavelet transform is applied to cluster signal extracfimm the electrostatic signals.
A cluster identification criterion is proposed, includingxadi and a wavelet dynamic
thresholds, based on which the cluster characteristic mptees are quantfied
Localised solds velocities are also obtained via cross atwrel of the electrostatic

signals.

2. Experimental setup

Figure 1 shows the layout of a Perspex-made sdgak-CFB test rig, mainly
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composed of ariser, a downer, a cyclone separator, and a bwardy The riser is of
acylinder with aninner diameter of 0.1 mand a height of 2.1mmcAplastic particles
(Martyn’s Bargains Ltd, U.K.) with an average diameter of 0.505 mm and density of
1500 kg/mi are employed as the fluidisation material. Air supplied albgompressor
passes through a pressure regulator, a diaphragm valesyngfer, and then enters
the bottom of the riser. The variaton ranges of the ricipé gas velocity () and
solids fux (G) are 3.9 m/s ~ 5.0 m/s and 4.0 kgish) ~ 35.0 kg/(fs), respectively.
The height of the inttial static bed in the downer wasuh 1.0 m. Experiments were
carried out at an ambient temperature ofIn an air conditioned laboratory.

The electrostatic sensing system shown in Figure &istenof four electrostatic
sensor arrays, labelled as 1, 2, 3, and 4, respectively, fitgd fith the inner riser
wall. Figure 2 shows the top view of these sensor arragsh Bensor array includes
three parallel identical arc-shaped electrodes, which aawxial height of 5 mm and
a central angle of P0The centreo-centre distance between two adjacent electrodes in
each array is 20 mm. A weak signal induced in an electiodisst converted into a
voltage signal and then pre-amplified before being furteplified through a signal
condtioning circuit. High-frequency noises are removed giroa low-pass fiter with
a cut-off frequency of 2 kHz. To collect the vibration signgdsierated by the particle
impacts on the wal, two high-sensttivity accelerometdgid] & Kjaer 4508-B-002)
are mounted on the outer wall of the riser through two timmurslots with glue, as
close as possible to the lower and upper electrostatic semsmys (1 and 3),

respectively. The accelerometers have a sensitivity of 0@ and a resonance



frequency of 25 kHz. Both the electrostatic sensors and emoekers are connected

to a DAQ device (NI USB-6353). Before any signal acquisitiparticles in the CFB

were fluidised at a certain superficial gas velocty dt least 20 min to ensure that a

saturated charged state was achieved. This pre fiiithsaime was based on the

preliminary analysis of electrostatic signal variasioand also adopted in our previous

work for the same experimental system [1Egctrostatic and vibration signals were

then sampled simultaneously at a frequency of 16 kHz witlradiatu of 200 s.
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Figure 2. Top view of the electrostatic sensor arrays

3. Analysis methods
3.1. Solids velocity measurement

The applicability of arc-shaped electrostatic sensors héo dolids velocity
measurement in a riser has been demonstrated in ouysrewiork [19] and is only
introduced briefly here for the convenience of the readeenAparticles pass through
a pair of electrodes in a sensor array, two similar sigaa¢ induced in the upstream
(lower) and downstream (upper) electrodes. The correlation seldsity is calculated
from,

(1)

Vv =
c

L
T
where L is the centree-centre distance between the upstream and downstream

electrodesy the time delay between the two signals. The normaliseds-@orrelation

function between the two signals axd y (i=1, 2, ..., N) is expressed as,

N

R, (m) - R b @
S N )

i=1 i=1

where N is the nhumber of samples in the correlation cotigpytam (m=0, 1, 2, ..., N)
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the number of delayed points; an;i the mean values ofwibesignals,

respectively. The location of the dominant peak in the caomeldinction indicates the
time delayz, and the dominant peak is regarded as the correlation esefidn this

study, the correlation computation for each pair of electradek 16384 (&) samples

from both the upstream and downstream signals during e#zlpaeessing cycle. A
total of 195 solids velocity and correlation coefficient readivgse taken over a period
of 200 s under each operation condition.

3.2. Hilbert-Huang transform

Compared to the commonly used Fourier spectral analysis, isHHibre suitable
for the multi-resolution analysis of non-linear and ntatieary signals, which are
typically generated in a riser [30,31]. HHT has been appliedesstully to the pressure
fluctuation analysis in two- and three-phase fludiskeds[32,33] and electrostatic
signal analysis in a dense-phase pneumatic conveying3dipdt consists of two steps
[34,35]. First, a time series signal, x(t), is decomposed intatea fat of intrinsic mode
functions (IMFs), dt) (i=1, 2, ..., n associated with various time scales), and the
residual, #(t), through an empirical mode decomposition (EMD) processofigaal

signal can thus be reconstructed through the superpostit®e IMFs and the residual,
x(t) =3 ¢ (t)+r (1) 3)

where n is the number of the IMFs, depending on the operatiwfticns, and t is the
time. Second, Hibert transform is appled to each IMF to obtaircomplex

representation of the IMFi(#),



yi(t):ipj‘x —Ci(‘[)dz‘ (4)
T > t—-7
where P is the Cauchy principal value. An analyticghadi #(t), is thus defined from
ci(t) and y(t) as,
z ()= ¢ (t)+ iy () =3 (t)e"" (5)

where &t) is the amplitude pi(t) the phase angle.i(B anddi(t) are defined as,

a ()= (8 (0) +(% (1) (6)

0, (t)= arctan[ Zi ((:))] (7)

Last, the instantaneous frequency of each IM#, & calculated from,

£ (t) = 1 do(Y) 8)

2 dt

The original signal is then expressed as,

x(t) = Re{zn a, (t) ejzn?f(t)dtJ 9

It is thus possible to represent both the amplitude andtmstous frequency as time
functions, and the frequency-time distribution of the sguanepltudes is known as
the Hibert spectrum. In addiion, the energy of each IMAsEalculated fronj31],

E = [ e (v at (10)
The total energy of the original signal, E, equals tha sfithe energy of the IMFs

when the residual, n(t), is ignored,

E=Y E (11)

[N

The energy fraction of each IMF, s calculated from,

b= —- (12)
E
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3.3. Rescaled range analysis and V statistic

Rescaled range (R/S) analysis was first introduced uost FB6] for describing the
long-term memory of a time series, and has been appliexbssfiglly to multiphase
flow systems[37-40]. The detailed algorithm of R/S analysis has beermpexs in the
reference[41]. In short, a time series signal, x(t), is divided into tmervals with a
length of n. The range function, R(t, n), and the standavétde, S(t, n), folow an

empirical power law expressed as,

« n" (13)

where H is the Hurst exponent varying between 0 and 1.Hdrhifan 0.5 indicates a
persistent series, in which an increase in the valwes a certain time interval wil be
most likely followed by an increase over that interval, aoe-versa. H lower than 0.5
and equaling to 0.5 indicate an anti-persistent series atdchastic (uncorrelated)

series, respectively. In addition, if a cyclic behaviourexbibited in the signal, H

(R t,n )
changes at certain values of n and the ploﬂgtif J vs. lg(n) is no longer a

S(t n)
straight line. The break in this plot corresponds to thée dyme [42]. However, it is

(
usually dificult to determine the exact location of thedkrin the IgL

R(t,n)\ v
S(t,n)J '

lg (n) plot. The Vstatistic is thus defined [48]

R(t,n)

— 14
S(t,n)\/; ( )

V =

When the break is between two segments with the slopegyhir fand lower than 0.5,

respectively, theV statistic transforms the break into a more easily ideshtipeak in
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the v vs. lg(n) plot [43,44].

3.4. Wavelet transform and cluster characteristic parameters

Wavelet transform, in combination with a time-independéneshold criterion, is
used for cluster identification from the electrostaiignads. Wavelet transform allows
the extraction of different frequency ranges of a sigimbugh a repeated signal
decomposition into lower-frequency approximations and highquérecy detaild45].
The transform on a discrete signal is carried out by disexavelet transform (DWT).
The essence of DWT is to expand a signal) (&t, 2, ..., N), as a sum of base functions,
#ik(t) and yjk(t), produced by the dilatons and translations of an orthbgtataer
wavelet function,¢, and a mother wavelet functiomy [29],

(t—2"k)

¢, (1)=2""9g] — | Qkel (15)
L 2 )
L, (t=2"k)
x//Jk(t)—th//|t j | j.kel (16)
L2 )

where k1,2, ..., N/2 is the time shift and5l, 2, ..., J is the decomposition level. The
wavelet transform of x(t) is given as
a,, = [ x(1)g,,(1)dt @7)
d,, = [x()y, (1) dt (18)
where axand gk are the lower-frequency approximation and higher-frequetetalil
wavelet coefficients, respectively. x(t) can be decomposed ititogonal components
at different resolutions, represented by the approximatidnsigeal, A(t), and detail

subsignal, ft) [45],

A, (t):zaJ,k¢J,k(t) J. kel (19)
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D,()=Xd, v, (1) jkel (20)
2

where [)Xt) corresponds to a frequency range e2jff, fy2] and A(t) to [0, &271].
Here fis the sampling frequency andi2the scale factor at the level j. In this study,
because of the good localisation and extremely small erragnaf sieconstruction [29]
Daubechies3 is used for wavelet transform and dynamishtiice determination of the
electrostatic signals, based on which the cluster deaistic parameters are
determined. The defintions of these parameters are gisdollows [10,28],
1) Cluster time fraction & the fraction of the total time when particle clustersst
within the electrode sensing zone, calculated by the ddtihe total cluster duration

time to the total sampling time T,
Sl (21)

S (22)
wherez is the duration time of thé"iparticle cluster, i and t, the start and end times
of the existence of théiparticle cluster.

2) Average cluster duration timec: the average duration time of particle clusters
existing within the electrode sensing zone, calculatedhéoyotal cluster duration time
divided by the total number of clusterg within the sampling time T.cnis represented

by the number of peaks above the corresponding threshold values,

el

PN (23)

n

cl

3) Cluster frequency cf the occurrence frequency of particle clusters wittie

electrode sensing zone, calculated frogmand T,



= la (24)
T

cl

4) Average cluster vertical sizecilthe characteristic dimension of a particle cluster,
estimated from the local average solids velocity and geecluster duration time,

(25)
Parameters defined in Egs. (21)~(25) enable a quantitative taidddeescription

of the cluster dynamic behaviours in the riser.

4. Results and discussion

4.1. Solids velocity

As the arc-shaped electrodes are mounted flush withwalieof the riser, solids
velocities obtained from the electrostatic signals maigllect the solds motion in the
near-wal sensitive zones of the electrodes. Figure 3 stypiesl variations of solids
velocity with the time obtained from the ‘left” sensor array 3. The result at h=1860 mm
is from the correlaton between the two signals at h=1850anth h=1870 mm,
respectively, whie that at h=1880 mm is from the two ssgnal h=1870 mm and
h=1890 mm, respectively. The two curves exhibit high similamitgicating that within
the axial distance of a sensor array, the solids velaoily changes slightly and the
correlaton computation is hence verified. In addition, thiEls velocities fluctuate
significantly around the average values, indicating fraticles in the riser move
upward and downward very quickly due to the strong influenceshawtic gas flow,
particle-particle interactons and wal effects. The afibe and magnitude of the

average solds velocity are comprehensive results obtlag particles motion.
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34 ---- h=1880 mm

Solids velocity (m/s)

- - - - = -
0 40 80 120 160 200
Time (s)

Figure 3. Variations of solids velocity with the time from theleft sensor array 3, 4=5.0

m/s, G=20.0 kg/(n?-s)

Figure 4 shows the axial distributions of the time-ayedla solids velocity under
different operation conditions. Results from the left semsoays 1 and 3 are adopted
for analysis. At 4=3.9 m/s and &4.0 kg/(m-s) the flow pattern in the risds
pneumatic conveying, in which the axial distribution ofdsolholdup is relatively
uniform. Particles are accelerated upward rapidly at theorhotlue to the velocity
difference between the gas and solids phases. The solids umiemity then decreases
with the height due to the energy consumption for tranegoparticles against gravity,
as shown in Figure 4(a). Whens 8 increased to 8.0 kg/tms), the solids holdup
(especially near the wall) increases and the tendehcluster formation is enhanced,
leading to the decrease of solids upward velocities near thesweh to negative values
[46]. Since further increasing s@sults in unstable fluidisation status, only twea€

adopted at k3.9 m/s, as shown in Figure 4(a) and similarly hereinaféra higher
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Ug, the solids upward velocities near the wall also decragsificantly with the solids
flux to negative values, as shown in Figures 4(b) and (c). Accorditite experime ntal
observation, core-annulus flow patterns are formed sa2@0 kg/(m-s) and G=35.0
kg/(n?-s). Particle clusters are generated and continuowadlyalbng the wal, thus
contributing to the negative solids velocity values. In @iditthe axial distribution of
solids holdup becomes non-uniform under these conditions. @her hsolids holdup
at the bottom intensifies the formation of faling clustevkile in the diuter top region
the cluster formation is relatively weakened. Thereftine, solids downward velocity
decreases with the height a&=@0.0 kg/(m-s) and G=35.0 kg/(m-s). Particularly at
Ug=4.6 m/s, the solids velocities at€20.0 kg/(m-s) and G=35.0 kg/(m-s) are close
to each other. This is because a significant number oflpadiusters exist under both
the two conditons and are distributed in the whole rigsuling in less variations of
solids velocity with G as shown in Figure 4(b). Figure 4 also shows that thessoli
downward velocity decreases and the upward velocity incresfeshe superficial gas

velocity due to the increased drag force between the gasodals phases.

1890 -
= G=4.0kg/(m"s)
18601 o . * G=8.0kg/(m"s)

1830 4

Height (mm)
2 3
o o
1 \\\l\
\

580 4

560 . ; . ‘ . T . . .
-1.0 05 0.0 05 1.0 15 20
Solids velocity (m/s)
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(a) Ug=3.9 m/s
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v [ ] ]
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(c) Ug=5.0 m/s
Figure 4. Axial distributions of the time -averaged solids veloty from the left sensor

arrays 1 and 3 under different operation conditions

Table 1 lists the time-averaged correlation coefficienten fthe left sensor arrays

1 and 3s. Correlation coefficients at all the heights asmebasicaly with the solids
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flux and decrease with the superficial gas velocity,caiiig an enhanced similarity
between the upstream and downstream electrostatic sghaldhigher solds holdup,
and vice versa. This is due to the shortened mean freeofpadinticles when the solids
holdup is increased and particle clusters appear, leading thiesges of solids motion
characteristics within the distance between two adjaetattrodes. Moreover, the
correlation coefficients for Runs 5 and 6 are higher thenrést because of the more
significant core-annulus flow and stronger cluster motioder these conditons. No
significant variations in correlation coefficients lwithe height are evident, due to the
complex comprehensive effects of solids velocity and holdupeosighal similarity at
different heights.

Table 1 Time-averaged correlation coefficients from the leftensor arrays 1 and 3 under

different operation conditions

Correlation coefficient

Run Ug(m/s) Gs(kg/(m?-s))
h=570 mm h=590 mm h=1860 mm h=1880 mm

1 3.9 4.0 0.49 0.50 0.61 0.59
2 3.9 8.0 0.67 0.69 0.77 0.77
3 4.6 4.0 0.61 0.61 0.59 0.60
4 4.6 8.0 0.67 0.65 0.48 0.49
5 4.6 20.0 0.76 0.82 0.81 0.80
6 4.6 35.0 0.71 0.79 0.78 0.78
7 5.0 4.0 0.62 0.66 0.59 0.62
8 5.0 8.0 0.52 0.55 0.48 0.45

18



9 5.0 20.0 0.66 0.68 0.65 0.66

10 5.0 35.0 0.68 0.76 0.71 0.73

4.2. Hilbert-Huang transform and fluctuation energy distribution

4.2.1. Electrostatic signal analysis

According to the preliminary power spectral analysis, fitsguency components
of electrostatic signals are distributed in 0~200 Hz. Therefbee electrostatic signals
sampled are firstly resampled to 400 Hz and then decomposed inowiFdiffere nt
scales and multiresolution levels. Figure 5 shows tli@ertd spectra of electrostatic
signals from the left sensor array 3 at h=1870 mm, describintpdhkcharacteristics
and time-frequency-energy distribution of the fluctuatiagnads. The Y axis represents
the time-dependent instantaneous frequencies of the #vitFseach colour bar on the
right side, ranging from dark blue to dark red, indicates thtudition amplitude
(energy) varying from the minimum to the maximum. Both tinee-dependent
instantaneous frequency and fluctuation ampltude waithh the time and are
distributed widely, showing non-stationary and non-linear adteristics of the
electrostatic signals as wel as complex modulations ofdreyuand amplitude. On a
basis of phase interactions, particle-particle and paviele colisions, and
equipment-dominated particle random motion, the non-stationad/ nan-linear
characteristics are caused by the interweaved modulatioparticles with differe nt
velocities, the inner-wave modulation of the radial anal garticle velocity changes

and the amplitude modulation caused by particle distributif3®47]. Moreover
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Figure 5 reveals that the energy distribution of edstaitic signals shits from higher

to lower frequencies with the solids fux, due to the erd@dnformation of particle

clusters, which occur intermittently with lower frequiescthan the individual particles

in a diuter suspension. Therefore, the Hibert spectraeofrestatic signals allow the

identification of local solids behaviours in the riser.
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Figure 5. Hilbert spectra of the electrostatic signals fronthe left sensor array 3 under

different operation conditions, h=1870 mm, g=4.6 m/s

21



Figure 6 shows the effects of solids flux on the energiritiitions of the IMFs of
electrostatic signals from the left sensor array 3=di8i0 mm. At Y=3.9 m/s and
Gs=4.0 kg/(m-s) in Figure 6(a) the electrostatic fluctuation gyés mainly distributed
at the scales of IMF3 and IMF4. With the increase ofoG3.0 kg/(mi-s) the energy
distribution is broadened and the scales of IMF4~IMF8 become aumilt is known
from Section 4.1 that the solids holdup increases and partidar the wall tend to
form groups or clusters with the solids flux. As the mofi@guency of the mesoscale
clusters is lower than that of the microscale parficke energy distribution shifts
towards larger scales (lower frequencies) with the sdlids Figures 6(b) and (c)
exhibit similar variaton tendencies. Especialy a&=#9.0 kg/(M-s) and G=35.0
kg/(m?-s), a large amount of energy is occupied by IMF6~IMF10jtiresifrom the
existence of core-annulus flow patterns and the signtfigaenhanced particle cluster
formation. Moreover, the multiple peaks exhibited betweersthaell and large scales
at the higher &in Figure 6 indicate the multiple motion patterns andaseale
characteristics of particle clusters, whie the neaiigle peaks at the lowers@&flect

consistent dynamic characteristics of the diute sugpensinder different conditions.
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Figure 6. Effects of solids flux on the energy distribution®f the IMFs of electrostatic

signals from the left sensor array 3, h=1870 mm

Figure 7 shows the effects of superficial gas velooitythe energy distributions of
the IMFs of electrostatic signals from the left seramway 1. The results at h=580 mm
are used for analysis in order to show the fow feld tiana in the lower region of
the riser. The energy distribution shifts towards smatles and is narrowed evidently
with the superficial gas velocity, due to the homogenised field and weakened
influence of particle clusters. In addition, the multippeeaks indicate the multiple

motion patterns and mesoscale characteristics of pastigéers in the lower region.
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Figure 7. Effects of superficial gas velocity on the energy ditbutions of the IMFs of

electrostatic signals from the left sensor array 1, h=580 mm

The effects of operation conditons on the fow homogeneityfueier studied by

comparing the energy distributions of the IMFs of eledtastsignals collected at

different positions, as shown in Figures 8. With the incredd8s, all the distributions

are broadened and shit towards larger scales, indicatiegsiiiéd formation and

motion of particle clusts in the whole riser. In addttion, differences in the ibistion

profles are enhanced significantly a$=@0.0 kg/(M-s) and G=35.0 kg/(mM:-s), due to

the existence of core-annulus flow patterns and the nérrunsolids distributions in

the riser. Specifically, the mesoscale clusters palgtesnittent energy carriers, whose

variations in the dimension, solids holdup and velocitylealll to heterogeneity of the

fow field.
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Figure 8. Energy distributions of the IMFs of electrostaticsignals from the sensor arrays 1

to 4 at Uy=4.6 m/s

4.2.2. \ibration signal analysis

The vibration signals acquired are resampled to 400 HztprBHT for the sake
of comparison with the results from the electrostatinassg Figure 9 shows the Hibert
spectra of vibration signals from the upper acceleronatéiy=4.6 m/s, describing the
local characteristics andne-frequency-energy distribution of the fluctuation signals.
Both the time-dependent instantaneous frequency andafimt amplitude vary with
the time and are distributed widely, showing non-stationaayd non-linear
characteristics of the vibratiosignals as well as complex modulations of frequency
and amplitude, similar to Figure 5. Such characteristicanaidy dominated by phase
interactions, particle-particle and particle-wall coligo and structure resonance of the

riser. In addition, the vibration energy distribution shiffrom higher to lower
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frequencies with the solids flux, due to the enhanced mationesoscale clusters and
their strengthened intermittent impacts on the risdt Wance, the Hibert spectra of
vibration signals allow the identification of local solidehaviours in the riser. However,
the energy variation shown in Figure 9 is less signit than that in the electrostatic
Hibert spectra (Figure 5), as the vibration signale determined by more complex
hydrodynamic and mechanical factors than the electossanals, and the effects of

cluster occurrences are relatively weakened.
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Figure 9. Hilbert spectra of vibration signals from the uppe accelerometer under

different operation conditions, h=1940 mm, g=4.6 m/s
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The resampled vibration signals from both accelerometezsdecomposed into
IMFs, and the energy distributions are plotted in Figur@sardd 11. The vibration
fluctuation energy is mainly distributed at smal ssalandicating that the
accelerometers are highly sensitive to the high-frecpugrarticle motion and structure
resonance [48]. de Martin et al. [24] also pointed out thatitination signals sampled
on a fuidised bed were highly complex and strongly affectethdéypackground noise,
secondary mechanical vibrations, and structure resonahegefdre, the effects of
mesoscale structures, typically particle clusters, eretiergy distributions of the IMFs
of vibration signals are less identifiable than thostheklectrostatic signals. However,
Figures 10(a) and 11(a) stil exhibit increased endmgytions at the mesoscales of
IMF5 and IMF6 due to the enhanced cluster formation and moti@20.0 kg/(M- s)
and G=35.0 kg/(M-s) with h=1940 mm. This variation tendencies are basically
consistent with that shown in Figure 6. No significananges are exhibited in the IMF
energy distributions obtained from the lower accelerometér=650 mm, as shown in
Figures 10(b) and 11(b). This is because the higher simpedsnsity at the riser
bottom homogenises the influence of cluster motion to somatextkile the diuter
flow conditon in the top region makes the cluster behaviomore distinct [19]A
similar finding has been reported by Mondal et al. [13]. To eeqai more clear
identification of cluster behaviours from the vibratioignals, V-statistic analysis is

applied and discussed in the next section.
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Figure 10. Energy distributions of the IMFs of vibration signak from different

accelerometers, g=4.6 m/s
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(b) Lower accelerometer, h=650 mm

Figure 11. Energy distributions of the IMFs of vibration signak from different

accelerometers, g=5.0 m/s

4.3. V-statistic analysis and power spectral analysis

Figure 12 shows the V-statistic plots of vibraton dgndrom the upper

accelerometer under different operation conditions. Comparduk tpldts at &=4.0
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kg/(n?-s) and G=8.0 kg/(ni-s), a new wel-defined broad peak emerges at the lower
frequencies (around Ig(n)=3.5) at the highes, idlicating a cyclic feature of cluster

motion with a main cycle time of 0.2 s and a main cycle fregueof 5.0 Hz.
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(b) Ug=5.0 m/s
Figure 12 V-statistic plots of vibration signals from the upper accelesmeter under

different operation conditions, h=1940 mm
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According to Figures 6(b) and (c), the characteristic relsttic signals of particle
clusters are mainly refiected in the mesoscale comporidtF6~IMF10. For the sake
of comparison with Figure 12, the results at#9.0 kg/(m:-s) shown in Figures 6(b)
and (c) are analysed as an example and the corresponding semnm@dwer spectra are
given in Figure 13Here the ‘normalisation’ processig refers to

¢ (-2 (26)

o

where qt) is the ith IMF signal,u the mean ofi{t), o the standard deviation of(tJ,
and G(t) the normalised version of(f). Figure 13 shows that the weighted average
frequencies of IMF7 and IMF10 atg&4.6 m/s are 9.1 Hz and 4.5 Hz, respectively,
while that of IMF6 at g=5.0 m/s is 5.2 Hz. Hence, the main cycle frequency of particl
clusters (5.0 Hz) indicated by the V-statistic plots bagicadirees with these weighted
average frequencies, indicating that consistent chastictenformation about particle
clusters is extracted from the electrostatic and wirasignals, and both HHT and V-

statistic analysis enable the cluster behaviour ctaisation in the riser.
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Figure 13 Normalised power spectra of the IMFs of electrostatic signalsom the left

sensor array 3, h=1870 mm, &20.0 kg/(n?-s)
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4 .4. Particle cluster identification and characterisation
4.4.1. Determination of fixed and wavelet dynamic thresholds

When particle clusters pass through an electrode, tbeoskatic signal sensed
exhibits significant different characteristics from théthout the occurrence of particle
clusters, as displayed in Figure 14. The signal segmdthbut cluster occurrence
shows random fluctuations around the mean with a lovdatdndeviation, whie that
under the cluster effects results in highly intetemit voltage peaks with large
ampltudes. It is known that under a saturated charged, dtee amplitudes of an
electrostatic signal are mainly determined by solds i#loand concentration.
Recaling Figures 4(b) and (c), the solids velocity madasu with cluster occurrence
(e.g. at G=20.0 kg/(m-s)) are smaller than or similar to those without clssterg. at
Gs=8.0 kg/(ni-s)). Therefore, the high electrostatic peaks shown ireFig4(b) are
caused by the high solds holdup and particle numbers inideclusters. This

characteristic is used for cluster identification frdwa &lectrostatic signals in this study.

1.5

1.0

b O

-0.54

o
5
L

Voltage (V)
o

-1.04

Y T T " T
0 2 4 6
Time (s)

10 12

oo

37



(a) Gs=8.0 kg/(n?-s), without clusters
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Figure 14. Electrostatic signals with and without cluster aourrence from the left sensor

array 3, h=1870 mm, Y=5.0 m/s

According to our preliminary analysis, the electrostatignads under differe nt

operation condttions without cluster occurrence all fauwithin arange of -0.3~0.3

V. Therefore, timendependent thresholds,+ 0.15 V, are frst appled to the
electrostatic signals under s€20.0 kg/(m-s) and G=35.0 kg/(M-s) for a rough
separation between the cluster and individual-partickmalsig However, such fixed
thresholds may lead to dynamic information loss and inaecwlaster characterisation.
Wavelet transform is hence employed for the determinatiba dynamic threshold
following the fixed thresholds. In this study, signal poirt®ve 0.15 V and below -
0.15V, denoted by:i(t), are decomposed into 14 scales through Daubechies3. As the

approximation subsignals at different levels reflectviimations of the original signal
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in different frequency bands, a specific approximation suddsigan be considered as
the dynamic threshold, which allows both the cluster fiEation and dynamic feature
retention [29]. Signal points above this dynamic thresholdharediscerned as particle
clusters. Although the time-independent threshold valued fe a rough signal
separation is dependent on the sensor and signal conditi@ctonics used, the
combination of the time-independent and dynamic thresholdblesnan accurate
extraction of cluster signals. Figure 15 shows a segofexh:(t) under U=4.6 m/s and
Gs=20.0 kg/(M-s) and the corresponding approximation subsignalsAAWith the
decrease of the level, the subsignal ampltudes increask more high peaks
representing cluster occurrence are covered by the saibsiyfhie with the decrease
of the level, the subsignal becomes smoother and closee tog¢hn of #((t). The
selection of an approximation subsignal as the dynameshbid affects directly the
cluster identification and further the cluster paramestimation. Atoo high or too low
wavelet level may lead to deviations from the actual mpeter values.In order to
determine a suitable level for cluster identificatiohe teffects of levels on cluster
characteristic parameters at different positons and daperabnditons are studied
The variations of cluster frequency dre taken as an example, as shown in Figure 16.
The approximation subsignal level at which the clustaguency reaches the minimum
or a stable value is chosen as a compromised threshold leve, thisb work. A cluster
is then identified when the electrostatic signal aogsit exceeds the ampltude of, A

and exists until the signal amplitude drops below the adplitof A.
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Figure 15 A segment of xr(t) and the corresponding approximation subsignals A-Az

from the left sensor array 3, h=1870 mm, k4.6 m/s, G=20.0 kg/(n¥-s)
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Figure 16. Effects of wavelet levels on cluster frequeres at different positions and

operation conditions, L: from a left sensor array, R: from a right sensor array

4.4.2. Cluster parameter analysis

Figure 17#20 show the cluster characteristic parameters cadulakom the
electrostatic signals, based on the aforementioned clidésttification criterion,
including a fixed and a wavelet dynamic thresholds. Tietesl frequency, cf shown
in Figure 17 decreases basicaly with the height becaube bigher solids holdup and
particle motion intensity in the lower region than th@dethe top region, leading to
more frequent formation and identification of particlestets. However, the dense
suspension and strong particle motion in the lower regem radke di highly sensitive
to fow field changes.cfhence exhibits strong fuctuation with the heighb=560~600
mm, despite the short electrode spacing. In addit@mcifeases significantly with the

solds flux and decreases with the gas velocty, indicatmpanced and weakened



cluster formation and motion, respectively. This is camtistwith the conclusions
obtained from HHT analysis (Section 4.2). The insignificantredese or even slight
increase ofd with the gas velocity at h=1850~1870 mm is attributed to theveelatw
solids holdup in the riser ats&0.0 kg/(M-s), especially at the top. The differences
between di obtained from the left and right sensor arrays indidhte heterogeneous
solids flow and cluster distributions under the core-ann@hw patterns. Moreover,
compared with the cluster ‘main cycle frequency’ of 5.0 Hz at h=1870 mm (left)
obtained from the vibration signal analysis (Section 4.8)ctirrespondingcifgiven in
Figure 17 is 5.95 Hz, 7.86 Hz, and 5.87 Hz under the three conditiobdg=416 m/s
and G=20.0 kg/(m-s), U=4.6 mV/s and &35.0kg/(M-s), and |g=5.0 m/s and &20.0
kg/(m?-s), respectively, indicating good consistency of the clusteotion

characteristics and verification of the cluster idieatiion criterion used in this study.
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Figure 17. Cluster frequencies at different positions andperation conditions (L: from a

left sensor array, R: from a right sensor array)
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Figure 18 shows the cluster time fractions;, & different positions and operation
conditons. Similar tocf, Fc at the top is lower than that at the lower region, mainy du
to the relativdy diute condition atthe top and the less occurrence of lpadiasters.
Fc increases with the solids flux and decreases with stipkrgas velocity due to the

strengthened and weakened cluster formation, respectively.
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Figure 18. Cluster time fractions at different positions ad operation conditions (L: from

a left sensor array, R: from a right sensor array)

The average cluster duration timess, at different positions and operation
condtions are given in Figure 19. The variation tendesfcys with the height is not as
obvious as those forifand Ri. Nevertheless,zc increases with the solds flux and
decreases significantly with the superficial gas veloditys is because particle clusters
are prone to remain their forms at a higher solids holdéptalthe shoer mean free
path of particles, whie tend to disintegrate into individparticles at a higher gas

velocity. In addition, the cluster duration times obtainedhi study are comparable
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with those reported by other researchi@®,29,49], despite a wide range of operation

conditons and bed geometries employed.
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Figure 19. Average cluster duration times at different posibns and operation conditions

(L: from a left sensor array, R: from a right sensor array)

Figure 20 shows the average cluster vertical sizesatidifferent positions and
operation conditions. In most situations &t the top is smaller than that in the lower
region, as large clusters are more lkely to be formedhandenser suspension at the
bottom. Besides, d.increases with the solds flux and decreases withsuperficial
gas velocty due to the enhanced and weakened formation rtflepeciusters,
respectively, except for the unusual variations atdpeuhder g=4.6 /s and &20.0
kg/(n?-s). The similar variation tendencies af @n the left and right sides with the
operation conditons indicate similar effects of operationdtions on solids flow in
the radial direction. The unusual variations efdt the top is because the estinchte

cluster size is dependent on both the average solids yelmait cluster duration time.
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Opposite changes of the two parameters or the solids vel@iging from negative to
positve lead to more complex influence o In addition, the magnitudes oflon
the two sides show obvious differences, due to the non-unifotune raf gas-solid flow

field and the influence of the asymmetric particle bfading structure.
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L] 4 v A B = = 2
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Figure 20. Average cluster vertical sizes at different positions and opation conditions (L:

from a left sensor array, R: from a right sensor array)

5. Conclusions

A twelve-channel electrostatic sensing system basedceshaped electrodes and
two accelerometers have been used on the riser of a&3FBg Cross correlation,
HHT, V-statistic analysis, and wavelet transform havenb&pplied to processing the
electrostatic and vibration signals for the charaetiéoia of particle cluster behaviours
and their effects on the fow field. Flow patterns adicated by the time-averaged
solids velocity distributions obtained from the electrostaignals. Non-stationary and

non-linear characteristics are distinctly observed ia thibert spectra of the
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electrostatic and vibration signals. The energy distoibst of the IMFs of electrostatic
signals are broadened and shift towards lower frequencidsthei solids flux due to
the enhanced cluster formation and motion, and are narramedhift towards higher
frequencies with the superficial gas velocity becausthefhomogenised fiow field.
The cluster occurrence also leads to increased enapiis at the mesoscales of the
IMFs of vibration signals. Consistent characteristiorimation about particle clusters
has been extracted from the electrostatic and vibraignals and both HHT and V-
statistic analysis enable the cluster behaviour ctaisation. A cluster identification
criterion for electrostatic signals has been proposed, baseahioh the cluster
frequency, cluster time fraction, average cluster duratime, and average cluster
vertical size have been quantified. Especially, theerlubequency obtained from the
identification criterion has shown a good agreement Wit from the V-statistic
analysis of vibration signals. Results presented inpilger have demonstrated that the
electrostatic and vibration signals generated in ter rcontain important dynamic
information about particle clusters, and the applicationppf@priate signal processing
methods provides an in-depth understanding of the intringdrotlynamic features of

the fluidisation process.
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Figure captions
Figure 1. Layout of the gas-solid CFB test rig
Figure 2. Top view of the electrostatic sensor arrays

Figure 3. Variations of solids velocity with the time from thedefnsor array 3, §35.0 m/s, G=20.0
kg/(m?-s)

Figure 4. Axial distributions of the time-averaged solids velocity fttoerieft sensor arrays 1 and 3
under different operation conditions (a)43.9 m/s, (b) \g=4.6 m/s, (c) 4=5.0 m/s

Figure 5. Hilbert spectra of the electrostatic signals fromehesensor array 3 under different
operation conditions, h=1870 mmg4.6 m/s (a) &4.0 kg/(n*-s), (b) G=8.0 kg/(n*t-s), (c)
Gs=35.0 kg/(n%-s)

Figure 6. Effects of solids flux on the energy distributions of the IMFdectrostatic signals from
the left sensor array 3, h=1870 mm (g@¥B.9 m/s, (b) Y=4.6 m/s, (c) §=5.0 m/s
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Figure 7. Effects of superficial gas velocity on the energy distibsitof the IMFs of electrostatic
signals from the left sensor array 1, h=580 mm (&8® kg/(n?-s), (b) G=20.0 kg/(nt-s), (c)
Gs=35.0 kg/(n%-s)

Figure 8. Energy distributions of the IMFs of electrostatic sigimals the sensor arrays 1 to 4 at
Ug=4.6 m/s (a) &=8.0 kg/(n¥-s), (b) G=20.0 kg/(nt-s), (c) G=35.0 kg/(n%-s)

Figure 9. Hilbert spectra of vibration signals from the upper acoekter under different operation
conditions, h=1940 mm, ¢34.6 m/s (a) &4.0 kg/(nt-s), (b) G=8.0 kg/(n%-s), (c) G=35.0
kg/(n?-s)

Figure 10. Energy distributions of the IMFs of vibration signals fromewdtit accelerometers,
Ug=4.6 m/s (a) Upper accelerometer, h=1940 mm, (b) Lower acoeer, h=650 mm

Figure 11. Energy distributions of the IMFs of vibration signals frorfemdiht accelerometers,
Ug=5.0 m/s (a) Upper accelerometer, h=1940 mm, (b) Lower acoster, h=650 mm

Figure 12. V-statistic plots of vibration signals from the upper laomaeter under different
operation conditions, h=1940 mm (a)=44.6 m/s, (b) g=5.0 m/s

Figure 13. Normalised power spectra of the IMFs of electrodigtials from the left sensor array
3, h=1870 mm, &20.0 kg/(nt-s) (a) Y=4.6 m/s, IMF7, (b) Y=4.6 m/s, IMF10, (c) {=5.0 m/s,
IMF6

Figure 14. Electrostatic signals with and without cluster occurrgnaethe left sensor array 3,
h=1870 mm, Y=5.0 m/s (a) &=8.0kg/(n?-s), without clusters, (b)&20.0 kg/(n- s), with clusters

Figure 15A segment of x(t) and the corresponding approximation subsignaisAAfrom the left
sensor array 3, h=1870 mmg%4.6 m/s, G=20.0 kg/(n3-s)

Figure 16. Effects of wavelet levels on cluster frequenciesflareatit positions and operation
conditions, L: from a left sensor array, R: from a right semsay (a) G=20.0 kg/(ni-s), (b)
Gs=35.0 kg/(nt-s)

Figure 17. Cluster frequencies at different positions and operationtionadL: from a left sensor
array, R: from a right sensor array)

Figure 18. Cluster time fractions at different positions and oparatinditions (L: from a left sensor
array, R: from a right sensor array)

Figure 19. Average cluster duration times at different positions andtmpeconditions (L: from a
left sensor array, R: from a right sensor array)

Figure 20 Average cluster vertical sizes at different positions and operatinditions (L: from a
left sensor array, R: from a right sensor array)
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