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Abstract

We study the global topology and geometry of the horofunction compactification of certain
simply connected smooth manifolds with a Finsler distance. The main goal is to show, for various
classes of these spaces, that the horofunction compactification is naturally homeomorphic to the
closed unit ball of the dual norm of the norm in the tangent space (at the basepoint) that generates
the Finsler distance. We construct explicit homeomorphisms for a variety of spaces in three
settings: bounded convex domains in Cn with the Kobayashi distance, Hilbert geometries, and
finite dimensional normed spaces. For the spaces under consideration, the horofunction boundary
has an intrinsic partition into so called parts. The natural connection with the dual norm arises
through the fact that the homeomorphism maps each part in the horofunction boundary onto
the relative interior of a boundary face of the dual unit ball. For normed spaces the connection
between the global topology of the horofunction boundary and the dual norm was suggested by
Kapovich and Leeb. We confirm this connection for Euclidean Jordan algebras equipped with the
spectral norm.
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1 Introduction

A well known result in the theory of manifolds of nonpositive curvature says that if M is a complete
simply connected Riemannian manifold of nonpositive sectional curvature, then the horofunction
compactification of M is homeomorphic to the closed unit ball of the Hilbert norm in the tangent
space at the basepoint in M , e.g., [15, Proposition 1.7.6] or [16]. The main goal of this paper is to
establish analogues of this result for various classes of simply connected smooth manifolds with a
Finsler distance.

Recall that a Finsler distance dF on a smooth manifold M has an infinitesimal form F : TM → R
on the tangent bundle TM , such that dF (x, y) is the infimum of lengths,

L(γ) =

∫ 1

0
F (γ(t), γ′(t)) dt,

over piecewise C1-smooth paths γ : [0, 1]→M with γ(0) = x and γ(1) = y.
More explicitly, we analyse the following general question.

Problem 1.1. Suppose M is a smooth manifold with a Finsler distance, such that the restriction
of F to the tangent space TbM at b is a norm. When does there exist a homeomorphism from the
horofunction compactification of M , with basepoint b, onto the dual unit ball B∗1 of the norm in TbM
such that the homeomorphism maps each part in the horofunction boundary onto the relative interior
of a boundary face of B∗1?

It should be noted that the answer to the question may depend on the basepoint b ∈ M , as
the norm in TbM may have a different facial structure for different basepoints. The spaces we
consider here are homogeneous in the sense that the facial structure of the compact convex set
{v ∈ TbM : F (b, v) ≤ 1} is the same for all b ∈M .

We confirm the existence of such a homeomorphism for a variety of manifolds in three settings:
bounded convex domains in Cn with the Kobayashi distance, finite dimensional normed spaces, and
Hilbert geometries. For finite dimensional normed spaces the connection between the horofunction
compactification and dual unit ball was suggested by Kapovich and Leeb [30, Question 6.18], who
asked if for finite dimensional normed spaces the horofunction compactification is homeomorphic to
the closed unit ball of the dual normed space. This was confirmed by Ji and Schilling [28, 29] for
polyhedral normed spaces.

For the Kobayashi distance on bounded convex domains, we consider product domains B =
B1 × · · · × Br in Cn, where each Bi is the open unit ball of a norm with a strongly convex C3-
boundary. Prime examples are polydiscs. The Finsler structure, i.e., the infinitesimal Kobayashi
metric, in the tangent space at 0 is given by the norm ‖ · ‖B whose (open) unit ball is B, see [1,
Proposition 2.3.34]. We will show that the horofunction compactification is naturally homeomorphic
to the closed ball of the dual norm of ‖ · ‖B. For domains D ⊂ Cn with the Kobayashi distance,
various conditions are known that imply that the identity map on D extends as a homeomorphism
from the horofunction compactification of D onto the norm closure clD, see [5, Theorem 1.2] and
[7, 10, 52]. These conditions typically involve strong convexity and smoothness properties of the

2



domain. In our setting, however, the domains are not smooth, and the identity does not extend as
a homeomorphism, as different geodesics converging to the same point in the norm boundary of the
domain can yield different horofunctions.

For finite dimensional normed spaces we will focus on the finite dimensional Euclidean Jordan
algebras equipped with the spectral radius norm, which are precisely the finite dimensional formally
real JB-algebras [4]. A prime example is the real vector space Hermn(C) consisting of all n × n
Hermitian matrices equipped with the spectral norm, ‖A‖ = max{|λ| : λ ∈ σ(A)}. The Jordan
algebra structure allows us to give a complete characterisation of the horofunctions of these normed
spaces. We will use this characterisation to provide a natural homeomorphism of the horofunction
compactification onto the closed unit ball of the dual space. To prove the results we will not rely on
the characterisation of the Busemann points in arbitrary normed spaces obtained by Walsh [47, 51],
instead we will exploit the Jordan algebra structure.

For Hilbert geometries (Ω, dH) we will consider domains Ω that are obtained by intersecting a
symmetric cone with hyperplane. A prime example is the space of strictly-positive definite n × n
Hermitian matrices with trace n. These Hilbert geometries are homogeneous in the sense that
Isom(Ω) acts transitively on Ω, which ensures that the unit balls in the tangent spaces all have the
same facial structure. We show, for these Hilbert geometries, that the horofunction compactification
is naturally homeomorphic to the closed dual unit ball of the norm in the tangent space at the unit.
We will use the cone version of the Hilbert distance, see [38], which provides a convenient way to
analyse its Finsler structure [43] and the dual of its norm. The horofunction compactification of these
Hilbert geometries was determined in [37, Theorem 5.6] and is naturally described in terms of the
Euclidean Jordan algebra associated to the symmetric cone, which will be exploited in the analysis.

The origins of the horofunction compactification go back to Gromov [6, 19] who associated a
boundary at infinity to any locally compact geodesic metric space. It has found numerous applications
in diverse areas of mathematics including, geometric group theory [11], noncommutative geometry
[45], complex analysis [1, 5, 7, 9, 10, 52], Teichmüller theory [14, 32, 41, 49], dynamical systems and
ergodic theory [8, 18, 31, 37]. A more general set up was discussed by Rieffel [45], who recasted the
horofunction compactification of a locally compact geodesic metric space as a maximal ideal space of
a commutative C∗-algebra. Rieffel’s set up works for any metric space, but if the metric space is not
proper, then the embedding into its horofunction compactification need not be a homeomorphism.

The horofunction compactification is a particularly powerful tool to study isometry groups of
metric spaces and isometric embeddings between metric spaces, see [36, 40, 50, 51]. Especially
useful in this context are the so called Busemann points in the horofunction compactification, which
are limits of almost geodesics. They were introduced by Rieffel [45], who asked whether every
horofunnction is a Busemann point in a finite dimensional normed space. Walsh [47] gave a complete
solution to this problem and found necessary and sufficient conditions for a finite dimensional normed
to have the property that all horofunctions are Busemann points.

In the metric spaces under consideration in this paper, all horofunctions are Busemann points.
On the set of Busemann points one can define a metric known as the detour distance [2, 40], which
partitions the set of Busemann points into parts consisting of Busemann points that have finite detour
distance to each other. So, for the metric spaces M in this paper, the horofunction compactification
is the disjoint union of M and the parts in the horofunction boundary. If two Busemann points have
finite detour distance, it means that the corresponding almost geodesics are in some sense asymptotic.
Moreover, any isometry on the metric space M induces an isometry on the set of Busemann points
under the detour distance. In each of our settings we will give an explicit homeomorphism that
maps M onto the interior of the closed dual unit ball, and each part in the horofunction boundary
of M onto the relative interior of a boundary face of the dual unit ball. It is this property of the
homeomorphism that naturally connects the global topology of the horofunction compactification to
the closed unit dual ball in each of our spaces.
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In general it is hard to determine the horofunction compactification explicitly, and only in rel-
atively few spaces has this been accomplished, even in the context of normed spaces. We give an
incomplete list of results in this direction. For CAT(0) spaces the horofunction compactification is
well understood, see [11, Chapter II.8]. At present the horofunction compactification has been de-
termined explicitly for a variety of normed spaces. Gutièrrez [20, 21, 22] computed the horofunction
compactification of several classes of Lp-spaces. It has also been identified for finite dimensional
polyhedral normed spaces, see [12, 23, 29, 33]. In that case, the horofunction compactification is
homeomorphic to closed unit ball of the dual space [28] and closely related to projective toric vari-
eties [29]. For arbitrary (possibly infinite dimensional) normed spaces the Busemann points have been
characterised by Walsh [51]. For Hilbert geometries there exists a characterisation of the Busemann
points [49], and for the Hilbert distance on a symmetric cone in a Euclidean Jordan algebra, the
horofunction compactification was obtained in [37], for the cone in a (possibly infinite dimensional)
spin factor in [13], and for the Funk p-metrics, with 1 ≤ p <∞, on the symmetric cone in Hermn(C)
in [25].

2 Metric geometry preliminaries

We start by recalling the construction of the horofunction compactification and the detour distance.
Let (M,d) be a metric space and let RM be the space of all real functions on M equipped with the

topology of pointwise convergence. Fix a b ∈M , which is called the basepoint, and let Lipcb(M) denote
the set of all functions h ∈ RM such that h(b) = 0 and h is c-Lipschitz, i.e., |h(x)− h(y)| ≤ cd(x, y)
for all x, y ∈M .

Then Lipcb(M) is a compact subset of RM . Indeed, the complement of Lipcb(M) is open, so
Lipcb(M) is closed subset of RM . Moreover, as |h(x)| = |h(x) − h(b)| ≤ cd(x, b) for all h ∈ Lipcb(M)
and x ∈M , we get that Lipcb(M) ⊆ [−cd(x, b), cd(x, b)]M , which is compact by Tychonoff’s theorem.

For y ∈M define the real valued function,

hy(z) = d(z, y)− d(b, y) with z ∈M . (2.1)

Then hy(b) = 0 and |hy(z) − hy(w)| = |d(z, y) − d(w, y)| ≤ d(z, w). Thus, hy ∈ Lip1
b(M) for all

y ∈ M . Using the previous observation one now defines the horofunction compactification of (M,d)
to be the closure of {hy : y ∈ M} in RM , which is a compact subset of Lip1

b(M) and is denoted by

M
h
. Its elements are called metric functionals, and the boundary ∂M

h
= M

h \{hy : y ∈M} is called

the horofunction boundary. The metric functionals in ∂M
h

are called horofunctions, and all other
metric functionals are said to be internal points.

The topology of pointwise convergence on Lip1
b(M) coincides with the topology of uniform con-

vergence on compact sets, see [42, Section 46]. In general the topology of pointwise convergence
on Lip1

b(M) is not metrizable, and hence horofunctions are limits of nets rather than sequences.
If, however, the metric space is separable, then the pointwise convergence topology on Lip1

b(M) is
metrizable and each horofunction is the limit of a sequence. It should be noted that the embedding
ι : M → Lip1

b(M), where ι(y) = hy, may not have a continuous inverse on ι(M), and hence the metric
compactification is not always a compactification in the strict topological sense. If, however, (M,d)
is proper (i.e. closed balls are compact) and geodesic, then ι is a homeomorphism from M onto ι(M).
Recall that a map γ from a (possibly unbounded) interval I ⊆ R into a metric space (M,d) is called
a geodesic path if

d(γ(s), γ(t)) = |s− t| for all s, t ∈ I.

The image, γ(I), is called a geodesic, and a metric space (M,d) is said to be geodesic if for each
x, y ∈ M there exists a geodesic path γ : [a, b]→ M connecting x and y, i.e, γ(a) = x and γ(b) = y.
We call a geodesic γ([0,∞)) a geodesic ray.
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The following fact, which is slightly weaker than [45, Theorem 4.7], will be useful in the sequel.

Lemma 2.1. If (M,d) is a proper geodesic metric space, then h ∈ ∂Mh
if and only if there exists a

sequence (xn) in M with d(b, xn)→∞ such that (hxn) converges to h ∈Mh
as n→∞.

A net (xα) in (M,d) is called an almost geodesic net if there exists w ∈M and for all ε > 0 there
exists a β such that

d(xα, xα
′
) + d(xα

′
, w)− d(xα, w) < ε for all α ≥ α′ ≥ β.

The notion of an almost geodesic sequence goes back to Rieffel [45] and was further developed by
Walsh and co-workers in [2, 36, 40, 51]. In particular, every unbounded almost geodesic net yields a
horofunction for a complete metric space [51].

Lemma 2.2. Let (M,d) be a complete metric space. If (xα) is an unbounded almost geodesic net in
M , then

h(z) = lim
α
d(z, xα)− d(b, xα)

exists for all z ∈M and h ∈ ∂Mh
.

Given a complete metric space (M,d), a horofunction h ∈Mh
is called a Busemann point if there

exists an almost geodesic net (xα) in M such that h(z) = limα d(z, xα)− d(b, xα) for all z ∈M . We
denote the collection of all Busemann points by BM .

Suppose that (M,d) is a complete metric space and h, h′ ∈ ∂Mh
be horofunctions. Let Wh be

the collection of neighbourhoods of h in M
h
. The detour cost is given by

H(h, h′) = sup
W∈Wh

(
inf

x : ι(x)∈W
d(b, x) + h′(x)

)
.

The detour distance is given by

δ(h, h′) = H(h, h′) +H(h′, h).

It is known [51] that if (xα) is an almost geodesic net converging to a horofunction h, then

H(h, h′) = lim
α
d(b, xα) + h′(xα). (2.2)

for all horofunctions h′. Moreover, on the set of Busemann points BM the detour distance is a metric
where points can be at infinite distance from each other, see [51]. The detour distance yields a
partition of BM into equivalence classes, called parts, where h and h′ are equivalent if δ(h, h′) <∞.
The equivalence class of h is denoted by Ph. So (Ph, δ) is a metric space and BM is the disjoint union
of metric spaces under the detour distance. Unlike in the setting of CAT(0) spaces, where each part
is a singleton, the parts in the spaces under consideration in this paper are nontrivial.

3 Complex manifolds

In this section we investigate Problem 1.1 for certain bounded convex domains in Cn with the
Kobayashi distance. We will start by recalling some basic concepts.
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3.1 Product domains and Kobayashi distance

On a convex domain D ⊆ Cn the Kobayashi distance is given by

kD(z, w) = inf{ρ(ζ, η) : ∃f : ∆→ D holomorphic with f(ζ) = z and f(η) = w}.

for all z, w ∈ D., where

ρ(z, w) = log
1 +

∣∣∣ w−z1−z̄w

∣∣∣
1−

∣∣∣ w−z1−z̄w

∣∣∣ = 2 tanh−1

(
1− (1− |w|2)(1− |z|2)

|1− wz̄|2

)1/2

is the hyperbolic distance on the open disc, ∆ := {z ∈ C : |z| < 1}.
It is known, see [1, Proposition 2.3.10], that if D ⊂ Cn is bounded convex domain, then (D, kD)

is a proper metric space, whose topology coincides with the usual topology on Cn. Moreover, (D, kD)
is a geodesic metric space containing geodesics rays, see [1, Theorem 2.6.19] or [35, Theorem 4.8.6].

For the Euclidean ball Bn = {(z1, . . . , zn) ∈ Cn : ‖z‖2 < 1}, where ‖z‖2 =
∑

i |zi|2, the Kobayashi
distance satisfies

kBn(z, w) = 2 tanh−1

(
1− (1− ‖w‖2)(1− ‖z‖2)

|1− 〈z, w〉|2

)1/2

for all z, w ∈ Bn, see [1, Chapters 2.2 and 2.3].
In our setting we will consider product domains B =

∏r
i−1Bi, where each Bi is a open unit ball

of a norm in Cni , and we will use the product property of kB, which says that

kB(z, w) = max
i=1,...,r

ki(zi, wi),

where ki is the Kobayashi distance on Bi, see [35, Theorem 3.1.9]. So for the polydisc ∆r =
{(z1, . . . , zr) ∈ Cr : maxi |zi| < 1}, the Kobayashi distance satisfies

k∆r(z, w) = max
i
ρ(zi, wi) for all w = (w1, . . . , wr), z = (z1, . . . , zr) ∈ ∆r.

For the Euclidean ball, Bn, it is well known that the horofunctions of (Bn, kBn), with basepoint
b = 0, are given by

hξ(z) = log
|1− 〈z, ξ〉|2

1− ‖z‖2
for all z ∈ Bn, (3.1)

where ξ ∈ ∂Bn. Moreover, each horofunction hξ is a Busemann point, as it is the limit induced by

the geodesic ray t 7→ et−1
et+1ξ, for 0 ≤ t <∞.

Moreover, if B is a product of Euclidean balls, then the horofunctions are known, see [1, Propo-
sition 2.4.12] and [36, Corollary 3.2]. Indeed, for a product of Euclidean balls Bn1 × · · · × Bnr the
Kobayashi distance horofunctions with basepoint b = 0 are precisely the functions of the form,

h(z) = max
j∈J

(
hξj (zj)− αj

)
,

where J ⊆ {1, . . . , r} nonempty, ξj ∈ ∂Bnj for j ∈ J , and minj∈J αj = 0. Moreover, each horofunc-
tion is a Busemann point.

The form of the horofunctions of the product of Euclidean balls is essentially due to the product
property of the Kobayashi distance and the smoothness and convexity properties of the balls. Indeed,
more generally, the following result holds, see [36, Section 2 and Lemma 3.3].
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Theorem 3.1. If Di ⊂ Cni is a bounded strongly convex domain with C3-boundary, then for each
ξi ∈ ∂Di there exists a unique horofunction hξi which is the limit of a geodesic γ from the basepoint
bi ∈ Di to ξi. Moreover, these are all horofunctions. If D =

∏r
i=1Di, where each Di is a bounded

strongly convex domain with C3-boundary, then each horofunction h of (D, kD) (with respect to the
basepoint b = (b1, . . . , br) is of the form,

h(z) = max
j∈J

(
hξj (zj)− αj

)
, (3.2)

where J ⊆ {1, . . . , r} nonempty, ξj ∈ ∂Dj for j ∈ J , and minj∈J αj = 0. Furthermore, each
horofunction is a Busemann point, and the part of h consists of those horofunctions h′ with

h′(z) = max
j∈J

(
hξj (zj)− βj

)
,

with minj∈J βj = 0.

Now let D =
∏r
i=1Di, where each Di is a bounded strongly convex domain with C3-boundary.

Given J ⊆ {1, . . . , r} nonempty, ξj ∈ ∂Dj for j ∈ J , and αj ≥ 0 for j ∈ J with minj∈J αj = 0, we
can find geodesics γj : [0,∞)→ Dj from bj to ξj , and form the path γ : [0,∞)→ D, where

γ(t)j =

[
γj(t− αj) for all j ∈ J and t ≥ αj
bj otherwise.

(3.3)

Lemma 3.2. The path γ : [0,∞) → D in (3.3) is a geodesic, and hγ(t) → h where h is given by
(3.2).

Proof. Let ki denote the Kobayashi distance on Di. By the product property we have that

kD(γ(s), γ(t)) = max
i
ki(γ(s)i, γ(t)i)

for all s ≥ t ≥ 0. By construction ki(γ(s)i, γ(t)i) ≤ ki(γi(s), γi(t)) = s− t for all i and s ≥ t ≥ 0. For
j ∈ J with αj = 0 we have that kj(γ(s)j , γ(t)j) = kj(γj(s), γj(t)) = s− t for all s ≥ t ≥ 0, and hence

kD(γ(s), γ(t)) = max
i
ki(γ(s)i, γ(t)i) = s− t

for all s ≥ t ≥ 0.
Note that for z ∈ D we have

lim
t→∞

hγ(t)(z) = lim
t→∞

kD(z, γ(t))− kD(γ(t), b)

= lim
t→∞

max
i

(ki(zi, γ(t)i)− t)

= lim
t→∞

max
j∈J

(kj(zj , γ(t)j)− t)

= lim
t→∞

max
j∈J

(kj(zj , γj(t− αj))− kj(γj(t− αj), bj)− αj)

= max
j∈J

(
hξj (zj)− αj

)
,

which shows that hγ(t) → h.

Consider B =
∏r
i=1Bi ⊆ Cn, where each Bi is an open unit ball of a norm in Cni . Then B is the

open unit ball of the norm ‖ · ‖B on Cn. In fact,

‖w‖B = max
i=1,...,r

‖wi‖Bi .
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Its dual norm satisfies ‖z‖∗B =
∑r

i=1 ‖zi‖∗Bi
and has closed unit ball,

B∗1 = {z ∈ Cn : Re〈w, z〉 ≤ 1 for all w ∈ clB}.

Now suppose that each Bi is strictly convex and smooth. Then the closed ball B∗1 has extreme
points p(ξ∗i ) = (0, . . . , 0, ξ∗i , 0, . . . , 0), where ξ∗i ∈ Cni is the unique supporting functional at ξi ∈ ∂Bi,
i.e., Re〈ξi, ξ∗i 〉 = 1 and Re〈wi, ξ∗i 〉 < 1 for wi ∈ clBi with wi 6= ξi.

The relatively open faces of B∗1 are the sets of the form:

F ({ξj ∈ ∂Bj : j ∈ J}) =

∑
j∈J

λjp(ξ
∗
j ) :

∑
j∈J

λj = 1 and λj > 0 for all j ∈ J

 ,

where J ⊆ {1, . . . , r} is nonempty and ξj ∈ ∂Bj are fixed.
On B the Kobayashi distance has a Finsler structure in terms of the infinitesimal Kobayashi

metric, see e.g., [1, Chapter 2.3]. Indeed, we have that

kB(z, w) = inf
γ
L(γ),

where the infimum is taken over all piecewise C1-smooth paths γ : [0, 1] → B with γ(0) = z and
γ(1) = w, and

L(γ) =

∫ 1

0
κB(γ(t), γ′(t))dt,

with
κB(u, v) = inf{|ξ| : ∃ϕ ∈ Hol(∆, B) such that ϕ(0) = u and (Dϕ)0(ξ) = v}.

Proposition 3.3. [1, Proposition 2.3.24] If B is the open unit ball of a norm on Cn, then

κB(0, v) = ‖v‖B for all v ∈ Cn.

For z ∈ B and i = 1, . . . , r, if zi 6= 0, then we let z′i = ‖zi‖−1
Bi
zi ∈ ∂Bi and we write p(z∗i ) =

(0, . . . , 0, z∗i , 0, . . . , 0), where z∗i is the unique supporting functional at z′i ∈ ∂Bi. If zi = 0, we set
p(z∗i ) = 0.

We will now define a map ϕB : B
h → B∗1 and show in the remainder of this section that it is a

homeomorphism. For z ∈ B let

ϕB(z) =
1∑r

i=1 e
ki(zi,0) + e−ki(zi,0)

(
r∑
i=1

(eki(zi,0) − e−ki(zi,0))p(z∗i )

)
.

For a horofunction h given by (3.2) we define

ϕB(h) =
1∑

j∈J e
−αj

∑
j∈J

e−αjp(ξ∗j )

 .

In fact, we will prove the following theorem.

Theorem 3.4. If B =
∏r
i=1Bi, where each Bi is the open unit ball of a norm on Cni which is

strongly convex and has a C3-boundary, then ϕB : B
h → B∗1 is a homeomorphism, which maps each

part of B
h

onto the relative interior of a boundary face of B∗1 .

In view of this result the following version of Problem 1.1 is of interest.

Problem 3.5. Suppose that B is the open unit ball of a norm on Cn and equipped with the Kobayashi

distance. For which B does there exist a homeomorphism from B
h

onto B∗1 which maps each part of

B
h

onto the relative interior of a boundary face of B∗1? Of particular interest are bounded symmetric
domains D ⊂ Cn realised as the open unit ball in a JB∗-triple, see [34].
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3.2 The map ϕB: injectivity and surjectivity

Throughout the remainder of this section we assume that B =
∏r
i=1Bi and each Bi is the open unit

ball of a norm on Cni , which is strongly convex and has a C3-boundary. So for each ξi ∈ ∂Bi there
exists a unique ξ∗i ∈ Cni such that

Re〈ξi, ξ∗i 〉 = 1 and Re〈w, ξ∗i 〉 < 1 for all w ∈ clBi with w 6= ξi,

as clBi is strictly convex and smooth.
We start with the following basic observation.

Lemma 3.6. For each z ∈ B we have that ϕB(z) ∈ intB∗1 , and ϕB(h) ∈ ∂B∗1 for all h ∈ ∂Bh
.

Proof. Note that for z ∈ B and w ∈ clB we have that

Re〈w,ϕB(z)〉 =
1∑r

i=1 e
kj(zi,0) + e−ki(zi,0)

(
r∑
i=1

(eki(zi,0) − e−ki(zi,0))Re〈wi, z∗i 〉

)

≤ 1∑r
i=1 e

ki(zi,0) + e−ki(zi,0)

(
r∑
i=1

eki(zi,0) − e−ki(zi,0)

)
< 1− δ

for some 0 < δ < 1, which is independent of w. Thus, supw∈clB Re〈w,ϕB(z)〉 < 1− δ < 1, and hence
ϕB(z) ∈ intB∗1 .

To see that ϕB(h) ∈ ∂B∗1 , note that for w =
∑

j∈J p(ξj) ∈ clB, where p(ξj) = (0, . . . , 0, ξj , 0, . . . , 0),
we have that Re〈w,ϕB(h)〉 = 1.

To show that ϕB is injective on B, we need the following basic calculus fact, which can also be
found in [28]. For completeness we include the proof.

Lemma 3.7. If µ : Rr → R is given by µ(x1, . . . , xr) =
∑r

i=1 e
xi + e−xi, then x 7→ ∇ logµ(x) is

injective on Rr.

Proof. For 0 < t < 1 we let p = 1/t ≥ 1 and q = 1/(1− t) ≥ 1. Then by Hölder’s inequality we have
that

µ(tx+ (1− t)y) =
r∑
i=1

etxie(1−t)yi +
r∑
i=1

e−txie−(1−t)yi

≤

(
r∑
i=1

(etxi)p +
r∑
i=1

(e−txi)p

)1/p( r∑
i=1

(e(1−t)yi)q +
r∑
i=1

(e−(1−t)yi)q

)1/q

≤

(
r∑
i=1

exi + e−xi

)t( r∑
i=1

eyi + e−yi

)1−t

,

which implies that µ(tx+ (1− t)y) ≤ µ(x)tµ(y)1−t. Moreover, equality holds if and only if

e±xi = (e±txi)p = C(e±(1−t)yi)q = Ce±yi

for all i and some fixed C > 0. This is equivalent to ±xi = ±yi + logC for all i, and hence we have
equality if and only if x = y.

Thus, x 7→ logµ(x) is a strictly convex function on Rr. By strict convexity we have that

logµ(x)− logµ(y) >
logµ(y + 1/2(x− y))− logµ(y)

1/2
>

logµ(y + 1/4(x− y))− logµ(y)

1/4
> . . . .

9



so that log µ(x)− logµ(y) > ∇ logµ(y) · (x− y). Likewise, log µ(y)− logµ(x) > ∇ logµ(x) · (y − x).
Combining the inequalities, we see that 0 > (∇ logµ(y)−∇ logµ(x)) · (x−y) for all x 6= y, and hence
x 7→ ∇ logµ(x) is injective on Rr.

Note that

(∇ logµ(x))j =
exj − e−xj∑r
i=1 e

xi + e−xi
for all j.

Lemma 3.8. The map ϕB is a continuous bijection from B onto intB∗1 .

Proof. Cleary ϕB is continuous on B and ϕB(z) = 0 if and only if z = 0. Suppose that z, w ∈ B \{0}
are such that ϕB(z) = ϕB(w). For simplicity write

αj =
ekj(zj ,0) − e−kj(zj ,0)∑r
i=1 e

ki(zi,0) + e−ki(zi,0)
≥ 0 and βj =

ekj(wj ,0) − e−kj(wj ,0)∑r
i=1 e

ki(wi,0) + e−ki(wi,0)
≥ 0.

Note that αjp(z
∗
j ) = 0 if and only if zj = 0, and, βjp(w

∗
j ) = 0 if and only if wj = 0. Thus, zj = 0 if

and only if wj = 0. Now suppose that zj 6= 0, so wj 6= 0. Then 〈p(vj), ϕB(z)〉 = 〈p(vj), ϕB(w)〉 for
each vj ∈ Bj . This implies that

αj〈vj , z∗j 〉 = βj〈vj , w∗j 〉 for all vj ∈ Bj ,

and hence αjz
∗
j = βjw

∗
j . It follows that αj = βj and z∗j = w∗j . Thus zj = µjwj for some µj > 0. As

αi = βi for all i ∈ {1, . . . , r}, we know by Lemma 3.7 that kj(zj , 0) = kj(wj , 0), and hence zj = wj
by [1, Proposition 2.3.5]. So z = w, which shows that ϕB is injective.

As ϕB is injective and continuous on B, it follows from Brouwer’s domain invariance theorem
that ϕB(B) is an open subset of intB∗1 by Lemma 3.6. Suppose, by way of contradiction, that
ϕB(B) 6= intB∗1 . Then ∂ϕB(B) ∩ intB∗1 is nonempty, as otherwise ϕB(B) is closed and open, which
would imply that intB∗1 is the disjoint union of the nonempty open sets ϕB(B) and its complement
contradicting the connectedness of intB∗1 . So let w ∈ ∂ϕB(B) ∩ intB∗1 and (zn) be a sequence in B
such that ϕB(zn)→ w. As ϕB is continuous on B, we have that kB(zn, 0)→∞.

Using the product property, kB(zn, 0) = maxi ki(z
n
i , 0), we may assume after taking subsequences

that αni = kB(zn, 0)− ki(zni , 0)→ αi ∈ [0,∞] and zni → ζi ∈ clBi for all i. Let I = {i : αi <∞}, and
note that for each i ∈ I, ζi ∈ ∂Bi, as ki(z

n
i , 0)→∞. Then

ϕB(zn) =
1∑r

i=1 e
ki(zni ,0) + e−ki(z

n
i ,0)

(
r∑
i=1

(eki(z
n
i ,0) − e−ki(zni ,0))p((zni )∗)

)

=
1∑r

i=1 e
−αn

i + e−kB(zn,0)−ki(zni ,0)

(
r∑
i=1

(e−α
n
i − e−kB(zn,0)−ki(zni ,0))p((zni )∗)

)
.

Letting n→∞, the righthand side converges to

1∑
i∈I e

−αi

(∑
i∈I

e−αip(ζ∗i )

)
= w.

But this implies that w ∈ ∂B∗1 , as Re〈
∑

i∈I p(ζi), w〉 = 1 and
∑

i∈I p(ζi) ∈ clB, where p(ζi) =
(0, . . . , 0, ζi, 0, . . . , 0). This is impossible and hence ϕB(B) = intB∗1 .

We now analyse ϕB on ∂B
h
.
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Lemma 3.9. The map ϕB maps ∂B
h

bijectively onto ∂B∗1 . Moreover, the part Ph, where h is given
by (3.2), is mapped onto the relative open boundary face

F ({ξj ∈ ∂Bj : j ∈ J}) =

∑
j∈J

λjp(ξ
∗
j ) :

∑
j∈J

λj = 1 and λj > 0 for all j ∈ J

 .

Proof. We know from Lemma 3.6 that ϕB maps ∂B
h

into ∂B∗1 . To show that it is onto we let
w ∈ ∂B∗1 . As B∗1 is the disjoint union of its relative open faces (see [46, Theorem 18.2]), there exist
J ⊆ {1, . . . , r} and extreme points p(ξ∗j ) of B∗1 and 0 < λj ≤ 1 for j ∈ J with

∑
j∈J λj = 1 such that

w =
∑

j∈J λjp(ξ
∗
j ). Let µj = − log λj and µ∗ = minj∈J µj . Now set αj = µj − µ∗ for j ∈ J . Then

αj ≥ 0 for j ∈ J and minj∈J αj = 0.

Let h ∈ ∂Bh
be given by h(z) = maxj∈J(hξj (zj)− αj). Then

ϕB(h) =

∑
j∈J e

−αjp(ξ∗j )∑
j∈J e

−αj
=

∑
j∈J e

−µjp(ξ∗j )∑
j∈J e

−µj =

∑
j∈J λjp(ξ

∗
j )∑

j∈J λj
= w.

To prove injectivity let h, h′ ∈ ∂Bh
, where h is as in (3.2) and

h′(z) = max
j∈J ′

(hηj (zj)− βj) (3.4)

for z ∈ B. Suppose that ϕB(h) = ϕB(h′), so

ϕB(h) =

∑
j∈J e

−αjp(ξ∗j )∑
j∈J e

−αj
=

∑
j∈J ′ e

−βjp(η∗j )∑
j∈J ′ e

−βj
= ϕB(h′).

We claim that J = J ′. Indeed, if k ∈ J and k 6∈ J ′, then

0 = Re〈p(ξk), ϕB(h′)〉 = Re〈p(ξk), ϕB(h)〉 > 0,

which is impossible. In the other case a contradiction can be derived in the same way.
Now suppose that J = J ′ and there exists k ∈ J such that ξk 6= ηk. If

e−αk∑
j∈J e

−αj
≤ e−βk∑

j∈J e
−βj

,

then

Re〈p(ηk), ϕB(h)〉 =
e−αk∑
j∈J e

−αj
Re〈ηk, ξ∗k〉 <

e−αk∑
j∈J e

−αj
≤ e−βk∑

j∈J e
−βj

= Re〈p(ηk), ϕB(h′)〉,

as clBk is smooth and strictly convex. This is impossible. The other case goes in the same way.
Thus, J = J ′ and ξj = ηj for all j ∈ J .

It follows that

e−αk∑
j∈J e

−αj
= Re〈p(ξk), ϕB(h)〉 = Re〈p(ηk), ϕB(h′)〉 =

e−βk∑
j∈J e

−βj

for all k ∈ J . We now show that αk = βk for all k ∈ J by using ideas similar to the ones used in the
proof of Lemma 3.7.
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Let ν : RJ → R be given by ν(x) =
∑

j∈J e
−xj . Then for x, y ∈ RJ and 0 < t < 1 we have that

ν(tx+ (1− t)y) ≤ ν(x)tν(y)1−t,

and we have equality if and only if there exists a constant c such that xk = yk + c for all k ∈ J . So,
if x 6= y + (c, . . . , c) for all c, then −∇ log ν(x) 6= −∇ log ν(y).

As minj∈J αj = 0 = minj∈J βj , we can conclude that αk = βk for all k ∈ J . This shows that

h = h′ and hence ϕB is injective on ∂B
h
.

To complete the proof note that ϕB(h) is in the relative open boundary face F ({ξj ∈ ∂Bj : j ∈ J})
of B∗1 . Moreover, h′ given by (3.4) is in the same part as h if, and only if, J = J ′ and ξj = ηj for all
j ∈ J by [36, Propositions 2.8 and 2.9]. So, ϕB(h′) lies in F ({ξj ∈ ∂Bj : j ∈ J}) if and only if h′ lies
in the same part as h.

3.3 Continuity and the proof of Theorem 3.4

We now show that ϕB is continuous on B
h
.

Proposition 3.10. The map ϕB : B
h → B∗1 is continuous.

Proof. Clearly ϕB is continuous on B. Suppose that (zn) is sequence in B converging to h ∈ ∂Bh
,

where h is given by (3.2). To show that ϕB(zn)→ ϕB(h) we show that every subsequence of (ϕB(zn))
has a subsequence converging to ϕB(h). So, let (ϕB(znk)) be a subsequence. Then we can take a
further subsequence (znk,m) such that

(1)
βmj = kB(znk,m , 0)− kj(z

nk,m

j , 0)→ βj ∈ [0,∞] for all j ∈ {1, . . . , r}.

(2) There exists j0 such that βmj0 = 0 for all m ≥ 1.

(3) (z
nk,m

j ) converges to ηj ∈ clBj and hznk,m → hηj for all j ∈ {1, . . . , r}.

Let J ′ = {j : βj <∞}. Then hznk,m → h′, where h′(z) = maxj∈J ′(hηj (zj)− βj) for z ∈ B, as

lim
m→∞

kB(z, znk,m)− kB(znk,m , 0) = lim
m→∞

max
j

(kj(zj , z
nk,m

j )− kj(z
nk,m

j , 0)− βmj ) = max
j∈J ′

(hηj (zj)− βj),

by the product property of kB.
As h = h′, we know by [36, Propositions 2.8 and 2.9] that J = J ′, ξj = ηj and αj = βj for all

j ∈ J . We also know by Lemma 2.1 that kB(znk,m , 0)→∞, as h is a horofunction. So,

ϕB(znk,m) =

∑r
i=1(e−β

m
i − e−kB(z

nk,m ,0)−ki(z
nk,m
i ,0))p((znk,m)∗)∑r

i=1 e
−βm

i − e−kB(z
nk,m ,0)−ki(z

nk,m
i ,0)

→
∑

j∈J e
−βjp(η∗j )∑

j∈J e
−βj

= ϕB(h),

which shows that ϕB(zn)→ ϕB(h).

We know from Lemma 3.6 that ϕB(B) ⊆ intB∗1 and ϕB(∂B
h
) ⊆ ∂B∗1 . So, to complete the

proof it remains to show that if (hn) in ∂B
h

converges to h ∈ ∂B
h
, where h is as in (3.2), then

ϕB(hn)→ ϕB(h). For n ≥ 1 let hn be given by

hn(z) = max
j∈Jn

(hηnj (zj)− βnj )

for z ∈ B. We show that every subsequence of (ϕB(hn)) has a convergent subsequence with limit
ϕB(h).

So let (ϕB(hnk
)) be a subsequence. Then we can take a further subsequence (ϕB(hkm)) to get

that
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(1) There exists J0 ⊆ {1, . . . , r} such that Jkm = J0 for all m.

(2) There exists j0 ∈ J0 such that βkmj0 = 0 for all m.

(3) βkmj → βj ∈ [0,∞] for all j ∈ J0.

(4) ηkmj → ηj for all j ∈ J0.

Note that for each j ∈ J0 we have that h
ηkmj
→ hηj in B

h
j , as the identity map on clBj , that is

ξj ∈ clBj → hξj ∈ B
h
j , is a homeomorphism by [5, Theorem 1.2].

Let J ′ = {j ∈ J0 : βj <∞} and note that j0 ∈ J ′. Then for each z ∈ B we have that

lim
m→∞

hkm(z) = lim
m→∞

max
j∈J0

(h
ηkmj

(zj)− βkmj ) = lim
m→∞

max
j∈J ′

(h
ηkmj

(zj)− βkmj ) = max
j∈J ′

(hηj (zj)− βj).

So, if we let h′(z) = maxj∈J ′(hηj (zj)− βj) for z ∈ B, then h′ is a horofunction by Theorem 3.1 and

hkm → h′ in B
h
. As hn → h, we conclude that h′ = h. This implies that J ′ = J and ηj = ξj and

βj = αj for all j ∈ J , as otherwise δ(h, h′) 6= 0 by [36, Proposition 2.9 and Lemma 3.3]. This implies
that βkmj → αj and ηkmj → ξj for all j ∈ J ′. Moreover, by definition βkmj → ∞ for all j ∈ J0 \ J ′.
Thus,

ϕB(hkm) =

∑
j∈J0 e

−βkm
j p((ηkmj )∗)∑

j∈J0 e
−βkm

j

→
∑

j∈J e
−αjp(ξ∗j )∑

j∈J0 e
−αj

= ϕB(h),

which completes the proof.

The proof of Theorem 3.4 is now straightforward.

Proof of Theorem 3.4. ] It follows from Lemmas 3.8 and 3.9 and Proposition 3.10 that ϕB : B
h →

B∗1 is a continuous bijection. As B
h

is compact and B∗1 is Hausdorff, we conclude that ϕB is a

homeomorphism. Moreover, ϕB maps each part of ∂B
h

onto the relative interior of a boundary face
of B∗1 by Lemma 3.9.

4 Finite dimensional normed spaces

Every finite dimensional normed space (V, ‖ · ‖) has a Finsler structure. Indeed, if we let

L(γ) =

∫ 1

0
‖γ′(t)‖dt

be the length of a piecewise C1-smooth path γ : [0, 1]→ V , then

‖x− y‖ = inf
γ
L(γ),

where the infimum is taken over all C1-smooth paths γ : [0, 1]→ V with γ(0) = x and γ(1) = y. So
for normed spaces V the unit ball in the tangent space TbV is the same for all b ∈ V .

We are interested in the following more explicit version of Problem 1.1, which was posed by
Kapovich and Leeb [30, Question 6.18].

Problem 4.1. For which finite dimensional normed spaces (V, ‖·‖) does there exist a homeomorphism
ϕV from the horofunction compactification of (V, ‖ · ‖) onto the closed dual unit ball B∗1 of V , which
maps each part of the horofunction boundary onto the relative interior of a boundary face of B∗1?
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We show that such a homeomorphism exists for Euclidean Jordan algebras equipped with the
spectral norm. So we will consider the Euclidean Jordan algebras not as inner-product spaces, but
as an order-unit space, which makes it a finite dimensional formally real JB-algebra, see [4, Theorem
1.11]. We will give an explicit description of the horofunctions of these normed spaces and identify
the parts and the detour distance. In our analysis we make frequent use of the theory of Jordan
algebras and order-unit spaces. For the reader’s convenience we will recall some of the basic concepts.
Throughout the paper we will follow the terminology used in [3, 4] and [24].

4.1 Preliminaries

Order-unit spaces A cone V+ in a real vector space V is a convex subset of V with λV+ ⊆ V+

for all λ ≥ 0 and V+ ∩ −V+ = {0}. The cone V+ induces a partial ordering ≤ on V by x ≤ y if
y − x ∈ V+. We write x < y if x ≤ y and x 6= y. The cone V+ is said to be Archimedean if for each
x ∈ V and y ∈ V+ with nx ≤ y for all n ≥ 1 we have that x ≤ 0. An element u of V+ is called an
order-unit if for each x ∈ V there exists λ ≥ 0 such that −λu ≤ x ≤ λu. The triple (V, V+, u), where
V+ is an Archimedean cone and u is an order-unit, is called an order-unit space. An order-unit space
admits a norm,

‖x‖u = inf{λ ≥ 0: − λu ≤ x ≤ λu},

which is called the order-unit norm, and we have that −‖x‖uu ≤ x ≤ ‖x‖uu for all x ∈ V . The cone
V+ is closed under the order-unit norm and u ∈ intV+.

A linear functional ϕ on an order-unit space is said to be positive if ϕ(x) ≥ 0 for all x ∈ V+. It is
called a state if it is positive and ϕ(u) = 1. The set of all states is denoted by S(V ) and is called the
state space, which is convex set. In our case, the order-unit space is finite dimensional, and hence
S(V ) is compact (In general it is weak∗ compact). The extreme points of S(V ) are called the pure
states.

The dual space V ∗ of an order-unit space V is a base norm space, see [3, Theorem 1.19]. More
specifically, V ∗ is an ordered normed vector space with cone V ∗+ = {ϕ ∈ V ∗ : ϕ is positive}, V ∗+−V ∗+ =
V ∗, and the unit ball of the norm of V ∗ is given by

B∗1 = conv(S(V ) ∪ −S(V )).

Jordan algebras Important examples of order-unit spaces come from Jordan algebras. A Jordan
algebra (over R) is a real vector space V equipped with a commutative bilinear product • that satisfies
the identity

x2 • (y • x) = (x2 • y) • x for all x, y ∈ V.

A basic example is the space Hermn(C) consisting of n× n Hermitian matrices with Jordan product
A •B = (AB +BA)/2.

Throughout the paper we will assume that V has a unit, denoted u. For x ∈ V we let Lx be the
linear map on V given by Lxy = x • y. A finite dimensional Jordan algebra is said to be Euclidean
if there exists an inner-product (·|·) on V such that

(Lxy|z) = (y|Lxz) for all x, y, z ∈ V.

A Euclidean Jordan algebra has a cone V+ = {x2 : x ∈ V }. The interior of V+ is a symmetric cone,
i.e., it is self-dual and Aut(V+) = {A ∈ GL(V ) : A(V+) = V+} acts transitively on the interior of V+.
In fact, the Euclidean Jordan algebras are in one-to-one correspondence with the symmetric cones
by the Koecher-Vinberg theorem, see for example [24].

The algebraic unit u of a Euclidean Jordan algebra is an order-unit for the cone V+, so the triple
(V, V+, u) is an order-unit space. We will consider the Euclidean Jordan algebras as an order-unit
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space equipped with the order-unit norm. These are precisely the finite dimensional formally real
JB-algebras, see [4, Theorem 1.11]. In the analysis, however, the inner-product structure on V will
be exploited. In particular we will identify the V ∗ with V using the inner-product.

Throughout we will fix the rank of the Euclidean Jordan algebra V to be r. In a Euclidean Jordan
algebra V each x can be written in a unique way as x = x+ − x−, where x+ and x− are orthogonal
element x+ and x− in V+, see [4, Proposition 1.28]. This is called the orthogonal decomposition of x.

Given x in a Euclidean Jordan algebra V , the spectrum of x is given by σ(x) = {λ ∈ R : λu −
x is not invertible}, and we have that V+ = {x ∈ V : σ(x) ⊂ [0,∞)}. We write Λ(x) = inf{λ : x ≤
λu} and note that Λ(x) = max{λ : λ ∈ σ(x)}, so that

‖x‖u = max{Λ(x),Λ(−x)} = max{|λ| : λ ∈ σ(x)}

for all x ∈ V . We also note that
Λ(x+ µu) = Λ(x) + µ

for all x ∈ V and µ ∈ R. Moreover, if x ≤ y, then Λ(x) ≤ Λ(y).
Recall that p ∈ V is an idempotent if p2 = p. If, in addition, p is non-zero and cannot be written

as the sum of two non-zero idempotents, then it is said to be a primitive idempotent. The set of all
primitive idempotent is denoted J1(V ) and is known to be a compact set [27]. Two idempotents p
and q are said to be orthogonal if p•q = 0, which is equivalent to (p|q) = 0. According to the spectral
theorem [24, Theorem III.1.2], each x has a spectral decomposition, x =

∑r
i=1 λipi, where each pi is

a primitive idempotent, the λi’s are the eigenvalues of x (including multiplicities), and p1, . . . , pr is
a Jordan frame, i.e., the pi’s are mutually orthogonal and p1 + · · ·+ pr = u.

Throughout the paper we will fix the inner-product on V to be

(x|y) = tr(x • y),

where tr(x) =
∑r

i=1 λi and x =
∑r

i=1 λipi is the spectral decomposition of x.
For x ∈ V we denote the quadratic representation by Ux : V → V , which is the linear map,

Uxy = 2x • (x • y)− x2 • y = 2Lx(Lxy)− Lx2y.

In case of a Euclidean Jordan algebra Ux is self-adjoint, (Uxy|z) = (y|Uxz).
We identify V with V ∗ using the inner-product. So, S(V ) = {w ∈ V+ : (u|w) = 1} which is

a compact convex set, as V is finite dimensional. Moreover, the extreme points of S(V ) are the
primitive idempotents, see [24, Proposition IV.3.2]. The dual space (V, ‖ · ‖∗u) is a base norm space
with norm,

‖z‖∗u = sup{(x|z) : x ∈ V with ‖x‖u = 1}.

If V is a Euclidean Jordan algebra, it is known that the (closed) boundary faces of the dual ball
B∗1 = conv(S(V ) ∪ −S(V )) are precisely the sets of the form,

conv ((Up(V ) ∩ S(V )) ∪ (Uq(V ) ∩ −S(V ))), (4.1)

where p and q are orthogonal idempotents, see [17, Theorem 4.4].

4.2 Summary of results

To conveniently describe the horofunction compactification V
h

of (V, ‖ · ‖u), where V is a Euclidean
Jordan algebra, we need some additional notation. Throughout this section we will fix the basepoint
b ∈ V to be 0.
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Let p1, . . . , pr be a Jordan frame in V . Given I ⊆ {1, . . . , r} nonempty, we write pI =
∑

i∈I pi
and we let V (pI) = UpI (V ). Recall [24, Theorem IV.1.1] that V (pI) is the Peirce 1-space of the
idempotent pI :

V (pI) = {x ∈ V : pI • x = x},

which is a subalgebra. Given z ∈ V (pI), we write ΛV (pI)(z) to denote the maximal eigenvalue of z
in the subalgebra V (pI).

The following theorem characterises the horofunctions in V
h
.

Theorem 4.2. Let p1, . . . , pr be a Jordan frame, I, J ⊆ {1, . . . , r}, with I∩J = ∅ and I∪J nonempty,
and α ∈ RI∪J such that min{αi : i ∈ I ∪ J} = 0. The function h : V → R given by,

h(x) = max

ΛV (pI)

(
−UpIx−

∑
i∈I

αipi

)
,ΛV (pJ )

UpJx−∑
j∈J

αjpj

 for x ∈ V , (4.2)

is a horofunction, where we use the convention that if I or J is empty, the corresponding term is

omitted from the maximum. Each horofunction in V
h

is of the form (4.2) and a Busemann point.

To conveniently describe the parts and the detour distance we let V (pI , pJ) = V (pI) ⊕ V (pJ),
which is a Euclidean Jordan algebra with unit pIJ = pI + pJ . The space V (pI , pJ) can be equipped
with the variation norm,

‖x‖var = ΛV (pI ,pJ )(x) + ΛV (pI ,pJ )(−x) = diamσV (pI ,pJ )(x),

which is a semi-norm on V (pI , pJ). The variation norm is a norm on the quotient space V (pI , pJ)/RpIJ .

Theorem 4.3. Given horofunctions h and h′, where

h(x) = max

ΛV (pI)

(
−UpIx−

∑
i∈I

αipi

)
,ΛV (pJ )

UpJx−∑
j∈J

αjpj

 (4.3)

and

h′(x) = max

ΛV (qI′ )

(
−UqI′x−

∑
i∈I′

βiqi

)
,ΛV (qJ′ )

UqJ′x−∑
j∈J ′

βjqj

 , (4.4)

we have that

(i) h and h′ are in the same part if and only if pI = qI′ and pJ = qJ ′.

(ii) If h and h′ are in the same part, then δ(h, h′) = ‖a− b‖var, where a =
∑

i∈I αipi +
∑

j∈J αjpj
and b =

∑
i∈I′ βiqi +

∑
j∈J ′ βjqj.

(iii) The part (Ph, δ) is isometric to (V (pI , pJ)/RpIJ , ‖ · ‖var).

Remark 4.4. A basic example is (Rn, ‖ · ‖∞), where ‖z‖∞ = maxi |zi|, which is an associative
Euclidean Jordan algebra. In that case every horofunction is a Busemann points and of the form,

h(x) = max{max
i∈I

(−xi − αi),max
j∈J

(xj − αi)}

where I, J ⊆ {1, . . . , n} are disjoint, I ∪ J is nonempty and α ∈ RI∪J with mink∈I∪J αk = 0,
see also [20, Theorem 5.2] and [36]. Moreover, (Ph, δ) is isometric to (RI∪J/R1, ‖ · ‖var), where
1 = (1, . . . , 1) ∈ RI∪J .
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We will show that the following map is a homeomorphism from V
h

onto B∗1 . Let ϕ : V
h → B∗1

be given by

ϕ(x) =
ex − e−x

(ex + e−x|u)
=

1∑r
i=1 e

λi + e−λi

(
r∑
i=1

(eλi − e−λi)pi

)
(4.5)

for x =
∑r

i=1 λipi ∈ V , and

ϕ(h) =
1∑

i∈I e
−αi +

∑
j∈J e

−αj

∑
i∈I

e−αipi −
∑
j∈J

e−αjpj

 (4.6)

for h ∈ ∂V h
given by (4.2).

Theorem 4.5. Given a Euclidean Jordan algebra (V, ‖ · ‖u), the map ϕ : V
h → B∗1 is a homeomor-

phism. Moreover the part Ph, with h given by (4.2), is mapped onto the relative interior of the closed
boundary face

conv (UpI (V ) ∩ S(V )) ∪ (UpJ (V ) ∩ −S(V ))).

4.3 Horofunctions

In this subsection we will prove Theorem 4.2. We first make some preliminary observations. Note
that x ≤ λu if and only if 0 ≤ λu− x, which by the Hahn-Banach separation theorem is equivalent
to (λu− x|w) ≥ 0 for all w ∈ S(V ). As the state space is compact, we have for each x ∈ V that

Λ(x) = max
w∈S(V )

(x|w). (4.7)

As ‖ · ‖u is the JB-algebra norm, ‖x • y‖u ≤ ‖x‖u‖y‖u, see [4, Theorem 1.11]. It follows that if
xn → x and yn → y in (V, ‖ · ‖u), then xn • yn → x • y, since

‖xn • yn − x • y‖u ≤ ‖xn • (yn − y)‖u + ‖(xn − x) • y‖u ≤ ‖xn‖u‖yn − y‖u + ‖xn − x‖e‖y‖u.

Thus, we have the following lemma.

Lemma 4.6. If xn → x and yn → y in (V, ‖ · ‖u), then Uxny
n → Uxy.

We will also use the following technical lemma several times.

Lemma 4.7. For n ≥ 1, let pn1 , . . . , p
n
r be a Jordan frame in V and I ⊆ {1, . . . , r} nonempty. Suppose

that

(i) pni → pi for all i ∈ I.

(ii) xn ∈ V (pnI ) with xn → x ∈ V (pI).

(iii) βni ≥ 0 with βni → βi ∈ [0,∞] for all i ∈ I.

If I ′ = {i ∈ I : βi <∞} is nonempty, then

lim
n→∞

ΛV (pnI )(x
n −

∑
i∈I

βni p
n
i ) = ΛV (pI′ )

(UpI′x−
∑
i∈I′

βipi).
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Proof. We will show that every subsequence of (ΛV (pnI )(x
n −

∑
i∈I β

n
i p

n
i )) has a convergent subse-

quence with limit ΛV (pI′ )
(UpI′x−

∑
i∈I′ βipi). So let (ΛV (p

nk
I )(x

nk −
∑

i∈I β
nk
i pnk

i )) be a subsequence.

By (4.7) there exists dnk ∈ S(V (pnk
I )) with

ΛV (p
nk
I )(x

nk −
∑
i∈I

βnk
i pnk

i ) = (xnk −
∑
i∈I

βnk
i pnk

i |d
nk).

By taking subsequences we may assume that dnk → d ∈ S(V (pI)).
Using the Peirce decomposition with respect to the Jordan frame pnk

i , i ∈ I, in V (pnk
I ), we can

write
dnk =

∑
i∈I

µnk
i p

nk
i +

∑
i<j∈I

dnk
ij .

Note that as dnk ≥ 0, we have that µnk
i = (dnk |pnk

i ) ≥ 0 for all i ∈ I.
We claim that for each i ∈ I \ I ′ we have that µnk

i → 0. Indeed, as I ′ is nonempty, there exist
l ∈ I ′ and a constant C > 0 such that

(xnk −
∑
i∈I

βnk
i pnk

i |d
nk) ≥ (xnk −

∑
i∈I

βnk
i pnk

i |p
nk
l ) = (xnk |pnk

l )− βnk
l ≥ −‖x

nk‖u − βnk
l > −C

for all k, since (xnk |pnk
l ) ≤ ‖x‖u. Moreover,

(xnk −
∑
i∈I

βnk
i pnk

i |d
nk) = (xnk |dmk)−

∑
i∈I

βnk
i µnk

i ≤ ‖x‖u −
∑
i∈I′

βnk
i µnk

i −
∑
i∈I\I′

βnk
i µnk

i .

As βnk
i , µnk

i ≥ 0 for all i ∈ I and βnk
i → ∞ for all i ∈ I \ I ′, we conclude from the previous two

inequalities that µnk
i → 0 for all i ∈ I \ I ′.

Using the Peirce decomposition with respect to the Jordan frame pi, i ∈ I, we write

d =
∑
i∈I

µipi +
∑
i<j∈I

dij .

We now show that
d =

∑
i∈I′

µipi +
∑
i<j∈I′

dij , (4.8)

and hence d ∈ V (pI′). Note that

µi − µnk
i = (d|pi)− (dnk |pnk

i ) = (d− dnk |pi) + (dnk |pi − pnk
i )→ 0.

We conclude that µnk
i → µi for all i ∈ I, and hence (d|pj) = µj = 0 for all j ∈ I \ I ′. This implies by

[24, III, Exercise 3] that d • pj = 0 for all j ∈ I \ I ′. So,

0 = d • pj =
1

2

∑
l<j

dlj +
∑
j<m

djm

 ,

which shows that dlj = 0 = djm for all l < j < m, as they are all orthogonal. This implies (4.8).
Next we show that limk→∞ ΛV (p

nk
I )(x

nk −
∑

i∈I β
nk
i pnk

i ) = (UpI′x−
∑

i∈I′ βipi|d). First note that

ΛV (p
nk
I )(x

nk −
∑
i∈I

βnk
i pnk

i ) = (xnk −
∑
i∈I′

βnk
i pnk

i |d
nk)−

∑
i∈I\I′

(βnk
i pnk

i |d
nk)

= (xnk −
∑
i∈I′

βnk
i pnk

i |d
nk)−

∑
i∈I\I′

βnk
i µnk

i

≤ (xnk −
∑
i∈I′

βnk
i pnk

i |d
nk)
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as βnk
i , µnk

i ≥ 0 for all i and k. This implies that

lim sup
k→∞

ΛV (p
nk
I )(x

nk −
∑
i∈I

βnk
i pnk

i ) ≤ lim
k→∞

(xnk −
∑
i∈I′

βnk
i pnk

i |d
nk) = (x−

∑
i∈I′

βipi|d)

As UpI′d = d and UpI′ is self-adjoint, we find that

(x−
∑
i∈I′

βipi|d) = (x−
∑
i∈I′

βipi|UpI′d) = (UpI′x−
∑
i∈I′

βipi|d),

so that
lim sup
k→∞

ΛV (p
nk
I )(x

nk −
∑
i∈I

βnk
i pnk

i ) ≤ (UpI′x−
∑
i∈I′

βipi|d). (4.9)

Now let pnk
I′ =

∑
i∈I′ p

nk
i . As pnk

I′ → pI′ , it follows from Lemma 4.6 that Upnk
I′
d → UpI′d = d. This

implies that

(xnk −
∑
i∈I

βnk
i pnk

i |Upnk
I′
d)(Upnk

I′
d|pnk

I )−1 ≤ ΛV (p
nk
I )(x

nk −
∑
i∈I

βnk
i pnk

i )

for all k large, and

lim
k→∞

(xnk −
∑
i∈I

βnk
i pnk

i |Upnk
I′
d)(Upnk

I′
d|pnk

I )−1 = lim
k→∞

(Upnk
I′
xnk −

∑
i∈I′

βnk
i pnk

i |d)(Upnk
I′
d|pnk

I )−1

= (UpI′x−
∑
i∈I′

βipi|d),

as (UpI′d|pI) = (d|UpI′pI) = (d|pI′) = 1. This shows that (UpI′x−
∑

i∈I′ βipi|d) ≤ lim infk→∞ ΛV (p
nk
I )(x

nk−∑
i∈I β

nk
i pnk

i ). From (4.9) we conclude that

(UpI′x−
∑
i∈I′

βipi|d) = lim
k→∞

ΛV (p
nk
I )(x

nk −
∑
i∈I

βnk
i pnk

i ).

To complete the proof we show that

(UpI′x−
∑
i∈I′

βipi|d) = ΛV (pI′ )
(UpI′x−

∑
i∈I′

βipi). (4.10)

As d ∈ S(VpI ), we know from by (4.7) that

(UpI′x−
∑
i∈I′

βipi|d) ≤ sup
z∈S(V (pI′ ))

(UpI′x−
∑
i∈I′

βipi|z),

so that (UpI′x−
∑

i∈I′ βipi|d) ≤ ΛV (pI′ )
(UpI′x−

∑
i∈I′ βipi). On the other hand, if w ∈ S(V (pI′)) is

such that
(UpI′x−

∑
i∈I′

βipi|w) = sup
z∈S(V (pI′ ))

(−UpI′x−
∑
i∈I′

βipi|z),

then by definition of dnk we get for all k large that

(x−
∑
i∈I

βnk
i pnk

i |d
nk) ≥ (x−

∑
i∈I

βnk
i pnk

i |Upnk
I′
w)(Upnk

I′
w|pnk

I )−1

= (Upnk
I′
x−

∑
i∈I′

βnk
i pnk

i |w)(Upnk
I′
w|pnk

I )−1.

This implies that

lim
k→∞

ΛV (p
nk
I )(x

nk −
∑
i∈I

βnk
i pnk

i ) ≥ lim
k→∞

(Upnk
I′
x−

∑
i∈I′

βnk
i pnk

i |w)(Upnk
I′
w|u)−1 = (UpI′x−

∑
i∈I′

βipi|w)

as (UpI′w|pI) = (w|pI′) = 1, and hence (4.10) holds.
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To prove that all horofunctions in V
h

are of the form (4.2), we first establish the following
proposition by using the previous lemma.

Proposition 4.8. Let (yn) be a sequence in V , with yn =
∑r

i=1 λ
n
i p

n
i . Suppose that hyn → h ∈ ∂V h

and (yn) satisfies the following properties:

(1) There exists 1 ≤ s ≤ r such that |λns | = rn for all n, where rn = ‖yn‖u.

(2) pnk → pk for all 1 ≤ k ≤ r.

(3) There exists I, J ⊆ {1, . . . , r} disjoint, with I ∪J nonempty, such that rn−λni → αi for all i ∈ I,
rn + λnj → αj for all j ∈ J , and rn − |λnk | → ∞ for all k 6∈ I ∪ J .

Then h satisfies (4.2).

Proof. Take x ∈ V fixed. Note that for all n ≥ 1,

‖x− yn‖u − ‖yn‖u = max{Λ(x− yn),Λ(−x+ yn)} − rn = max{Λ(x− yn − rnu),Λ(−x+ yn − rnu)}

As h is a horofunction, ‖yn‖u = rn →∞ by Lemma 2.1. Thus, λni →∞ for all i ∈ I and λnj → −∞ for
all j ∈ J . Now note that if J is nonempty, then rn+λni →∞ for all i ∈ I, and rn+λnk ≥ rn−|λnk | → ∞
for all k 6∈ I ∪ J . As

Λ(x− yn − rnu) = Λ(x−
∑
j∈J

(rn + λnj )pnj −
∑
k 6∈J

(rn + λnk)pnk),

it follows that
lim
n→∞

Λ(x− yn − rnu) = ΛV (pJ )(UpJx−
∑
j∈J

αjpj)

by Lemma 4.7. Likewise, if I is nonempty, then

lim
n→∞

Λ(−x+ yn − rnu) = ΛV (pI)(−UpIx−
∑
i∈I

αipi)

by Lemma 4.7. We conclude that if I and J are both nonempty, then

h(x) = lim
n→∞

‖x− yn‖u − ‖yn‖u = lim
n→∞

max{Λ(−x+ yn − rnu),Λ(x− yn − rnu)}

= max{ΛV (pI)(−UpIx−
∑
i∈I

αipi),ΛV (pJ )(UpJx−
∑
j∈J

αjpj)}.

To complete the proof it remains to show that limn→∞ ‖x−yn‖u−‖yn‖u = limn→∞ Λ(−x+yn−
rnu) if J is empty, and limn→∞ ‖x− yn‖u−‖yn‖u = limn→∞ Λ(x− yn− rnu) if I is empty. Suppose
that I empty, so J is nonempty. For each i ∈ {1, . . . , r} we have that rn − λni →∞. Note that

−x+ yn − rnu = −x−
∑
i

(rn − λni )pni ≤ −x−min
i

(rn − λni )u ≤ (‖x‖u −min
i

(rn − λni ))u.

Thus, Λ(−x+ yn − rnu) ≤ Λ((‖x‖u −mini(r
n − λni ))u) = ‖x‖u −mini(r

n − λni ) for all n, and hence
Λ(−x+ yn − rnu)→ −∞. As

max{Λ(x− yn − rnu),Λ(−x+ yn − rnu)} = ‖x− yn‖u − ‖yn‖u ≥ −‖x‖u > −∞,

we conclude that ‖x− yn‖u − ‖yn‖u = Λ(x− yn − rnu) for all n sufficiently large, and hence

h(x) = lim
n→∞

Λ(x− yn − rnu) = ΛV (pJ )(UpJx−
∑
j∈J

αjpj).

The argument for the case where J empty goes in the same way.
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The following corollary shows that each horofunction is of the form (4.2).

Corollary 4.9. If h is a horofunction in V
h
, then there exist a Jordan frame p1, . . . , pr in V , disjoint

subsets I, J ⊆ {1, . . . , r}, with I ∪ J nonempty, and α ∈ RI∪J with min{αi : i ∈ I ∪ J} = 0, such that
h : V → R satisfies (4.2) for all x ∈ V .

Proof. Suppose that (yn) is a sequence in V with hyn → h in V
h
. Then for each x ∈ V we have that

lim
n→∞

‖x− yn‖u − ‖yn‖u = h(x)

and ‖yn‖u →∞ by Lemma 2.1.
To show that the limit is equal to (4.2) it suffices to show that we can take a subsequences of

(yn) that satisfies the conditions in Proposition 4.8. First we note that by the spectral theorem [24,
Theorem III.1.2], there exist for each n ≥ 1 a Jordan frame pn1 , . . . , p

n
r in V and λn1 , . . . , λ

n
r ∈ R such

that
yn = λn1p

n
1 + · · ·+ λnr p

n
r ,

where r is the rank of V . Denote rn = ‖yn‖u = maxi |λni |.
Now by taking subsequences we may assume that there exist I+ ⊆ {1, . . . , r} and 1 ≤ s ≤ r such

that for each n ≥ 1 we have rn = |λns | and

λni > 0 for all i ∈ I+ and λni ≤ 0 for all i 6∈ I+.

Now for each i ∈ {1, . . . , r} and n ≥ 1 define

αni =

[
rn − λni for i ∈ I+

rn + λni for i 6∈ I+.

Note that αni ∈ [0,∞) for all i. Again by taking subsequences we may assume that αni → αi ∈ [0,∞],
as n → ∞, for all i. Recall that αns = 0 for all n, so αs = 0. Furthermore we may assume that
pni → pi in J1(V ) for all i, as it is a compact set [27]. Note that p1, . . . , pr is a Jordan frame in V .

Now let
I = {i : αi <∞ and i ∈ I+} and J = {j : αj <∞ and j 6∈ I+}.

So I ∩ J is empty, s ∈ I ∪ J and min{αi : i ∈ I ∪ J} = αs = 0. Then the subsequence of (yn) satisfies
the conditions in Proposition 4.8, and hence h is a horofunction of the form (4.2).

The next proposition shows that each function of the form (4.2) can be realised as a horofunction,
and is a Busemann point.

Proposition 4.10. Let p1, . . . , pr be a Jordan frame in V . Given I, J ⊆ {1, . . . , r}, with I ∩ J = ∅
and I∪J nonempty, and α ∈ RI∪J with min{αi : i ∈ I∪J} = 0, For n ≥ 1 let yn = λn1p1 + · · ·+λnr pr,
where

λni =

 n− αi if i ∈ I
−n+ αi if i ∈ J

0 otherwise.

Then (yn) is an almost geodesic sequence and hyn → h where h satisfies (4.2) for all x ∈ V . In

particular, h is a Busemann point in V
h
.

Proof. We will use Proposition 4.8. Let k ≥ max{αi : i ∈ I∪J} and note that for n ≥ k we have that
rn = ‖yn‖u = n, as min{αi : i ∈ I ∪ J} = 0. The sequence (yn), where n ≥ k, satisfies the conditions
in Proposition 4.8. Indeed, for n ≥ k we have that rn − λni = αi for all i ∈ I, rn + λni = αi for all
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i ∈ J , and rn − λni = n otherwise. Also for 1 ≤ s ≤ r with αs = min{αi : i ∈ I ∪ J}, we have that
|λns | = n = ‖yn‖u.

Finally to see that (hyn) converges, we note that if we define z =
∑

i∈I −αipi +
∑

j∈J αjpj and
w =

∑
i∈I pi −

∑
j∈J pj , then yn = nw + z, which lies on the straight-line t 7→ tw + z. Hence (yn) is

an almost geodesic sequence, so

h(x) = lim
n→∞

‖x− yn‖u − ‖yn‖u

exists of all x ∈ V . Thus, we can apply Proposition 4.8 and conclude that h satisfies (4.2). Moreover,
as (yn) is an almost geodesic sequence, h is a Busemann point in the horofunction boundary.

We can now prove Theorem 4.2.

Proof of Theorem 4.2. Corollary 4.9 shows that each horofunction in V
h

is of the form (4.2). It
follows from Proposition 4.10 that any function of the form (4.2) is a horofunction and by the second
part of that proposition each horofunction is a Busemann point.

4.4 Parts and the detour metric

In this subsection we will identify the parts in the horofunction boundary of V
h
, derive a formula for

the detour distance, and establish Theorem 4.3. We begin by proving the following proposition.

Proposition 4.11. If

h(x) = max

ΛV (pI)

(
−UpIx−

∑
i∈I

αipi

)
,ΛV(pJ )

UpJx−∑
j∈J

αjpj

 , (4.11)

and

h′(x) = max

ΛV (qI′ )

(
−UqI′x−

∑
i∈I′

βiqi

)
,ΛV (qJ′ )

UqJ′x−∑
j∈J ′

βjqj

 , (4.12)

are horofunctions with pI = qI′ and pJ = qJ ′, then h and h′ are in the same part and

δ(h, h′) = ‖a− b‖var = ΛV (pI ,pJ )(a− b) + ΛV (pI ,pJ )(b− a),

where a =
∑

i∈I αipi +
∑

j∈J αjpj and b =
∑

i∈I′ βiqi +
∑

j∈J ′ βjqj in V (pI , pJ).

Proof. As in Proposition 4.10, for n ≥ 1 let yn = λn1p1 + · · ·+ λnr pr, where

λni =

 n− αi if i ∈ I
−n+ αi if i ∈ J

0 otherwise.

and let wn = µn1q1 + · · ·+ µnr qr, where

µni =

 n− βi if i ∈ I ′
−n+ βi if i ∈ J ′

0 otherwise.

By Proposition 4.10 we know that (yn) and (wn) are almost geodesic sequences with hyn → h and
hwn → h′. Note that

UpIw
m = UqI′w

m =
∑
i∈I′

µmi UqI′ qi =
∑
i∈I′

µmi qi
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for all m, so that

ΛV (pI)(−UpIw
m −

∑
i∈I

αipi + ‖wm‖upI) = ΛV (pI)(−UqI′w
m −

∑
i∈I

αipi + ‖wm‖uqI′)

= ΛV (pI)(
∑
i∈I′

(‖wm‖u − µmi )qi −
∑
i∈I

αipi).

Thus,

lim
m→∞

ΛV (pI)(−UpIw
m −

∑
i∈I

αipi + ‖wm‖upI) = lim
m→∞

ΛV (pI)(
∑
i∈I′

(‖wm‖u − µmi )qi −
∑
i∈I

αipi)

= ΛV (pI)(
∑
i∈I′

βiqi −
∑
i∈I

αipi)

= ΛV (pI)(b− a).

In the same way it can be shown that

lim
m→∞

ΛV (pJ )(UpJw
m −

∑
j∈J

αjpi + ‖wm‖upJ) = ΛV (pJ )(
∑
j∈J ′

βjqj −
∑
j∈J

αjpj) = ΛV (pJ )(b− a).

So, it follows from (2.2) that

H(h, h′) = lim
m→∞

‖wm‖u + max{ΛV (pI)(−UpIw
m −

∑
i∈I

αipi),ΛV (pJ )(UpJw
m −

∑
j∈J

αjpj)}

= lim
m→∞

max{ΛV (pI)(−UpIw
m −

∑
i∈I

αipi + ‖wm‖upI),ΛV (pJ )(UpJw
m −

∑
j∈J

αjpj + ‖wm‖upJ)}

= max{ΛV (pI)(
∑
i∈I′

βiqi −
∑
i∈I

αipi),ΛV (pJ )(
∑
j∈J ′

βjqj −
∑
j∈J

αjpj)}

= ΛV (pI ,pJ )(b− a).

Interchanging the roles of h and h′ gives

H(h′, h) = ΛV (pI ,pJ )(a− b),

and hence δ(h, h′) = ‖a− b‖var.

To show that h and h′ are in different parts, if pI 6= qI′ or pj 6= qJ ′ , we need the following lemma.

Lemma 4.12. If p and q are idempotents in V with p � q, then Upq < p.

Proof. We have that Upq ≤ Upu = p. In fact, Upq < p. Indeed, if Upq = p, then

p = Upu = Up(u− q) + Upq = Up(u− q) + p,

and hence Up(u− q) = 0. This implies that p+ (u− q) ≤ u by [26, Lemma 4.2.2], so that p ≤ q. This
is impossible as p � q, and hence Upq < p.

Proposition 4.13. If h and h′ are horofunctions given by (4.11) and (4.12), respectively, and pI 6=
qI′ or pJ 6= qJ ′, then

δ(h, h′) =∞.
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Proof. Suppose that pI 6= qI′ . Then pI � qI′ or qI′ � pI . Without loss of generality assume that
pI � qI′ . Let (yn) in V (pI) and (wn) in V (qI′) be as in Proposition 4.10, so hyn → h and hwm → h′.
To prove the statement in this case, we use (2.2) and show that

H(h′, h) = lim
m→∞

‖wm‖u + h(wm) =∞. (4.13)

Note that

‖wm‖u + h(wm) ≥ ‖wm‖u + ΛV (pI)(−UpIw
m −

∑
i∈I

αipi) = ΛV (pI)(−UpIw
m −

∑
i∈I

αipi + ‖wm‖upI).

As wm ≤ ‖wm‖uqI′ for all m large, we have that UpIw
m ≤ ‖wm‖uUpIqI′ for all m large. Thus,

−UpIw
m −

∑
i∈I

αipi + ‖wm‖upI ≥ −‖wm‖uUpIqI′ −
∑
i∈I

αipi + ‖wm‖upI

= ‖wm‖u(pI − UpIqI′)−
∑
i∈I

αipi

for all m large.
We know from Lemma 4.12 that pI − UpIqI′ > 0. As pI − UpIqI′ ∈ V (pI) we also have that

pI −UpIqI′ =
∑s

j=1 γjrj , where γj > 0 for all j and the rj ’s are orthogonal idempotents in V (pI). It
now follows that for all m large,

ΛV (pI)(−UpIw
m −

∑
i∈I

αipi + ‖wm‖upI) ≥ (‖wm‖u
s∑
j=1

γjrj −
∑
i∈I

αipi|r1)(pI |r1)−1

= (‖wm‖uγ1 − (
∑
i∈I

αipi|r1))(pI |r1)−1.

The right-hand side goes to ∞ as m→∞, and hence (4.13) holds.
For the case pJ 6= qJ ′ a similar argument can be used.

We now prove Theorem 4.3.

Proof of Theorem 4.3. Parts (i) and (ii) follow directly from Propositions 4.11 and 4.13. Clearly the
map ρ : Ph → V (pI , pJ)/RpIJ given by ρ(h′) = [b], where

h′(x) = max

ΛV (qI′ )

(
−UqI′x−

∑
i∈I′

βiqi

)
,ΛV (qJ′ )

UqJ′x−∑
j∈J ′

βjqj

 ,

and b =
∑

i∈I′ βiqi +
∑

j∈J ′ βjqj ∈ V (pI , pJ) with mini∈I∪J βi = 0, is a bijection. Indeed, for each
[c] ∈ V (pI , pJ)/RpIJ , there is a unique c′ ∈ [c] with minσV (pI ,pJ )(c

′) = 0. So, by Proposition 4.11, ρ
is an isometry from (Ph, δ) onto (V (pI , pJ)/RpIJ , ‖ · ‖var).

4.5 The homeomorphism onto the dual unit ball

In this subsection we show Theorem 4.5. To start we prove a basic lemma that will be useful in the
sequel.

Lemma 4.14. If q ≤ p are idempotents in V and z ∈ V (p), then ΛV (q)(Uqz) ≤ ΛV (p)(z).

Proof. If λ = ΛV (p)(z), then 0 ≤ λp− z, so that 0 ≤ λUqp−Uqz. As q = Uqq ≤ Uqp ≤ Uqu = q2 = q,
we find that 0 ≤ λUqp− Uqz = λq − Uqz, and hence ΛV (q)(Uqz) ≤ λ.
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We will show that ϕ given by (4.5) and (4.6) is a continuous bijection from V
h

onto B∗1 . As V
h

is compact and B∗1 is Hausdorff, we can then conclude that ϕ is a homeomorphism. We begin by
showing that ϕ maps V into the interior of B∗1 .

Lemma 4.15. For each x ∈ V we have that ϕ(x) ∈ intB∗1 .

Proof. For x ∈ V there exists y ∈ V with ‖y‖u = 1 such that

‖ϕ(x)‖∗u = sup
w∈V : ‖w‖u≤1

|(w|ϕ(x))| = (y|ϕ(x)),

where (v|w) = tr(v • w). So, if x has spectral decomposition x =
∑r

i=1 λipi, then we can consider
the Peirce decomposition of y,

y =
r∑
i=1

µipi +
∑
i<j

yij ,

to find that

‖ϕ(x)‖∗u = (ϕ(x)|y) =
1∑r

i=1 e
λi + e−λi

(

r∑
i=1

(eλi − e−λi)pi|y) ≤
∑r

i=1(eλi − e−λi)|µi|∑r
i=1 e

λi + e−λi
< 1,

as µi = (y|pi) ≤ (u|pi) = 1 and µi = (y|pi) ≥ (−u|pi) = −1.

Lemma 4.16. The map ϕ is injective on V .

Proof. Suppose that x, y ∈ V with x =
∑r

i=1 σipi and y =
∑r

i=1 τiqi, where σ1 ≤ . . . ≤ σr and
τ1 ≤ . . . ≤ τr, satisfy ϕ(x) = ϕ(y). Then ϕ(x) =

∑r
i=1 αipi =

∑r
i=1 βiqi = ϕ(y). where

αj =
eσj − e−σj∑r
i=1 e

σi + e−σi
and βj =

eτj − e−τj∑r
i=1 e

τi + e−τi

for all j. As α1 ≤ . . . ≤ αr and β1 ≤ . . . ≤ βr, it follows from the spectral theorem (version 2) [24,
Theorem III.1.2] that αj = βj for all j. Lemma 3.7 now implies that σ = (σ1, . . . , σr) = (τ1, . . . , τr) =
τ , as

(α1, . . . , αr) = ∇ logµ(σ) and (β1, . . . , βr) = ∇ logµ(τ)

Note that αi = αj if and only if σi = σj , and, βi = βj if and only if τi = τj , as ∇ logµ(x) is injective.
It now follows from the spectral theorem (version 1) [24, Theorem III.1.1] that x = y.

Lemma 4.17. The map ϕ maps V onto intB∗1 .

Proof. As ϕ is continuous on V and ϕ(V ) ⊆ intB∗1 it follows from Brouwer’s domain invariance
theorem that ϕ(V ) is open in intB∗1 . Suppose, for the sake of contradiction, that ϕ(V ) 6= intB∗1 .
Then ∂ϕ(V )∩intB∗1 is nonempty, as otherwise ϕ(V ) is closed and open, which would imply that intB∗1
is the disjoint union of the nonempty two open sets contradicting the connectedness of intB∗1 . So we
can find a z ∈ ∂ϕ(V )∩ intB∗1 . Let (yn) in V be such that ϕ(yn)→ z and write yn =

∑r
i=1 λ

n
i p

n
i . As ϕ

is continuous on V , we may assume that rn = ‖yn‖u →∞. Furthermore, after taking a subsequence,
we may assume that (yn) satisfies the conditions in Proposition 4.8. So, using the notation as in
Proposition 4.8, we get that

ϕ(yn) =

∑r
i=1(eλ

n
i − e−λni )pni∑r

i=1 e
λni + e−λ

n
i

=

∑r
i=1(e−r

n+λni − e−rn−λni )pni∑r
i=1 e

−rn+λni + e−r
n−λni

.
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The right-hand side converges to

1∑
i∈I e

−αi +
∑

j∈J e
−αj

∑
i∈I

e−αipi −
∑
j∈J

e−αjpj

 = z.

But this implies that z ∈ ∂B∗1 , which is impossible. Indeed, if we let pI =
∑

i∈I pi and pJ =
∑

j∈J pj ,
then 1 ≥ ‖z‖∗u ≥ (z|pI − pJ) = 1, as −u ≤ pI − pJ ≤ u.

For simplicity we denote the (closed) boundary faces of B∗1 by

Fp,q = conv ((Up(V ) ∩ S(V )) ∪ (Uq(V ) ∩ −S(V )))

where p and q are orthogonal idempotents in V .

Lemma 4.18. If h is a horofunction given by (4.2), then ϕ maps Ph into relintFpI ,pJ .

Proof. Let w = (|I|+ |J |)−1(pI − pJ), and note that w ∈ FpI ,qJ . We first show that w ∈ relintFpi,qJ .
Let c ∈ FpI ,pJ be arbitrary. Note that we can write c =

∑
i∈I′ λiqi−

∑
j∈J ′ λjqj , where

∑
i∈I′ qi = pI ,∑

j∈J ′ qj = pJ , and
∑

i∈I′ λi +
∑

j∈J ′ λj = 1 with 0 ≤ λi, λj ≤ 1 for all i and j. We see that
w + ε(w − c) = (1 + ε)w − εc ∈ FpI ,pj for all ε > 0 small, and hence w ∈ relintFpi,pj .

Clearly, ϕ(h) ∈ FpI ,pJ = conv ((UpI (V ) ∩ S(V )) ∪ (UpJ (V ) ∩ −S(V ))). To complete the proof we
argue by contradiction. So suppose that ϕ(h) 6∈ relintFpI ,pJ . Then ϕ(h) is in the (relative) boundary
of FpI ,pJ , and hence

zε = (1 + ε)ϕ(h)− εw 6∈ FpI ,pJ
for all ε > 0, as w ∈ relintFpI ,pJ and FpI ,pJ is convex.

However, for each i ∈ I we have that the coefficient of pi in zε,

(1 + ε)e−αi∑
i∈I e

−αi +
∑

j∈J e
−αj
− ε

|I|+ |J |
,

is strictly positive for all ε > 0 sufficiently small. Likewise, for each j ∈ J we have that the coefficient
of −pj in zε,

(1 + ε)e−αj∑
i∈I e

−αi +
∑

j∈J e
−αj
− ε

|I|+ |J |
,

is strictly positive for all ε > 0 sufficiently small. This implies that zε ∈ FpI ,pJ for all ε > 0 small,
which is impossible. This completes the proof.

We use the previous result to show that ϕ is injective on V
h
.

Corollary 4.19. The map ϕ : V
h → B∗1 is injective.

Proof. We already saw in Lemmas 4.15 and 4.16 that ϕ maps V into intB∗1 and is injective on V .
So by the previous lemma, it suffices to show that if ϕ(h) = ϕ(h′) for horofunctions h and h′, then
h = h′. Let h be given by (4.2) and suppose that h′ is given by

h′(x) = max

ΛV (qI′ )

(
−UqI′x−

∑
i∈I′

βiqi

)
,ΛV (qJ′ )

UqJ′x−∑
j∈J ′

βjqj

 .

Then

ϕ(h) =
1∑

i∈I e
−αi +

∑
j∈J e

−αj

∑
i∈I

e−αipi −
∑
j∈J

e−αjpj
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and

ϕ(h′) =
1∑

i∈I′ e
−βi +

∑
j∈J ′ e

−βj

∑
i∈I′

e−βiqi −
∑
j∈J ′

e−βjqj

 .

As mink αk = 0 = mink βk we know by the spectral theorem (version 1) [24, Theorem III.1.1]
that

1∑
i∈I e

−αi +
∑

j∈J e
−αj

= ‖ϕ(h)‖u = ‖ϕ(h′)‖u =
1∑

i∈I′ e
−βi +

∑
j∈J ′ e

−βj
.

so that ∑
i∈I

e−αipi −
∑
j∈J

e−αjpi =
∑
i∈I′

e−βiqi −
∑
j∈J ′

e−βjqj .

As each x ∈ V can be written in a unique way as x = x+ − x−, where x+ and x− are orthogonal
element x+ and x− in V+, see [4, Proposition 1.28], we find that

∑
i∈I e

−αipi =
∑

i∈I′ e
−βiqi and∑

j∈J e
−αjpi =

∑
j∈J ′ e

−βjqj , so that∑
i∈I

αipi = − log
∑
i∈I

e−αipi = − log
∑
i∈I′

e−βiqi =
∑
i∈I′

βiqi

and ∑
j∈J

αjpi = − log
∑
j∈J

e−αjpi = − log
∑
j∈J ′

e−βjqj =
∑
j∈J ′

βjqj .

Now using the spectral theorems (versions 1 and 2) [24, Theorem III.1.1 and III.1.2], we also get that
pI = qI′ and pJ = qJ ′ , and hence h = h′.

The next result shows that ϕ is continuous on ∂V
h
.

Theorem 4.20. The map ϕ : V
h → B∗1 is continuous.

Proof. Clearly ϕ is continuous on V . Now suppose that (yn) is a sequence in V such that hyn →
h ∈ ∂V h

. We claim that ϕ(yn)→ ϕ(h). Let (ϕ(ynk)) be a subsequence. To prove the claim we show
that it has a subsequence which converges to ϕ(h).

As h is a horofunction, we know that rn = ‖ynk‖u → ∞ by Lemma 2.1. For each k there exists
a Jordan frame qnk

1 , . . . , qnk
r in V and λnk

1 , . . . , λnk
r ∈ R such that

ynk =
r∑
i=1

λnk
i q

nk
i .

By taking a subsequence we may assume that there exists I+ ⊆ {1, . . . , r} and 1 ≤ s ≤ r such that
rnk = ‖ynk‖u = |λnk

s |, λ
nk
i > 0 if and only if i ∈ I+, for all k.

For each k let βnk
i = rnk−λnk

i for i ∈ I+, and βnk
i = rnk +λnk

i for i 6∈ I+. Note that βnk ≥ 0 for all
i and k, and βnk

s = 0 for all k. By taking a further subsequence we may assume that βnk
i → βi ∈ [0,∞]

and qnk
i → qi for all i. Let I ′ = {i ∈ I+ : βi <∞} and J ′ = {j 6∈ I+ : βj <∞}. Note that s ∈ I ′ ∪ J ′

and we can apply Proposition 4.8 to conclude that hynk → h′ ∈ ∂V h
, where

h′(x) = max{ΛV (qI′ )
(−UqI′x−

∑
i∈I′

βiqi),ΛV (qJ′ )
(UqJ′x−

∑
j∈J ′

βjqj)}.

As hynk → h, we find that h = h′ and hence δ(h, h′) = 0. This implies that pI = qI′ and pJ = qJ ′ by
Theorem 4.3. Moreover, ∑

i∈I
αipi +

∑
j∈J

αjpj =
∑
i∈I′

βiqi +
∑
j∈J ′

βjqj .
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It follows that∑
i∈I

αipi = UpI (
∑
i∈I

αipi +
∑
j∈J

αjpj) = UqI′ (
∑
i∈I′

βiqi +
∑
j∈J ′

βjqj) =
∑
i∈I′

βiqi

and ∑
j∈J

αjpj = UpJ (
∑
i∈I

αipi +
∑
j∈J

αjpj) = UqJ′ (
∑
i∈I′

βiqi +
∑
j∈J ′

βjqj) =
∑
j∈J ′

βjqj ,

so that
∑

i∈I e
αipi =

∑
i∈I′ e

βiqi and
∑

j∈J e
αjpj =

∑
j∈J ′ e

βjqj . We conclude that

lim
k→∞

ϕ(ynk) = lim
k→∞

∑r
i=1(e−r

nk+λ
nk
i − e−rnk−λnk

i )qnk
i∑r

i=1(e−r
nk+λ

nk
i + e−r

nk−λnk
i )

=

∑
i∈I′ e

−βiqi −
∑

j∈J ′ e
−βjqj∑

i∈I′ e
−βi +

∑
j∈J ′ e

−βj

=

∑
i∈I e

−αipi −
∑

j∈J e
−αjpj∑

i∈I e
−αi +

∑
j∈J e

−αj
= ϕ(h).

By Lemmas 4.15 and 4.18 we know that ϕ maps V into intB∗1 and ∂V
h

into ∂B∗1 . So to complete

the proof we need to show that if (hn) in ∂V
h

converges to h ∈ ∂V h
, then ϕ(hn) → ϕ(h). Suppose

h is given by (4.2) and for each n the horofunction hn is given by

hn(x) = max

ΛV (qnIn )

(
−UqnInx−

∑
i∈In

βni q
n
i

)
,ΛV (qnJn )

UqnJnx−∑
j∈Jn

βnj q
n
j

 for x ∈ V , (4.14)

where In, Jn ⊆ {1, . . . , r} are disjoint, In ∪ Jn is nonempty, and min{βnk : k ∈ In ∪ Jn} = 0.
To prove the assertion we show that each subsequence of (ϕ(hn)) has a convergent subsequence

with limit ϕ(h). Let (ϕ(hnk
)) be a subsequence. By taking a subsequences we may assume that

(1) There exist I0, J0 ⊆ {1, . . . , r} disjoint with I0 ∪ J0 nonempty such that Ink
= I0 and Jnk

= J0

for all k.

(2) βnk
i → βi ∈ [0,∞] and qnk

i → qi for all i ∈ I0 ∪ J0.

(3) There exists i∗ ∈ I0 ∪ J0 such that βnk
i∗ = 0 for all k.

Let I ′ = {i ∈ I0 : βi <∞} and J ′ = {j ∈ J0 : βj <∞}, and note that i∗ ∈ I ′ ∪ J ′.
We now show by using Lemma 4.7 that hnk

→ h′, where

h′(x) = max

ΛV (qI′ )

(
−UqI′x−

∑
i∈I′

βiqi

)
,ΛV (qJ′ )

UqJ′x−∑
j∈J ′

βjqj

 . (4.15)

Note that if I ′ is nonempty, then by Lemma 4.7 we have that

lim
k→∞

ΛV (q
nk
I0

)

−Uqnk
I0

x−
∑
i∈I0

βnk
i qnk

i

 = ΛV (qI′ )

(
−UqI′x−

∑
i∈I′

βiqi

)
,

as Uqnk
I0

x → UqI0x by Lemma 4.6 and UqI′ (UqI0x) = UqI′x by [4, Proposition 2.26]. Likewise if J ′ is

nonempty, we have that

lim
k→∞

ΛV (q
nk
J0

)

Uqnk
J0

x−
∑
j∈J0

βnk
j qnk

j

 = ΛV (qJ′ )

UqJ′x−∑
j∈J ′

βjqj

 .
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Thus, if I ′ and J ′ are both nonempty (4.15) holds.
Now suppose that I ′ is empty, so J ′ is nonempty. As −x ≤ ‖x‖uu, we get that

−Uqnk
I0

x ≤ ‖x‖uUqnk
I0

u = ‖x‖u(qnk
I0

)2 = ‖x‖uqnk
I0
.

This implies that −Uqnk
I0

x−
∑

i∈I0 β
nk
i qnk

i ≤
∑

i∈I0(‖x‖u − βnk
i )qnk

i , and hence

ΛV (q
nk
I0

)

−Uqnk
I0

x−
∑
i∈I0

βnk
i qnk

i

 ≤ max
i∈I0

(‖x‖u − βnk
i )→ −∞.

On the other hand, hnk
(x) ≥ −‖x‖u for all k. Thus, for all k sufficiently large, we have that

hnk
(x) = ΛV (q

nk
J0

)

Uqnk
J0

x−
∑
j∈J0

βnk
j qnk

j

 ,

which implies that (4.15) holds if I ′ is empty. In the same way it can be shown that (4.15) holds if
J ′ is empty.

As hn → h, we conclude that h′ = h, so δ(h, h′) = 0. It follows from Theorem 4.3 that pI = qI′ ,
pJ = qJ ′ , and

∑
i∈I αipi +

∑
j∈J αjpj =

∑
i∈I′ βiqi +

∑
j∈J ′ βjqj . This implies that∑

i∈I
αipi =

∑
i∈I′

βiqi and
∑
j∈J

αjpj =
∑
j∈J ′

βjqj ,

so that
∑

i∈I e
αipi =

∑
i∈I′ e

βiqi and
∑

j∈J e
αjpj =

∑
j∈J ′ e

βjqj . Thus,

lim
k→∞

ϕ(hnk
) = lim

k→∞

∑
i∈I0 e

−βnk
i qnk

i −
∑

j∈J0 e
−βnk

j qnk
j∑

i∈I0 e
−βnk

i +
∑

j∈J0 e
−βnk

j

=

∑
i∈I′ e

−βiqi −
∑

j∈J ′ e
−βjqj∑

i∈I′ e
−βi +

∑
j∈J ′ e

−βj

=

∑
i∈I e

−αipi −
∑

j∈J e
−αjpj∑

i∈I e
−αi +

∑
j∈J e

−αj
= ϕ(h),

which completes the proof.

Theorem 4.21. The map ϕ : V
h → B∗1 is onto.

Proof. From Lemma 4.17 we know that ϕ(V ) = intB∗1 . Let z ∈ ∂B∗1 . As B∗1 is the disjoint union
of the relative interiors of its faces, see [46, Theorem 18.2], we know that there exist orthogonal
idempotents pi and pJ such that z ∈ relintFpI ,pJ . So we can write

z =
∑
i∈I

λipi −
∑
j∈J

λjpj ,

where pI =
∑

i∈I pi, qJ =
∑

j∈J qj , 0 < λk ≤ 1 for all k ∈ I ∪ J , and
∑

k∈I∪J λk = 1.
Define µk = − log λk for k ∈ I ∪ J . So, µk ≥ 0 and let µ∗ = min{µk : k ∈ I ∪ J}. Set

αk = µk − µ∗ ≥ 0 and note that min{αk : k ∈ I ∪ J} = 0.
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Then h, given by

h(x) = max

ΛV (pI)

(
−UpIx−

∑
i∈I

αipi

)
,ΛV (pJ )

UpJx−∑
j∈J

αjpj


for x ∈ V , is a horofunction by Proposition 4.10. Moreover,

ϕ(h) =
1∑

i∈I e
−αi +

∑
j∈J e

−αj

∑
i∈I

e−αipi −
∑
j∈J

e−αjpj


=

1∑
i∈I e

−µi +
∑

j∈J e
−µj

∑
i∈I

e−µipi −
∑
j∈J

e−µjpj


=

1∑
i∈I λi +

∑
j∈J λj

∑
i∈I

λipi −
∑
j∈J

λjpj

 ,

and hence ϕ(h) = z, which completes the proof.

The proof of Theorem 4.5 is now straightforward.

Proof of Theorem 4.5. It follows from Theorems 4.20 and 4.21 and Corollary 4.19 that ϕ : V
h →

B∗1 is a continuous bijection. As V
h

is compact and B∗1 is Hausdorff, we conclude that ϕ is a
homeomorphism. It follows from Lemma 4.18 that ϕ maps parts onto the relative interior of a
boundary face of B∗1 .

Remark 4.22. It is interesting to note that a similar idea can be used to show that the horofunction
compactification of a finite dimensional normed space (V, ‖ · ‖) with a smooth, strictly convex, norm
is homeomorphic to the closed dual unit ball. Indeed, in that case the horofunctions are given by
h : z 7→ −x∗(z), where x∗ ∈ V ∗ has norm 1, see for example [21, Lemma 5.3]. Moreover for (yn) in
V we have that hyn → h if and only if yn/‖yn‖ → x and ‖yn‖ → ∞.

In this case we define a map ψ : V
h → B∗1 as follows. For x ∈ V with x 6= 0, let

ψ(x) = −

(
e‖x‖ − e−‖x‖

e‖x‖ + e−‖x‖

)
x∗,

where x∗ ∈ V ∗ is the unique functional with x∗(x) = ‖x‖ and ‖x∗‖ = 1, and let ψ(0) = 0. For

h ∈ ∂V h
with h : z 7→ −x∗(z) let

ψ(h) = −x∗.

It is straightforward to check that ψ is a bijection from V
h

onto B∗1 , and ψ is continuous on intB∗1 . To

show continuity on ∂V
h
, we assume, by way of contradiction, that (hn) is a sequence of horofunctions

with hn → h and hn(z) = −x∗n(z) for all z ∈ V , and there exists a neighbourhood U of ψ(h) in B∗1
such that ψ(hn) 6∈ U for all n. Then for each z∗ ∈ ∂B∗1 with z∗ 6∈ U we have that z∗(x) < 1. So, by
compactness, δ = max{1− z∗(x) : z∗ ∈ ∂B∗1 \ U} > 0. It now follows that

hn(x)− h(x) = −x∗n(x) + x∗(x) = 1− x∗n(x) ≥ δ > 0

for all n, which contradicts hn → h. This shows that ψ is continuous bijection, and hence a homeo-

morphism, as V
h

is compact and B∗1 is Hausdorff.
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More generally, one can consider product spaces V =
∏r
i=1 Vi with norm ‖x‖V = maxri=1 ‖vi‖i,

where each (Vi, ‖ · ‖i) is a finite dimensional normed space with a smooth, strictly convex, norm. In
that case we have by [36, Theorem 2.10] that the horofunctions of V are given by

h(v) = max
j∈J

(hξ∗j (vj)− αj), (4.16)

where J ⊆ {1, . . . , r} nonempty, minj∈J αj = 0, ξ∗j ∈ V ∗j with ‖ξ∗j ‖ = 1, and hξ∗j (vj) = −ξ∗j (vj).
One can use similar ideas as the ones in Section 3 to show that the horofunction compactification

is homeomorphic to the closed unit dual ball of V . Indeed, one can define a map ϕV : V
h → B∗1 as

follows. For v ∈ V let

ϕV (v) =
1∑r

i=1 e
‖vi‖i + e−‖vi‖i

(
r∑
i=1

(e‖vi‖i − e−‖vi‖i)p(v∗i )

)
,

and ϕV (0) = 0. Here p(v∗i ) = (0, . . . , 0, v∗i , 0, . . . , 0) and v∗i is the unique functional such that
v∗i (vi) = ‖vi‖i and ‖v∗i ‖i = 1, if vi 6= 0, and we set p(v∗i ) = 0, if vi = 0. For a horofunction h given
by (4.16) we define

ϕV (h) =
1∑

j∈J e
−αj

∑
j∈J

e−αjp(ξ∗j )

 .

Following the same line of reasoning as in Section 3 one can prove that ϕV is a homeomorphism.

The connection between the global topology of the horofunction compactification and the dual
unit ball seems hard to establish for general finite dimensional normed spaces, and might not even
hold. In the settings discussed in this paper all horofunctions are Busemann points, but there are
normed spaces with horofunctions that are not Busemann, see [47]. It could well be the case that
the horofunction compactification of these spaces is not homeomorphic to the closed unit dual ball,
but no counter example is known at present.

5 Hilbert geometries

In this section we study global topology and geometry of the horofunction compactification of certain
Hilbert geometries. Recall that the Hilbert distance is defined as follows. Let A be a real finite
dimensional affine space. Consider a bounded, open, convex set Ω ⊆ A. For x, y ∈ Ω, let `xy denote
the straight-line through x and y in A, and denote the points of intersection of `xy and ∂Ω by x′ and
y′, where x is between x′ and y, and y is between x and y′, as in Figure 1.
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Figure 1: Hilbert distance

On Ω the Hilbert distance is defined by

ρH(x, y) = log
( |x′ − y|
|x′ − x|

|y′ − x|
|y′ − y|

)
(5.1)
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for all x 6= y in Ω, and ρH(x, x) = 0 for all x ∈ Ω. The metric space (Ω, ρH) is called the Hilbert
geometry on Ω.

These metric spaces generalise Klein’s model of hyperbolic space and have a Finsler structure, see
[43, 44]. In our analysis we will work with Birkhoff’s version of the Hilbert metric, which is defined
on a cone in an order-unit space in terms of its partial ordering. This provides a convenient way
to work with the Hilbert distance and its Finsler structure. In the next subsection we will recall
the basic concepts involved in our analysis. Throughout we will follow the terminology used in [38,
Chapter 2], which contains a detailed discussion of Hilbert geometries and some their applications.
We refer the reader to [44] for a comprehensive account of the theory of Hilbert geometries.

5.1 Preliminaries and Finsler structure

Let (V, V+, u) be a finite dimensional order-unit space. So V+ is a closed cone in V with u ∈ intV+.
Recall that the cone V+ induces a partial ordering on V by x ≤ y if y − x ∈ V+, see Section 4.1. For
x ∈ V and y ∈ V+, we say that y dominates x if there exist α, β ∈ R such that αy ≤ x ≤ βy. In that
case, we write

M(x/y) = inf{β ∈ R : x ≤ βy}
and

m(x/y) = sup{α ∈ R : αy ≤ x}.
By the Hahn-Banach theorem, x ≤ y if and only if ψ(x) ≤ ψ(y) for all ψ ∈ V ∗+ = {ϕ ∈

V ∗ : ϕ positive}, which is equivalent to ψ(x) ≤ ψ(y) for all ψ ∈ S(V ). Using this fact, it easy to
verify that for each x ∈ V and y ∈ intV+ we have

M(x/y) = sup
ψ∈S(V )

ψ(x)

ψ(y)
and m(x/y) = inf

ψ∈S(V )

ψ(x)

ψ(y)
.

We also note that if A ∈ GL(V ) is a linear automorphism of V+, i.e., A(V+) = V+, then x ≤ βy
if, and only if, Ax ≤ βAy. It follows that M(Ax/Ay) = M(x/y) and m(x/y) = m(Ax/Ay).

If w ∈ intV+, then w dominates each x ∈ V , and we define

|x|w = M(x/w)−m(x/w).

One can verify that | · |w is a semi-norm on V , see [38, Lemma A.1.1], and a genuine norm on the
quotient space V/Rw, as |x|w = 0 if and only if x = λw for some λ ∈ R.

Clearly, if x, y ∈ V are such that y = 0 and y dominates x, then x = 0, as V+ is a cone. On the
other hand, if y ∈ V+ \ {0}, and y dominates x, then M(x/y) ≥ m(x/y). The domination relation
yields an equivalence relation on V+ by x ∼ y if y dominates x and x dominates y. The equivalence
classes are called the parts of V+. As V+ is closed, one can check that {0} and intV+ are parts of V+.
The parts of a finite dimensional cone are closely related to its faces. Indeed, if V+ is the cone of a
finite dimensional order-unit space, then it can be shown that the parts correspond to the relative
interiors of the faces of V+, see [38, Lemma 1.2.2]. Recall that a face of a convex set S ⊆ V is a
subset F of S with the property that if x, y ∈ S and λx + (1 − λ)y ∈ F for some 0 < λ < 1, then
x, y ∈ F .

It is easy to verify that if x, y ∈ V+ \ {0}, then x ∼ y if, and only if, there exist 0 < α ≤ β such
that αy ≤ x ≤ βy. Furthermore, if x ∼ y, then

m(x/y) = sup{α > 0: y ≤ α−1x} = M(y/x)−1. (5.2)

Birkhoff’s version of the Hilbert distance on V+ is defined as follows:

dH(x, y) = log
(M(x/y)

m(x/y)

)
= logM(x/y) + logM(y/x) (5.3)
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for all x ∼ y with y 6= 0, dH(0, 0) = 0, and dH(x, y) =∞ otherwise.
Note that dH(λx, µy) = dH(x, y) for all x, y ∈ V+ and λ, µ > 0, so dH is not a distance on V+.

It is, however, a distance between pairs of rays in each part of V+. In particular, if ϕ : V → R is a
linear functional such that ϕ(x) > 0 for all x ∈ V+ \ {0}, then dH is a distance on

ΩV = {x ∈ intV+ : ϕ(x) = 1},

which is a (relatively) open, bounded, convex set, see [38, Lemma 1.2.4]. Moreover, the following
holds, see [38, Proposition 2.1.1 and Theorem 2.1.2].

Theorem 5.1. (ΩV , dH) is a metric space and dH = ρH on ΩV .

It is worth noting that any Hilbert geometry can be realised as (ΩV , dH) for some order-unit
space V and strictly positive linear functional ϕ.

A Hilbert geometry (ΩV , dH) has a Finsler structure, see [43]. Indeed, if one defines the length
of a piecewise C1-smooth path γ : [0, 1]→ ΩV by

L(γ) =

∫ 1

0
|γ′(t)|γ(t)dt,

then
dH(x, y) = inf

γ
L(γ), (5.4)

where the infimum is taken over all piecewise C1-smooth paths in ΩV with γ(0) = x and γ(1) = y.
So for Hilbert geometries Problem 1.1 can be formulated more explicitly as follows.

Problem 5.2. Let (V, V+, u) be a finite dimensional order-unit space and ϕ : V → R be a linear
functional with ϕ(x) > 0 for all x ∈ V+ \ {0} and ϕ(u) = 1. For which Hilbert geometries (ΩV , dH)

does there exists a homeomorphism from the horofunction compactification Ω
h
V with basepoint u onto

the closed dual unit ball B∗1 of | · |u on V/Ru, which maps each part of the horofunction boundary
onto the relative interior of a boundary face of B∗1?

It should be noted that in the case of Hilbert geometries the unit ball {x ∈ V/Rw : |x|w ≤ 1} in
the tangent space at w ∈ ΩV may have a different facial structure for different w. This phenomenon
appears frequently in the case where ΩV is a polytope.

This problem, however, does not arise in the spaces we analyse here. Indeed, we will consider
order-unit spaces (V, V+, u), where V is a Euclidean Jordan algebra of rank r, V+ is the cone of
squares, and u is the algebraic unit. So intV+ is a symmetric cone and Isom(ΩV ) acts transitively
on ΩV . Throughout we will take ϕ : V → R with ϕ(x) = 1

r tr(x), which is a state and

ΩV = {x ∈ intV+ : ϕ(x) = 1} = {x ∈ intV+ : tr(x) = r}.

In that case we call (ΩV , dH) a symmetric Hilbert geometry. A prime example is

ΩV = {A ∈ Hermn(C) : tr(A) = n and A positive definite}.

In a symmetric Hilbert geometry the distance can be expressed in terms of the spectrum. Indeed,
we know that for x ∈ V invertible, the quadratic representation Ux : V → V is a linear automorphism
of V+, see [24, Proposition III.2.2]. Moreover, U−1

x = Ux−1 and Ux−1/2x = u. Furthermore, for x ∈ V
we have that

M(x/u) = inf{λ : x ≤ λu} = maxσ(x) and m(x/u) = sup{λ : λu ≤ x} = minσ(x),
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so that |x|u = maxσ(x)−minσ(x). Also for x, y ∈ intV+ we have that

logM(x/y) = logM(Uy−1/2x/u) = log maxσ(Uy−1/2x) = maxσ(logUy−1/2x)

and
logM(y/x) = logm(x/y)−1 = − logm(Uy−1/2x/u) = −minσ(logUy−1/2x).

It follows that

dH(x, y) = logM(x/y) + logM(y/x) = | logUy−1/2x|u = diamσ(logUy−1/2x) for all x, y ∈ intV+.

Moreover, for each w ∈ ΩV we have that

|x|w = M(x/w)−m(x/w) = M(Uw−1/2x/u)−m(Uw−1/2x/u) = |Uw−1/2x|u for all x ∈ V,

which shows that the facial structure of the unit ball in each tangent space is identical, as Uw−1/2 is
an invertible linear map.

By using the Jordan algebra structure there is a direct way to show that a symmetric Hilbert
geometry has a Finsler structure.

Proposition 5.3. If (ΩV , dH) is a symmetric Hilbert geometry, then for each x, y ∈ ΩV we have that
dH(x, y) = inf L(γ), where the infimum is taken over all piecewise C1-smooth paths γ : [0, 1] → Ω
with γ(0) = x and γ(1) = y, and

L(γ) =

∫ 1

0
|γ′(t)|γ(t)dt.

Proof. Let γ : [0, 1]→ ΩV be a piecewise C1-path with γ(0) = x and γ(1) = y. We have

dH(x, y) = logM(y/x)− logm(y/x)

= max
ψ∈S(V )

log
ψ(y)

ψ(x)
− min
ψ∈S(V )

log
ψ(y)

ψ(x)

= max
ψ∈S(V )

∫ 1

0

d

dt
logψ(γ(t))dt− min

ψ∈S(V )

∫ 1

0

d

dt
logψ(γ(t))dt

= max
ψ∈S(V )

∫ 1

0

ψ(γ′(t))

ψ(γ(t))
dt− min

ψ∈S(V )

∫ 1

0

ψ(γ′(t))

ψ(γ(t))
dt

≤
∫ 1

0
max
ψ∈S(V )

ψ(γ′(t))

ψ(γ(t))
dt−

∫ 1

0
min

ψ∈S(V )

ψ(γ′(t))

ψ(γ(t))
dt

=

∫ 1

0
M(γ′(t)/γ(t))−m(γ′(t)/γ(t))dt

=

∫ 1

0
|γ′(t)|γ(t)dt.

Now let x, y ∈ ΩV and consider the C1-smooth path σ in C◦ given by,

σ(t) = Ux1/2(Ux−1/2y)t for 0 ≤ t ≤ 1.

Note that σ(0) = Ux1/2u = x and σ(1) = y. Define

µ(t) =
σ(t)

ϕ(σ(t))
for all 0 ≤ t ≤ 1.
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So, µ is a C1-smooth path connecting x and y in ΩV . A direct calculation gives

µ′(t) =
σ′(t)

ϕ(σ(t))
− ϕ(σ′(t))

ϕ(σ(t))2
σ(t) for 0 ≤ t ≤ 1.

We also have that Uµ(t)−1/2 = ϕ(σ(t))Uσ(t)−1/2 for 0 ≤ t ≤ 1, which implies

Uµ(t)−1/2µ′(t) = Uσ(t)−1/2σ′(t)−
ϕ(σ′(t))

ϕ(σ(t))
u. (5.5)

Furthermore
σ′(t) = Ux1/2((Ux−1/2y)t log(Ux−1/2y)) for 0 ≤ t ≤ 1.

Write z = Ux−1/2y and let z =
∑r

i=1 λipi be the spectral decomposition of z. Then zt =
∑r

i=1 λ
t
ipi

and log z =
∑r

i=1(log λi)pi, and hence

zt log z =

r∑
i=1

(λti log λi)pi. and Uz−t/2(zt log z) = log z.

From (5.5) we get that

M(µ′(t)/µ(t))−m(µ′(t)/µ(t)) = M(Uµ(t)−1/2µ′(t)/u)−m(Uµ(t)−1/2µ′(t)/u)

= M(Uσ(t)−1/2σ′(t)/u)−m(Uσ(t)−1/2σ′(t)/u).

It follows that

M(µ′(t)/µ(t))−m(µ′(t)/µ(t)) = M(σ′(t)/σ(t))−m(σ′(t)/σ(t))

= M(Ux−1/2σ′(t)/Ux−1/2σ(t))−m(Ux−1/2σ′(t)/Ux−1/2σ(t))

= M(zt log z/zt)−m(zt log z/zt)

= M(log z/u)−m(log z/u)

= logM(Ux−1/2y/u)− logm(Ux−1/2y/u)

= logM(y/x)− logm(y/x).

We conclude that

L(µ) =

∫ 1

0
logM(y/x)− logm(y/x)dt = dH(x, y),

which completes the proof.

5.2 Horofunctions of symmetric Hilbert geometries

The main objective is to confirm Problem 5.2 for symmetric Hilbert geometries. To describe the
homeomorphism, we recall the description of the horofunction compactification of symmetric Hilbert
geometries given in [37, Theorem 5.6].

Theorem 5.4. The horofunctions of a symmetric Hilbert geometry (ΩV , dH) are precisely the func-
tions h : ΩV → R of the form

h(x) = logM(y/x) + logM(z/x−1) for x ∈ ΩV , (5.6)

where y, z ∈ ∂V+ are such that ‖y‖u = ‖z‖u = 1 and (y|z) = 0.
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It follows from the proof of [37, Theorem 5.6] that all horofunctions are in fact Busemann points.
Indeed, if y and z have spectral decompositions

y =
∑
i∈I

λipi and z =
∑
j∈J

µjpj ,

where I, J ⊂ {1, . . . , r} are nonempty and disjoint, and p1, . . . , pr is a Jordan frame, then the sequence
(yn) ∈ intV+ given by,

yn =
∑
i∈I

λipi +
∑
j∈J

1

n2µj
pj +

∑
k 6∈I∪J

1

n
pk,

has the property that yn → y, y−1
n /‖y−1

n ‖u → z and hyn → h, where h is as in (5.6). Note that if we
let vn = yn/ϕ(yn) ∈ ΩV , then hvn(z) = hyn(z) for all z ∈ ΩV , so hvn → h.

Also note that for n,m ≥ 1,

U
y
−1/2
n

ym =
∑
i∈I

pi +
∑
j∈J

n2

m2
pj +

∑
k 6∈I∪J

n

m
pk.

This implies that for each n ≥ m ≥ 1,

M(ym/yn) = M(U
y
−1/2
n

ym/u) = ‖U
y
−1/2
n

ym‖u = n2/m2,

so that logM(ym/yn) = 2 log n− 2 logm. Moreover, logM(yn/ym) = log 1 = 0 for all n ≥ m ≥ 1. It
follows that

dH(vn, vm) + dH(vm, v1) = dH(yn, ym) + dH(ym, y1) = dH(yn, y1) = dH(vn, v1)

for all n ≥ m ≥ 1. Thus, (vn) is an almost geodesic sequence in ΩV , and hence each horofunction in

Ω
h
V is a Busemann point.

To identify the parts and describe the detour distance we need the following general lemma.

Lemma 5.5. Let (V, V+, u) be a finite dimensional order-unit space. If v ∈ ∂V+\{0} and wn ∈ intV+

with wn+1 ≤ wn for all n ≥ 1 and wn → w ∈ ∂V+ \ {0}, then

lim
n→∞

M(v/wn) =

[
M(v/w) if w dominates v
∞ otherwise.

Proof. Set λn = M(v/wn) for n ≥ 1. Then for n ≥ m ≥ 1 we have that 0 ≤ λnwn − v ≤ λnwm − v.
This implies that λm ≤ λn for all m ≤ n, and hence (λn) is monotonically increasing.

Now suppose that λ = M(v/w) < ∞, i.e., w dominates v. Then 0 ≤ λw − v ≤ λwn − v, and
hence λn ≤ λ for all n. This implies that λn → λ∗ ≤ λ < ∞. As 0 ≤ λnwn − v for all n and V+ is
closed, we know that limn→∞ λnwn− v = λ∗w− v ∈ V+. So λ∗ ≥ λ, and hence λ∗ = λ. We conclude
that if w dominates v, then limn→∞M(v/wn) = M(v/w).

On the other hand, if w does not dominate v, then

λw − v 6∈ V+ for all λ ≥ 0. (5.7)

Assume, by way of contradiction, that (λn) is bounded. Then λn → λ∗ <∞, since (λn) is increasing,
and λnwn−v → λ∗w−v ∈ V+, as V+ is closed. This contradicts (5.7), and hence λn = M(v/wn)→∞,
if w does not dominate v.
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Before we identify the parts in ∂Ω
h
V and the detour distance, it is useful to recall the following

fact:
M(x/y) = M(y−1/x−1) for all x, y ∈ intV+,

if intV+ is a symmetric cone, see [39, Section 2.4].

Proposition 5.6. Let (ΩV , dH) be a symmetric Hilbert geometry and h, h′ ∈ ∂Ω
h
V with

h(x) = logM(y/x) + logM(z/x−1)

and
h′(x) = logM(y′/x) + logM(z′/x−1)

for x ∈ ΩV . The following assertions hold:

(i) h and h′ are in the same part if and only if y ∼ y′ and z ∼ z′.

(ii) If h and h′ are in the same part, then δ(h, h′) = dH(y, y′) + dH(z, z′).

Proof. Consider the spectral decompositions: y =
∑

i∈I λipi, z =
∑

j∈J µjpj , y
′ =

∑
i∈I′ αiqi, and

z′ =
∑

j∈J ′ βjqj . Set

yn =
∑
i∈I

λipi +
∑
j∈J

1

n2µj
pj +

∑
k 6∈I∪J

1

n
pk

and

wn =
∑
i∈I′

αiqi +
∑
j∈J ′

1

n2βj
qj +

∑
k 6∈I′∪J ′

1

n
qk.

Then hyn → h and hwn → h′ by the proof of [37, Theorem 5.6].
For all n ≥ 1 large we have that ‖wn‖u = ‖y′‖u = 1, so that

dH(wn, u) = logM(wn/u) + logM(u/wn) = log ‖wn‖u + logM(w−1
n /u) = log ‖w−1

n ‖u.

Now set vn = w−1
n /‖w−1

n ‖u and note that by (2.2),

H(h′, h) = lim
n→∞

dH(wn, u) + h(wn)

= lim
n→∞

log ‖w−1
n ‖u + logM(y/wn) + logM(z/w−1

n )

= lim
n→∞

logM(y/wn) + logM(z/v−1
n ).

Clearly wn+1 ≤ wn and wn → y′. Also

w−1
n =

∑
i∈I′

α−1
i qi +

∑
j∈J ′

n2βjqj +
∑

k 6∈I′∪J ′
nqk.

So, for all n ≥ 1 large, we have that ‖w−1
n ‖u = n2, as maxj∈J βj = ‖z′‖u = 1. It follows that

vn =
∑
i∈I′

1

n2αi
qi +

∑
j∈J ′

βjqj +
∑

k 6∈I′∪J ′

1

n
qk

for all n ≥ 1 large. So, vn+1 ≤ vn for all n ≥ 1 large and vn → z′. It now follows from Lemma 5.5
that H(h′, h) =∞ if y′ does not dominate y, or, z′ does not dominate z. Moreover, if y′ dominates
y, and, z′ dominates z, then H(h′, h) = logM(y/y′) + logM(z/z′).

Interchanging the roles between h and h′ we find that H(h, h′) = ∞ if y does not dominate y′,
or, z does not dominate z′, and H(h, h′) = logM(y′/y) + logM(z′/z), otherwise. Thus, δ(h, h′) =
dH(y, y′) + dH(z, z′) if and only if y ∼ y′ and z ∼ z′, and δ(h, h′) =∞ otherwise.
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5.3 The homeomorphism

Let us now define a map ϕH : Ω
h
V → B∗1 , where B∗1 is the unit ball of the dual norm of | · |u on V/Ru.

For x ∈ ΩV let

ϕH(x) =
x

tr(x)
− x−1

tr(x−1)
,

and for h ∈ ∂Ω
h
V given by (5.6) let

ϕH(h) =
y

tr(y)
− z

tr(z)
.

We will prove the following theorem in the sequel.

Theorem 5.7. If (ΩV , dH) is a symmetric Hilbert geometry, then the map ϕH : Ω
h
V → B∗1 is a

homeomorphism which maps each part of ∂Ω
h
V onto the relative interior of a boundary face of B∗1 .

We first analyse the dual unit ball B∗1 of | · |u and its facial structure. The following fact, see also
[39, Section 2.2], will be useful.

Lemma 5.8. Given an order-unit space (V, V+, u), the norm |·|u on V/Ru coincides with the quotient
norm of 2‖ · ‖u on V/Ru.

Proof. Denote the quotient norm of 2‖ · ‖u on V/Ru by ‖ · ‖q. Then

‖x‖q = 2 inf
µ∈R
‖x− µu‖u

= 2 inf
µ∈R

max
ϕ∈S(V )

|ϕ(x)− µ|

= 2 inf
µ∈R

max{ max
ϕ∈S(V )

(ϕ(x))− µ, max
ϕ∈S(V )

(−ϕ(x)) + µ}

= max
ϕ∈S(V )

(ϕ(x)) + max
ϕ∈S(V )

(−ϕ(x))

= |x|u

for all x ∈ V/Ru, as infµ∈R max{a− µ, b+ µ} = (a+ b)/2 for all a, b ∈ R.

Recall that in a Euclidean Jordan algebra V each x can be written in a unique way as x = x+−x−,
where x+ and x− are orthogonal elements in V+, see [4, Proposition 1.28]. This is called the orthogonal
decomposition of x. Let

Ru⊥ = {x ∈ V : (u|x) = 0} = {x ∈ V : tr(x+) = tr(x−)}.

It follows from Lemma 5.8 that

(V/Ru, | · |u)∗ = (Ru⊥,
1

2
‖ · ‖∗u).

So the dual unit ball B∗1 in Ru⊥ is given by

B∗1 = 2conv(S(V ) ∪ −S(V )) ∩ Ru⊥,

see [3, Theorem 1.19], and its (closed) boundary faces are precisely the nonempty sets of the form,

Ap,q = 2conv ((Up(V ) ∩ S(V )) ∪ (Uq(V ) ∩ −S(V ))) ∩ Ru⊥,

where p and q are orthogonal idempotents, see [17, Theorem 4.4].
To prove Theorem 5.7 we collect a number of preliminary results.
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Lemma 5.9. For each x ∈ ΩV we have that ϕH(x) ∈ intB∗1 , and for each h ∈ ∂Ω
h
V we have that

ϕH(h) ∈ ∂B∗1 .

Proof. Let x =
∑r

i=1 λipi ∈ ΩV , so λi > 0 for all i. Note that (u|ϕH(x)) = 1 − 1 = 0 and hence
ϕH(x) ∈ Ru⊥. Given −u ≤ z ≤ u, we have the Peirce decomposition of z with respect to the frame
p1, . . . , pr,

z =
r∑
i=1

σipi +
∑
i<j

zij

with −1 = −(u|pi) ≤ σi = (z|pi) ≤ (u|pi) = 1. As this is an orthogonal decomposition we have that

(z|ϕH(x)) =
1∑r
j=1 λj

(
r∑
i=1

λiσi

)
− 1∑r

j=1 λ
−1
j

(
r∑
i=1

λ−1
i σi

)

=

r∑
i=1

σi

(
λi∑r
j=1 λj

−
λ−1
i∑r

j=1 λ
−1
j

)

<

r∑
i=1

(
λi∑r
j=1 λj

)
+

r∑
i=1

(
λ−1
i∑r

j=1 λ
−1
j

)
= 2.

This implies that 1
2‖ϕH(x)‖∗u = 1

2 sup−u≤z≤u(z|ϕH(x)) < 1, and hence ϕH(x) ∈ intB∗1 .
To prove the second assertion let h be a horofunction given by h(x) = logM(y/x)+logM(z/x−1),

where ‖y‖u = ‖z‖u = 1 and (y|z) = 0. Write y =
∑

i∈I αiqi and z =
∑

j∈J βjqj . If we now let
qI =

∑
i∈I qi and qJ =

∑
j∈J qj , then −u ≤ qI − qJ ≤ u and

‖ϕH(h)‖∗u ≥
1

2
(qI − qJ |ϕH(h)) = (1 + 1)/2 = 1.

Moreover, for each −u ≤ w ≤ u we have that

|(w|ϕH(h))| ≤ |(w|y/tr(y))|+ |(w|z/tr(z))| ≤ (u|y/tr(y)) + (u|z/tr(z)) = 2.

Combining the inequalities shows that ϕH(h) ∈ ∂B∗1 .

To prove injectivity of ϕH on ΩV we need the following lemma, which is similar to Lemma 3.7.

Lemma 5.10. Let µi : Rr → R, for i = 1, 2, be given by

µ1(x) =

r∑
i=1

exi and µ2(x) =

r∑
i=1

e−xi for x ∈ Rr,

and let g : x 7→ logµ1(x) + log µ2(x). If x, y ∈ Rr are such that y 6= x+ c(1, . . . , 1) for all c ∈ R, then
∇g(x) 6= ∇g(y).

Proof. For 0 < t < 1, p = 1/t and q = 1/(1− t) we have, by Hölder’s inequality, that

µ1(tx+ (1− t)y) =
∑
i

etxie(1−t)yi ≤

(∑
i

exi

)1/p(∑
i

eyi

)1/q

= µ1(x)tµ1(y)1−t,

and we have equality if and only if there exists a C1 > 0 such that eyi = (e(1−t)yi)q = C1(etxi)p = C1e
xi

for all i, which is equivalent to yi = xi + c1 for all i.
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Likewise,
µ2(tx+ (1− t)y) = µ2(x)tµ2(y)1−t

and we have equality if and only if yi = xi + c2 for all i.
It follows that g : x 7→ logµ1(x) + log µ2(x) satisfies

g(tx+ (1− t)y) ≤ tg(x) + (1− t)g(y)

for x, y ∈ Rr and 0 < t < 1. Moreover, we have equality if, and only if, there exists c ∈ R such that
yi = xi + c for all i. this implies that if x, y ∈ Rr are such that y 6= x+ c(1, . . . , 1) for all c ∈ R, then
g(x)− g(y) > ∇g(y) · (x− y) and g(y)− g(x) > ∇g(x) · (y − x). So,

0 > (∇g(y)−∇g(x)) · (x− y),

and hence ∇g(y) 6= ∇g(x).

Lemma 5.11. The map ϕH is injective on ΩV .

Proof. Suppose that ϕH(x) = ϕH(y), where x =
∑r

i=1 λipi and y =
∑r

i=1 µiqi in ΩV . Note that
0 < λi, µi for all i and (x|u) = tr(x) = r = tr(y) = (y|u). After possibly relabelling we can write

ϕH(x) =
r∑
i=1

(
λi∑r
j=1 λj

−
λ−1
i∑r

j=1 λ
−1
j

)
pi =

r∑
i=1

αipi

and

ϕH(y) =
r∑
i=1

(
µi∑r
j=1 µj

−
µ−1
i∑r

j=1 µ
−1
j

)
qi =

r∑
i=1

βiqi,

where α1 ≤ . . . ≤ αr and β1 ≤ . . . ≤ βr. By the spectral theorem (version 2) [24] we conclude that
αi = βi for all i.

Consider the injective map Log : intRr+ → Rr given by Log(τ) = (log τ1, . . . , log τr). Let ∆ =
{τ ∈ intRr+ :

∑r
i=1 τi = r}. The map ∇g ◦ Log is injective on ∆ by Lemma 5.10 and

∇g(Log(τ)) =

(
τ1∑r
i=1 τi

− τ−1
1∑r

i=1 τ
−1
i

, . . . ,
τr∑r
i=1 τi

− τ−1
r∑r

i=1 τ
−1
i

)
.

Letting λ = (λ1, . . . , λr) and µ = (µ1, . . . , µr), we have that λ, µ ∈ ∆ and

∇g(Log(λ)) = (α1, . . . , αr) = (β1, . . . , βr) = ∇g(Log(µ)),

so λ = µ.
As ∇g ◦ Log is injective on ∆, we also know that αk = αk+1 if and only if λk = λk+1. Likewise,

βk = βk+1 if and only if µk = µk+1. From the spectral theorem (version 1) [24] we now conclude that
x = y.

In the next couple of lemmas we show that ϕH is onto.

Lemma 5.12. The map ϕH maps ΩV onto intB∗1 .

Proof. Note that ΩV is an open set of the affine space {x ∈ V : tr(x) = r} which has dimension
dimV − 1. Also B∗1 ⊂ Ru⊥ has dimension dimV − 1. As ϕH is a continuous injection from ΩV

into intB∗1 by Lemmas 5.9 and 5.11, we know that ϕH(ΩV ) is a open subset of intB∗1 by Brouwer’s
invariance of domain theorem. We now argue by contradiction. So, suppose that ϕV (ΩV ) 6= intB∗1 .
Then there exists a w ∈ ∂ϕH(ΩV ) ∩ intB∗1 , as otherwise ϕH(ΩV ) is closed and open, which would
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imply that intB∗1 is the disjoint union of two nonempty open sets contradicting the connectedness of
intB∗1 . So let w ∈ ∂ϕH(ΩV ) ∩ intB∗1 and let (vn) in ΩV be such that ϕH(vn)→ w.

As ϕH is continuous on ΩV , we may assume that dH(vn, u)→∞. After taking a subsequence, we
may also assume that vn → v ∈ ∂ΩV . Now let yn = vn/‖vn‖u and set y = v/‖v‖u. Furthermore let
zn = y−1

n /‖y−1
n ‖u After taking subsequences we may assume that zn → z ∈ ∂V+ and yn → y ∈ ∂V+,

so ‖y‖u = ‖z‖u = 1. As yn • zn = u/‖y−1
n ‖u → 0, we find that y • z = 0, which implies that (y|z) = 0.

Using the spectral decomposition we write yn =
∑r

i=1 λ
n
i p

n
i and y =

∑
i∈I λipi where λi > 0 for

all i ∈ I. Likewise we let zn =
∑r

i=1 µ
n
i p

n
i and z =

∑
j∈J µjpj with µj > 0 for all j ∈ J . Note that

µni = (λni )−1/‖y−1
n ‖u.

Then

ϕh(vn) =

∑r
i=1 λ

n
i p

n
i∑r

k=1 λ
n
k

−
∑r

i=1(λni )−1pni∑r
k=1(λnk)−1

=

∑r
i=1 λ

n
i p

n
i∑r

k=1 λ
n
k

−
∑r

i=1 µ
n
i p

n
i∑r

k=1 µ
n
k

→
∑

i∈I λipi∑
k∈I λk

−
∑

j∈J µjpj∑
k∈J µj

= w.

Now let w∗ =
∑

i∈I pi −
∑

j∈J pj and note that −u ≤ w∗ ≤ u, as (y|z) = 0. We find that

1

2
‖w‖∗u ≥

1

2
(w|w∗) = (1 + 1)/2 = 1,

and hence w ∈ ∂B∗1 , which is a contradiction.

Lemma 5.13. The map ϕH maps ∂Ω
h
V onto ∂B∗1 .

Proof. We know from Lemma 5.9 that ϕH maps ∂Ω
h
V into ∂B∗1 . To prove that it is onto let w ∈ ∂B∗1 .

Then there exists a face, say

Ap,q = 2conv ((Up(V ) ∩ S(V )) ∪ (Uq(V ) ∩ −S(V ))) ∩ Ru⊥

where p and q are orthogonal idempotents, such that w is in the relative interior of Ap,q, as B∗1 is the
disjoint union of the relative interiors of its faces [46, Theorem 18.2]. So,

w =
∑
i∈I

αipi −
∑
j∈J

βjqj ,

where αi > 0 for all i ∈ I, βj > 0 for all j ∈ J , and
∑

i∈I αi +
∑

j∈J βj = 2. Moreover,
∑

i∈I pi = p
and

∑
j∈J qj = q.

As w ∈ Ru⊥, we have that 0 = (u|w) =
∑

i∈I αi −
∑

j∈J βj , and hence
∑

i∈I αi =
∑

j∈J βj = 1.
Put α∗ = maxi∈I αi and β∗ = maxj∈J βj . Furthermore, for i ∈ I set λi = αi/α

∗ and for j ∈ J set
µj = βj/β

∗. Then

w =

(∑
i∈I αipi∑
k∈I αk

)
−
(∑

j∈J βjqj∑
k∈J βk

)
=

(∑
i∈I λipi∑
k∈I λk

)
−
(∑

j∈J µjqj∑
k∈J µk

)
.

Note that 0 < λi ≤ 1 for all i ∈ I and maxi∈I λi = 1. Likewise, 0 < µj ≤ 1 for all j ∈ J and
maxj∈J βj = 1.

Now let y =
∑

i∈I λipi and z =
∑

j∈J µjqj . Then ‖y‖u = ‖z‖u = 1 and (y|z) = 0. Furthermore,
if we let h : ΩV → R be given by

h(x) = logM(y/x) + logM(z/x−1)

for x ∈ ΩV , then h is a horofunction by Theorem 5.4 and

ϕH(h) =

(∑
i∈I λipi∑
k∈I λk

)
−
(∑

j∈J µjqj∑
k∈J µk

)
= w.

This completes the proof.
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We already saw in Lemma 5.11 that ϕH is injective on ΩV . The next lemma shows that ϕH is

injective on Ω
h
V .

Lemma 5.14. The map ϕH : Ω
h
V → B∗1 is injective.

Proof. We know from Lemmas 5.11, 5.12 and 5.13 that ϕH is injective on ΩV , ϕH maps ΩV onto

intB∗1 , and ϕH(∂Ω
h
V ) ⊆ ∂B∗1 . So, to show that ϕH is injective on Ω

h
V , it remains to show that if

h, h′ ∈ ∂Ω
h
V and ϕH(h) = ϕH(h′), then h = h′.

Suppose that

h(x) = logM(y/x) + logM(z/x−1) and h′(x) = logM(y′/x) + logM(z′/x−1)

for all x ∈ ΩV . Then

ϕH(h) =
y

tr(y)
− z

tr(z)
=

y′

tr(y′)
− z′

tr(z′)
= ϕH(h′).

Using the fact that the orthogonal decomposition of an element in V is unique, see [4, Proposition
1.26], we conclude that

y

tr(y)
=

y′

tr(y′)
and

z

tr(z)
=

z′

tr(z′)
.

As ‖y‖u = ‖y′‖u, we get that tr(y) = tr(y′), and hence y = y′. Likewise, ‖z‖u = ‖z′‖u gives z = z′.
Thus, h = h′, which completes the proof.

5.4 Proof of Theorem 5.7

Before we prove Theorem 5.7, we recall some terminology from Jordan theory. For x, z ∈ V we let
[x, z] = {y ∈ Y : x ≤ y ≤ z}, which is called an order-interval. Given y ∈ V+ we let

face(y) = {x ∈ V+ : x ≤ λy for some λ ≥ 0}.

In a Euclidean Jordan algebra V every idempotent p satisfies

face(p) ∩ [0, u] = [0, p],

see [4, Lemma 1.39]. Also note that y ∼ y′ if and only if face(y) = face(y′).

Proof of Theorem 5.7. We know from the results in the previous subsection that ϕH : Ω
h
V → B∗1 is a

bijection, which is continuous on ΩV .

To prove continuity of ϕH on the whole of Ω
h
V we first show that if (vn) in ΩV is such that

hvn → h ∈ ∂Ω
h
V , then ϕH(vn) → ϕH(h). Let h(x) = logM(y/x) + logM(z/x−1) for x ∈ ΩV , where

‖y‖u = ‖z‖u = 1 and (y|z) = 0. For n ≥ 1 let yn = vn/‖vn‖u and note that ϕH(vn) = ϕH(yn) for
all n. Let wk = ϕH(vnk

), k ≥ 1 be a subsequence of (ϕH(vn)). We need to show that (wk) has a
subsequence that converges to ϕH(h).

As h is a horofunction and (ΩV , dH) is a proper metric space, we have that dH(vn, u) = dH(yn, u)→
∞ by Lemma 2.1. It follows that (ynk

) has a subsequence (ykm) with ykm → y′ ∈ ∂V+ and
zkm = y−1

km
/‖y−1

km
‖u → z′ ∈ V+. Note that as y ∈ ∂V+, we have that ‖y−1

km
‖u →∞. This implies that

y′ • z′ = lim
m→∞

ykm •
y−1
km

‖y−1
km
‖u

= lim
m→∞

u

‖y−1
km
‖u

= 0,
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which implies that (y′|z′) = 0 by [24, III, Exercise 3.3], and hence z′ ∈ ∂V+. Moreover, for each
x ∈ ΩV ,

lim
m→∞

hykm (x) = lim
m→∞

logM(ykm/x) + logM(x/ykm)− logM(ykm/u)− logM(u/ykm)

= lim
m→∞

logM(ykm/x) + logM(y−1
km
/x−1)− log ‖ykm‖u − logM(y−1

km
/u)

= lim
m→∞

logM(ykm/x) + logM(y−1
km
/x−1)− log ‖y−1

km
‖u

= lim
m→∞

logM(ykm/x) + logM(zkm/x
−1)

= logM(y′/x) + logM(z/x−1).

So, if we let h′(x) = logM(y′/x) + logM(z/x−1), then h′ is a horofunction by Theorem 5.4 and
hykm → h′. As h = h′, we know that δ(h, h′) = dH(y, y′) + dH(z, z′) = 0, and hence y = y′ and
z = z′. It follows that

ϕH(vkm) = ϕH(ykm) =
ykm

tr(ykm)
−

y−1
km

tr(y−1
km

)
→ y

tr(y)
− z

tr(z)
= ϕH(h).

Recall that ϕH maps ΩV into intB∗1 and ϕH maps ∂Ω
h
V into ∂B∗1 by Lemma 5.9. So, to prove

the continuity of ϕH it remains to show that if (hn) is a sequence in ∂Ω
h
V converging to h ∈ ∂Ω

h
V ,

then ϕH(hn)→ ϕH(h).
Let (ϕH(hnk

)) be a subsequence of (ϕH(hn)). We need to show that it has a subsequence
(ϕH(hkm)) converging to ϕH(h). We know there exists vm, wm ∈ ∂V+ with ‖vm‖u = ‖wm‖u = 1 and
(vm|wm) = 0 such that

hkm(x) = logM(vm/x) + logM(wm/x
−1)

for x ∈ ΩV . By taking a further subsequence we may assume that vm → v ∈ ∂V+ and wm → w ∈ ∂V+.
Then ‖v‖u = ‖w‖u = 1 and (v|w) = 0. Moreover,

logM(vm/x)→ logM(v/x) and logM(wm/x
−1)→ logM(w/x−1),

for each x ∈ ΩV , as y 7→M(y/x) is a continuous map on V , see [37, Lemma 2.2]. Thus, hkm → h∗ ∈
∂Ω

h
V , where

h∗(x) = logM(v/x) + logM(w/x−1),

by Theorem 5.4. As hn → h, we have that h = h∗. This implies that y = v and z = w, as otherwise
δ(h, h∗) 6= 0 by Proposition 5.6. Thus, vm → y and wm → z, and hence

ϕH(hkm) =
vm

tr(vm)
− wm

tr(wm)
→ y

tr(y)
− z

tr(z)
= ϕH(h).

This completes the proof of the continuity of ϕH .

Thus, ϕH is a continuous bijection from Ω
h
V onto B∗1 . As Ω

h
V is compact and B∗1 is Hausdorff, we

conclude that ϕH is a homeomorphism.
To complete the proof of the theorem it remains to show that ϕH maps each part onto the relative

interior of a boundary face of B∗1 . Let h(x) = logM(y/x) + logM(z/x−1) be a horofunction, where
y =

∑
i∈I λipi and z =

∑
j∈J µjpj with λi, µj > 0 for all i ∈ I and j ∈ J . Let pI =

∑
i∈I pi and

pJ =
∑

j∈J pj . As ϕH is surjective, it suffices to show that ϕH maps Ph into the relative interior of

ApI ,pJ = 2conv ((UpI (V ) ∩ S(V )) ∪ (UpJ (V ) ∩ −S(V ))) ∩ Ru⊥.

So, let h′ ∈ Ph where h′(x) = logM(y′/x) + logM(z′/x−1) for x ∈ ΩV . Then pI ∼ y ∼ y′ and
pJ ∼ z ∼ z′. Using the spectral decomposition write y′ =

∑
i∈I′ αiqi and z′ =

∑
j∈J ′ βjqj , where
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αi > 0 for all i ∈ I ′ and βj > 0 for all j ∈ J ′. Now let qI′ =
∑

i∈I′ qi and qJ ′ =
∑

j∈J ′ qj . It follows that
pI ∼ qI′ and pJ ∼ qJ ′ . So, face(pI) = face(qI′) and face(pJ) = face(qJ ′). As face(pI) ∩ [0, u] = [0, pI ]
and face(qI′)∩ [0, u] = [0, qI′ ] by [4, Lemma 1.39], we conclude that pI = qI′ . In the same way we get
that pJ = qJ ′ . As αi > 0 for all i ∈ I ′ and βj > 0 for all j ∈ J ′, we have that

ϕH(h′) =
y′

tr(y′)
− z′

tr(z′)

is in the relative interior of AqI′ ,qJ′ = ApI ,pJ .

6 Final remarks

It would be interesting to find a general class of simply connected smooth manifolds M with a Finsler
distance for which Problem 1.1 has a positive solution. A common feature of the spaces considered
in this paper is the property that the facial structure of the unit ball {x ∈ TbM : F (b, v) ≤ 1} is
the same for all b ∈ M . In particular, one could consider spaces where the dF -isometry group of M
acts transitively on M . This is the case for all normed spaces and the symmetric Hilbert geometries.
A second feature of the spaces considered here is that all horofunctions arise as limits of geodesics.
This property might be a useful further assumption to make.

Even if both these properties hold in a finite dimensional normed space or a Hilbert geometry, then
it is not clear how one can define a homeomorphism for these spaces, despite the fact that we know
all horofunctions by Walsh [47, 50]. What made things work in our settings was the Jordan algebra
structure and its associated spectral theory, which allowed us to give a more explicit description of
the horofunctions and the parts of the horofunction boundary that gave a clear link with the dual
norm.

It is also worth noting that if both M and the normed space (TbM, ‖ · ‖b) at the basepoint b have
a positive solution to Problem 1.1, then there exists a homeomorphism between the horofunction
compactifications of these spaces that maps parts onto parts. It would be interesting to know if this
connection exists more generally. More specifically, one can ask the following general question.

Problem 6.1. Suppose M is a simply connected smooth manifold with a Finsler distance, such that
the restriction of F to the tangent space TbM at b is a norm. When does there exist a homeomorphism
between the horofunction compactification of M with basepoint b and the horofunction compactification
of the normed space (TbM, ‖ · ‖b), which maps parts onto parts?

A solution to this problem would allow one to study the horofunction compactifications of these
manifolds by analysing the horofunction compactifications of finite dimensional normed spaces, which
might be easier.
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[36] B. Lemmens, A metric version of Poincaré’s theorem concerning biholomorphic inequivalence of domains,
arXiv:2002.11154v2, (2020).

[37] B. Lemmens, B. Lins, R. Nussbaum and M. Wortel, Denjoy-Wolff theorems for Hilbert’s and Thompson’s metric
spaces. J. Anal. Math. 134(2), (2018), 671–718.

[38] B. Lemmens and R. Nussbaum, Nonlinear Perron-Frobenius theory. Cambridge Tracts in Mathematics, 189. Cam-
bridge University Press, Cambridge, 2012.

[39] B. Lemmens, M. Roelands and M. Wortel, Hilbert and Thompson isometries on cones in JB-algebras. Math. Z.
292(3–4), (2019), 1511–1547.

[40] B. Lemmens and C. Walsh, Isometries of polyhedral Hilbert geometries. J. Topol. Anal. 3(2), (2011), 213–241.

[41] H. Miyachi, Extremal length boundary of the Teichmüller space contains non-Busemann points, Trans. Amer.
Math. Soc. 366(10) (2014), 5409–5430.

[42] J.R. Munkres, Topology, 2nd ed., Prentice-Hall, Inc., Upper Saddle River, N.J., 2000.

[43] R. D. Nussbaum, Finsler structures for the part metric and Hilbert’s projective metric and applications to ordinary
differential equations. Differential Integral Equations 7(5-6), (1994), 1649–1707.

[44] Handbook of Hilbert geometry. Edited by A. Papadopoulos and M. Troyanov. IRMA Lectures in Mathematics and
Theoretical Physics, 22. European Mathematical Society (EMS), Zürich, 2014.
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