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Abstract

Social networks can be vital in developing countries where institutions and markets are

missing or incomplete. Social networks can supplement markets that are not suitable for

people’s economic needs by sharing resources, shaping beliefs and transmitting information.

This thesis studies social networks in developing countries, which is important to find ef-

fective approaches to deal with the problems. The first chapter examines the peer effects

of religious groups on learning one’s own HIV status. This analysis is interesting because

religion substantially affects the lives of people in sub-Saharan Africa and there could be

peer effects within religious groups which drive behaviour including stigma. It is important

to understand these in order to design policies to overcome stigma. I use exogenous variation

from randomised incentives to learn test results in rural Malawi (Thornton, 2008) to address

difficulties in disentangling peer effects from other effects. I find that the proportion of reli-

gious group learning their HIV results increases the probability of a group member’s finding

out their HIV test results. The second chapter studies peer effects on subjective expectations

of HIV. Subjective expectations significantly influence health behaviours and play a crucial

role in health outcomes by inducing take-up of preventive health behaviours and avoidance

of risky behaviours. I use data from Delavande and Kohler (2009) which collected subjective

expectation on one’s own HIV status by easy visual methods in rural Malawi. The results

show significant and positive peer effects on one’s own subjective likelihood of HIV infec-

tion. The third chapter explores the effect of rainfall shock on within-village extended family

networks. Within-village extended family networks, and the interactions within these net-
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works, play an important role in risk and resource sharing. The influences of rainfall shocks

– measured as absolute deviation from long-term average – on the structure of within-village

extended family networks in rural Mexico are examined. In villages where reduction in in-

comes is implied due to rainfall shocks, extended family networks have smaller degree and

size. However, these negative effects are countervailed by cash transfers. Possible expla-

nations for these results are the decrease of females leaving their households for marriage

in control group and reduced work migration in treatment group with cash transfers. The

findings in this thesis emphasise the importance of social networks in developing countries

in terms of behaviour, belief and risk-sharing.
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Chapter 1

Introduction

Social networks can be vital in developing countries where institutions and markets are miss-

ing or incomplete (Breza et al., 2019). Social networks can supplement markets that are not

suitable for people’s economic needs by sharing resources, shaping beliefs and transmitting

information. In developing countries, where the provision of essential health products and

formal institutions is sub-optimal, social networks can be important for adopting health

products or reacting to economic risks. Therefore, the economics of networks has emerged

as one of the powerful approaches to addressing issues threatening economic development

in developing countries, such as public health problems and weather events (Kohler et al.,

2007; Angelucci et al., 2009; Godlonton and Thornton, 2012; Kinnan et al., 2012; Corno

et al. 2020). Social networks can help or hinder the effectiveness of different policy inter-

ventions. For example, health interventions with information provision via social networks

can be an effective method for HIV prevention when friends and family members are the

sole sources of information in developing regions (Dupas, 2011; Hoffman, 2017). However,

social stigma prevalent among social networks is an obstacle to scaling up HIV testing in

sub-Saharan Africa (Novignon et al., 2014). Studying networks in developing countries is

therefore important to find effective approaches to deal with the problems. This thesis stud-

ies the incentives to obtain HIV test results, the formation of health beliefs and extended
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family network characteristics to study the effect and characteristics of social networks in

terms of economic development and peer effects.

The first chapter examines the peer effects of religious groups on learning about HIV

status. Religion substantially affects the lives of people in sub-Saharan Africa through high

participation in religious activities and trust in religious leaders. Thus, religious groups play

a significant role in this region. Furthermore, religious lessons related to health behaviours,

often prescriptive, could be shared through religious group members and generate homoge-

nous health behaviours. For instance, the Catholic Church has been opposed to condom use,

notwithstanding their importance for offering protection against the spread of HIV. Stigma

has been considered an obstacle in promoting HIV tests in sub-Saharan Africa. Religious

leaders could have reinforced the stigma against HIV and disincentivised HIV testing by

spreading messages within religious groups. Therefore, the first chapter examines the peer

effects of religious groups on decisions to learn HIV test results, which might be a possible

approach to overcoming stigma. In the experiment conducted by Thornton (2008) in rural

Malawi, monetary incentives for an individual to learn about their test results are randomly

assigned. This study used exogenous variation from these randomised incentives to address

difficulties in disentangling peer effects from other effects, such as similar characteristics of

group members. The results reveal a one-percentage-point increase in the proportion of a

religious group learning HIV results increases the probability of finding out about HIV test

results by 0.23 percentage points. This finding suggests the possibility of exploiting religious

networks for scaling up HIV testing in sub-Saharan Africa.

The second chapter studies peer effects on subjective expectations of HIV. Subjective ex-

pectations significantly influence health behaviours and play a crucial role in health outcomes

by inducing take-up of preventive health behaviours and avoidance of risky behaviours. For

example, downward (upward) revisions in subjective beliefs about HIV infection increased

(decreased) risky behaviour (Gerrard et al., 1996; Paula et al., 2014). In developing coun-

tries, where people lack health services and education, social networks are potentially the
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critical sources of information affecting health beliefs and expectations. However, an indi-

vidual’s subjective expectations of their HIV infection might be formed through incorrect

health knowledge based on social norms or traditions. Thus, estimating peer effects on

the subjective likelihood of HIV infection with relevant subjective expectation data could

be important. I use data from Delavande and Kohler (2009), using visual tools and easy

methods to collect subjective expectations precisely in rural Malawi. Estimations using this

data exploit the variation of randomised monetary incentives offered from HIV testing to

identify peer effects apart from other unobservable factors. The results show significant and

positive peer effects on individuals’ subjective likelihood of current and future HIV infection.

Furthermore, peer effects are larger for those who learned of their HIV test results. These

findings emphasise the importance of social networks for correcting the overestimation of

HIV risk and the need to promote HIV testing.

Finally, the third chapter explores within-village extended family networks and rainfall

shock. Studies suggested strategic network formation through marriage or migration for risk-

sharing as a coping mechanism in developing countries for risk (Rosenzweig and Stark, 1989;

Henry et al., 2004; Puente et al., 2015). Within-village extended family networks, and the

structure of interactions within these networks, play an important role in risk and resource

sharing. However, not many studies explored how extended family networks are affected by

income shocks. This chapter studies the influence of rainfall shocks – measured as absolute

deviation from long-term average rainfall – on the structure of within-village extended family

networks in rural Mexico. In villages where a reduction in agricultural incomes is implied

due to rainfall shocks, extended family networks are likely to have smaller degree and size.

However, within treatment villages with cash transfers, these effects of rainfall shocks on

degree and size are countervailed. Possible explanations for these effects are decreased split

households implied by a reduction in females leaving their household for marriage in the

control group and reduced work migration in the treatment group after rainfall shocks,

suggesting that cash transfers influence the structure of these networks.
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Chapter 2

Peer effects of religious groups upon

learning HIV status

2.1 Introduction

HIV testing is a vital component of any HIV control policy, yet widespread social stigma is

thought to constrain voluntary testing by individuals (Novignon et al., 2014). Thus, it is

critical to understand the drivers of such stigma to identify effective solutions to scale up HIV

testing. Religion significantly affects the lives of people in sub-Saharan Africa (Green, 2003;

Iyer, 2010). However, whether religion can positively or negatively affect HIV prevention

is debatable. For instance, many religious leaders opposed the use of condoms since it is

perceived that their use may encourage unethical sexual activity, despite the HIV pandemic

(Benagiano et al., 2011). Furthermore, the ties within a religious community are likely to

be stronger than those in the neighbourhood, and religious groups are homogenous in terms

of health-related beliefs or behaviours (Maselko et al., 2011). Therefore, peer effects could

be stronger within religious groups which drive behaviour including stigma than influences

in spatial neighbourhood. Furthermore, targeting religious groups could be an effective

approach to overcome stigma and affect behaviour for HIV prevention through peer effects
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in sub-Saharan Africa. In this chapter, the role of religious groups in the decision to learn

about HIV test results is examined.

The peer effects of religious groups are estimated using data from The Malawi Longitudi-

nal Study of Families and Health (MLSFH) conducted in rural Malawi. Malawi is one of the

least developed countries with a high HIV prevalence. The MLSFH collected long-standing

and exhaustive data in data collection rounds in 1998, 2001, 2004, 2006, 2008, 2010 and 2012

for up to 4,000 individuals selected to represent the rural population of Malawi (Kohler et

al., 2014). Randomised monetary incentives in 2004 to learn HIV test results provide the

source of variation to identify peer effects. Furthermore, information on religious leaders is

available to create religious group data. I estimate peer effects within religious groups on

the decision to learn one’s own HIV test results.

Disentangling peer effects from the behaviour in networks is considered difficult because

the effects can also be derived from the influence of exogenous peer effects and the similar

characteristics of group members. I use randomised monetary incentives to encourage ob-

taining test results as instrument variables to distinguish the role of religious group members

on individuals’ learning test results. This strategy is used by Godlonton and Thornton (2012)

to examine peer effects in geographical networks. I use a similar identification strategy to

examine the effect in religious groups, which may be more significant in affecting network

partners. This methodology will also allow for assessing whether the drivers of peer effects

are within villages or within religious groups since religious groups span multiple villages.

I find significant and positive peer effects of religious group members on one’s learning

HIV test results. A one-percentage-point increase in the proportion of religious groups

learning about test results increases an individual’s probability of obtaining test results by

0.23 percentage points, which is larger than the effects in the spatial network (0.12) measured

by Godlonton and Thornton (2012). This finding implies that the role of religious networks

is possibly larger than that of geographical neighbours in HIV prevention. When peer effects

are re-estimated within groups separated by both religious groups and villages, effects are
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only significant for those in the same religious groups and villages. This finding implies

that the effects are derived from interactions within religious groups rather than whether

group members hold similar views. More religious group members in the same village would

mean that there are more people to enforce a religious message or norm. Thus, influence

from the combination of spatial networks and religious groups can be more powerful in

changing HIV-related behaviour. These findings suggest that targeting religious groups can

be an efficient approach to HIV prevention in sub-Saharan Africa. Providing incentives for

religious group members could increase the impact through peer effects. The approach with

religious groups shows the possibility of enhancing HIV testing by overcoming the stigma

prevalent in religious networks. Furthermore, peer effects infer that incentives can only be

provided to a subset of the group, instead of all group members, which is efficient where

there is a limited budget for intervention.

2.2 Literature

2.2.1 HIV testing

HIV testing is an integral part of any treatment protocol since it is necessary for identifying

those with HIV in order to be able to treat it. Significant literature has studied what gives

rise to HIV testing, the effect of HIV testing, and how to scale up such testing in developing

countries. Ngatia (2011) claimed that failure to diagnose HIV would cause people to be

unaware of the risk of transmission and have consequences for society. Thus, timely HIV

testing is indispensable for public health and is strongly recommended as an international

public health policy. Researchers indicate that the stigma associated with HIV engenders

fear in being identified with HIV, thereby stopping people from getting tested. This fear also

hampers those who learn about their HIV test results from recommending testing to others

because such testing might make others assume that those being tested have already been

diagnosed as HIV positive (Novignon et al., 2014). These studies emphasise how stigma can
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be a strong obstacle since it prevents individuals from getting tested regardless of their HIV

status. Studies have shown the possibility of an individual’s HIV test result changing their

sexual behaviour. With the data on people randomly assigned for HIV testing in Kenya

and Tanzania, Gong (2014) showed evidence that those HIV-negative who had believed

they were HIV-positive reduced their risky sexual behaviour. Thornton (2008) asserted that

learning one’s HIV-positive status significantly increases condom purchases. These studies

indicated a possible effect of getting HIV tests on sexual behaviour, leading to possible HIV

prevention.

Therefore, the goal for public health might be to overcome social barriers and stigma,

leading more people to get HIV tested and learn about their HIV status. Thornton (2008)

found cash incentives an effective means to scale up HIV testing even within a stigmatised

society. By offering monetary incentives for HIV tests in three regions in Malawi, the

experiment showed that willingness to learn about HIV test results was highly responsive to

the incentives. Also, the costs of obtaining HIV test results, such as travel distance to the

voluntary counselling and testing (VCT) centre, played a significant role in learning about

HIV status. This finding is powerful in that stigma, one of the strong barriers to learning

about HIV status, can be solved by providing small amounts of incentives.

2.2.2 Networks and HIV prevention

Concerning HIV, interactions in social networks and peer effects can play a significant role for

people in sub-Saharan Africa. Social networks can help those in sub-Saharan Africa to learn

about the causes and consequences of HIV and relevant approaches to prevent contracting it.

Kohler et al. (2007) collected longitudinal data on HIV and social communication related

to HIV in rural Kenya and Malawi and showed that social networks have causal effects

on individuals’ HIV risk perceptions. This empirical analysis suggests that the impact of

social networks is important to understand the behavioural change in response to HIV.

Furthermore, the effects of the number of network partners with different risk perceptions
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on respondents’ personal risk perceptions were significant.

A possible approach to evaluate the impact of social networks on HIV prevention is to

examine peer effects on behaviour related to HIV prevention. Godlonton and Thornton

(2012) presented a good example of this approach. The study uses the data from an exper-

iment that allocated financial incentives to individuals in rural Malawi to learn about their

HIV test results. The main specification estimates the impact of geographical neighbours

learning their HIV test results on individuals learning their HIV test results. The main

finding of this study is that a ten-percentage-point increase in the portion of neighbours

within 500 metres of learning HIV test results significantly raises an individual’s probability

of learning results by 1.1 percentage points. This finding is interesting in that the effect

of geographical networks on behaviour, which is beneficial for HIV prevention, is evaluated

in the rural settings of a developing country with a high HIV prevalence rate. It could be

more relevant to examine the effect within religious networks due to the importance and

homogenous beliefs within religious groups in sub-Saharan Africa.

Although exploring social networks is essential in studying HIV prevention in sub-

Saharan Africa, it is challenging to identify the effects of networks. The reflection prob-

lem makes it difficult to distinguish the exogenous effects of peer characteristics from the

endogenous effects of peer outcomes (Manski, 1993). Unobserved correlated characteristics

are another factor that makes peer effects harder to identify. Furthermore, the effects might

be driven by the fact that individuals have been self-selected into the network, referred

to as endogenous network formation. Researchers have sought to address these identifica-

tion challenges by adopting strategies such as instrumental variables for network effects or

randomised experiments. Godlonton and Thornton (2012) took advantage of a randomised

experiment to identify endogenous peer effects. Exogenous monetary incentives to encourage

learning about HIV test results are used as instrumental variables to disentangle the effect

of neighbours learning their HIV test results from other effects. Respondents were randomly

and independently offered different amounts of money, which could motivate them to learn
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about their HIV test results. Exogenous monetary incentives offered to respondents signifi-

cantly impacted their behaviour surrounding whether to learn about their HIV test results.

In addition, an individual’s decision in this regard is only affected by their monetary in-

centives but not influenced by the incentives assigned to others. Thus, monetary incentives

satisfy the exclusion restriction since incentives afforded to others only affect one’s decision

to obtain test results through others’ learning about their test results.

2.2.3 Religion and religious network

Researchers highlighted the role of religious organisations and leaders on the health be-

haviour and HIV-related consequences of religious people because religious messages can

offer advice for preventing HIV and lead to safe and healthy behaviours (Garner, 2000).

Religious organisations are deeply concerned about the socialisation of people. Thus, reli-

gious spaces are not only venues for teaching values and practices but also an environment

for enhancing the sexual health of people (Paiva et al., 2010). Moreover, religious leaders

are trusted individuals in society, so their messages are effective, and their actions can serve

as an example (Oluduro, 2010). Adams and Trinitapoli (2009) claimed that relationships

in a congregation might contribute substantially to how these relationships affect HIV pre-

vention because denominations are normally characterised by formal hierarchical structures.

Therefore, the discussion or intervention can be restrained and permitted in the congrega-

tion. The project collected data on the structure and the content of religious institutions in

rural areas within three districts in Malawi, focusing on their efforts to address HIV in their

organisations. Through this qualitative study, Adams and Trinitapoli (2009) assessed that

religious leaders in these regions are actively engaging in HIV prevention in various ways

and affecting how the people in their organisations are confronting HIV.

Religions can facilitate HIV prevention by sending prescriptive messages about a relevant

attitude towards HIV and diffusing behavioural change. On the other hand, the strong

influence of religious leaders can trigger stigma by labelling people with HIV as ‘immoral’
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or ‘promiscuous’. Due to stronger ties and homogenous thoughts in religious communities,

religion can have both beneficial and deleterious effects on HIV prevention (Maselko et al.,

2011). Furthermore, religious lessons can be an obstacle to the diffusion of safe sexual

behaviour, such as condom use. In particular, the Catholic Church has been opposed to

the ‘artificial contraception’, including condom use, and this position has not been changed

even with the advent of the HIV pandemic (Benagiano et al., 2011). However, Trintapoli

(2009) found that people guided by religious leaders who accept condom use are more likely

to respond that they use condoms. In another study, Trintapoli (2011) examined the data

from the Malawi Religion Project (MRP) and found that Catholic Church leaders were not

more likely than Muslim group leaders to prohibit condom use among their members.

Some researchers paid attention to what religious networks can do for members in de-

veloping countries. In this regard, Debnam et al. (2012) asserted that social support could

particularly benefit those in religious networks since those who attend religious services are

more likely to be in large social networks and engage in support. Religious networks play

a substantial role even in non-religious activities in developing countries, such as in health

and education (Iyer, 2010). Religious networks are unique in that religious communities for-

mally involve a gathering of individuals with similar beliefs and backgrounds. Furthermore,

religious network partners can strengthen people’s ties through longstanding relationships

and shared beliefs. Religious networks can accept homogeneous thoughts and behaviours in

terms of health and exert a stronger impact on health (Maselko et al., 2011).

Despite the important role of religious networks on healthy lives in developing countries,

not many researchers have measured the impact of religious networks on health outcomes.

Most studies focused on religious leaders. However, some studies pointed out that religious

leaders are not necessarily the only element on which focus should be placed regarding the

impact of religion on HIV prevention. Adams (2007) argued for the need to concentrate on

the intra-organisational relationships among the members of congregations rather than on

the hierarchical structure of those organisations when examining HIV prevention strategies.
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Furthermore, Trinitapoli (2007) investigated the survey data on unmarried adolescents in

rural Malawi and found that frequent messages about HIV from religious leaders do not

significantly affect adolescent abstinence and the sexual behaviour of the members of religious

organisations.

2.3 Background and data

2.3.1 Background and survey design

I use the data from the Malawi Longitudinal Study of Families and Health (MLSFH) con-

ducted in three regions of Malawi to examine the role of religious networks in the decision to

get HIV test results. The MLSFH is a longitudinal cohort study based in three rural districts

in Malawi (Rumphi in the north, Mchinji in the centre, and Balaka in the south). A large

amount of data is collected through seven survey rounds from 1998 to 2012 to study the

health, society, economics and demographics of the population in rural Malawi. The topics

cover such topics as family dynamics, human capital, social networks, sexual behaviours and

subjective expectations, consumption (Kohler et al., 2007).

Figure 2.1: MLSFH locations (Kohler et al., 2014)
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Malawi is a land-locked country in southern Africa. It is considered a least developed

country with a large rural population. Approximately 90% of people in Malawi live on

a daily income below US$ 2 per day (Emina et al., 2013). UNDP (2019) reports that

Malawi’s Human Development Index ranking is 172 among 189 countries. According to

the World Health Organization (WHO), the HIV prevalence rate among adults 15–49 years

old in Malawi was 9.2% in 2018, which is above the average global rate (0.8%) and higher

than the average prevalence rate in Africa (3.9%). Therefore, studies in rural Malawi can

represent sub-Saharan African conditions with a high HIV prevalence, unfavourable health

environment and facilities and low standards of living (Kohler et al., 2007).

The sample for the MLSFH was selected to represent the rural Malawi population. In-

dividuals aged 15–49 were randomly selected from approximately 120 villages in three rural

regions and were surveyed in the first survey round in 1998. Approximately 25% of all house-

holds in each village participated. During data collection in 2004, an additional sample of

young adults aged between 15 and 24 was added to the sample. This sample addition was

necessary to compensate for the ageing of the initial sample and to supplement adolescents.

The MLSFH provides longstanding data on health, economic and demographic conditions

in sub-Saharan Africa from 1998 to 2012 for up to 4,000 cohorts.

Between May and August of 2004, respondents were offered free tests for HIV and other

sexually transmitted infections (STIs). Before tests for HIV were offered, respondents were

provided with counselling about HIV prevention strategies. The survey was conducted, and

various data, including the demographics of respondents, were collected. If respondents

accepted HIV testing and got tested, the results of the tests were available 4–6 weeks after

the test for those tested. There was a possibility that respondents accepted HIV tests but did

not obtain their test results. Thus, respondents were offered randomly assigned monetary

incentives to get their test results. Monetary incentives ranged from zero to 300 Kwacha.

The monetary incentives were randomly assigned with variations of 50 Kwacha (e.g. 50,

100 and 150). Kwacha is the currency of Malawi and the nominal exchange rate was 108.9
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Malawi kwacha per US dollar in 2004 (Pauw et al., 2013). Therefore, monetary incentives

varied from approximately US$ 0 to US$ 3. Respondents collected their test results from

the VCT centres two months later. The distances to VCT centres were randomly located.

Additional surveys were performed every two years until 2012, so respondents were subjected

to biennial re-interviews. Detailed information on religion and religious leaders was collected

in the 2008 survey.

I use mainly the data collected before respondents got HIV tested in 2004. Furthermore,

I added data from the 2008 survey round, including religion and religious leaders, to generate

religious network data. Religious network data was generated by forming religious groups

comprising respondents. Religious groups are defined as groups of individuals under the

same religious leaders in the same religion and region. It is necessary to limit religious

groups in the same religion because a couple of religious leaders have the same names but

belong to different religions. Religious groups under the same religious leaders are likely to

be the closest group available from the data because large churches or mosques might exist,

and not all individuals within the same religious organisations are likely to be acquainted.

Those in the same religious groups are highly likely to conduct religious activities together

and communicate regularly. The information on villages was also available. However, some

respondents reported that they attend churches or mosques in villages in which they do not

live. Thus, religious groups were formed regardless of the villages where group members

lived. Religious and geographical networks do not overlap in this analysis.

2.3.2 Sample selection

The sample used for the analysis in this chapter consists of individuals who accepted an

offer to get HIV tested in 2004 and interviewed in 2008 with no missing data on monetary

incentives for HIV testing and religion. Next, the main sample included those who did not

change religion between 2004 and 2008 and, in 2008, were in religious networks under the

same religious leaders. This approach is taken because the data on religious leaders are
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taken from 2008 data.

As a part of the MLSFH survey in the 2004 round, 2,265 respondents, randomly selected

from rural regions in Malawi, were offered HIV tests. Among the 2,265 respondents offered

testing in three districts in Malawi, 92% accepted getting HIV tested. Among those without

missing data on monetary incentives to encourage receiving their test results, 1,997 indi-

viduals had no missing data for religion in both 2004 and 2008. Among respondents whose

religion data was available, 1,805 respondents who did not change religion between two sur-

vey rounds were selected. Ten respondents who responded that they do not have a religion

and 89 respondents who reported they do not have religious leaders were dropped from

the sample. Finally, 1,045 respondents were selected as the main sample because of their

membership in religious groups under the same religious leaders. Furthermore, 661 respon-

dents were dropped because they were in singleton groups without other group members.

Therefore, the limitation of the data might be that the data of respondents who changed

religion are excluded. However, only 8% (197 individuals) of respondents who are offered

tests (2,265 samples) changed religion in this data.

Table 2.1: Sample selection

Selection process N
Offered HIV test 2,265
Accepted HIV test 2,075
Incentive for HIV test is not missing 2,062
Religion is not missing 1,997
Religion did not change between 2004 & 2008 1,805
Have religion 1,795
Have religious leaders 1,706
Main sample (in religious groups) 1,045

Table 2.2 presents the results of pairwise t-tests to compare characteristics (gender, age,

marital status, education, land ownership and HIV status) between respondents who were

dropped and selected in each sample selection process. These characteristics present basic

properties of samples and are included in peer effects estimation as control variables. Most

selection processes do not change characteristics significantly. Those who did not change
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religion are more likely to be older and married compared to those who changed religion

between 2004 and 2008. This tendency might be related to adolescents being added in the

sample for the survey rounds after 2004. Furthermore, it might also be because individuals

tend to change religion when they get married. However, age and marital status are not

substantially different between dropped respondents who refused to get tested and the main

sample. Gender and HIV status are significantly different between dropped and selected

samples on whether an individual has a religion. However, the number of dropped samples

is very small (ten out of 1805). Except for sample selection steps with small amounts of

sample drops, there are almost no significant differences in characteristics between dropped

samples and selected samples.

Table 2.2: P-values from pairwise t-tests for sample selection

Accepted test Incentive for test Religion in 2004 Religion in 2008
not missing not missing not missing

Drop Sel. p Drop Sel. p Drop Sel. p Drop Sel. p
Male 0.43 0.44 0.82 0.38 0.44 0.67 0.57 0.44 0.37 0.35 0.44 0.13
Age 34.6 34.1 0.72 33.1 34.1 0.75 33.4 34.1 0.83 36.9 34.0 0.21
Married 0.78 0.75 0.28 0.69 0.75 0.59 0.71 0.75 0.77 0.71 0.75 0.44
Education 3.50 3.89 0.20 2.43 3.90 0.11 3.67 3.90 0.81 3.39 3.91 0.15
Owns land 0.76 0.76 0.93 0.56 0.76 0.17 0.86 0.76 0.46 0.71 0.76 0.41
HIV+ 0.08 0.04 0.64 0.06 0.04 0.56
N 190 2075 13 2062 14 2048 51 1997

Religion Have religion Have leaders In singleton
not change religious groups

Male 0.43 0.44 0.78 0.90 0.44 0.00 0.46 0.44 0.79 0.46 0.43 0.27
Age 29.4 34.5 0.00 30.7 34.6 0.41 32.1 34.7 0.28 34.6 34.7 0.83
Married 0.57 0.77 0.00 0.60 0.77 0.27 0.70 0.78 0.20 0.77 0.78 0.44
Education 4.28 3.87 0.10 3.50 3.87 0.68 3.96 3.86 0.79 3.61 4.02 0.03
Owns land 0.71 0.77 0.12 0.86 0.77 0.50 0.74 0.77 0.60 0.78 0.76 0.42
HIV+ 0.03 0.04 0.19 0.00 0.04 0.00 0.02 0.04 0.22 0.05 0.04 0.71
N 192 1805 10 1795 89 1706 661 1045

The initial selection process of respondents offered HIV testing was random, and there

were no incentives offered to participate in the survey or test. Therefore, adverse selection,

such as a possibility for individuals whose behaviour is risky to participate in the first place,

or self-selection into the process due to monetary incentives, is not a serious concern in

this sample selection. Furthermore, measurement error may occur because all individuals in

16



religious groups are not included in the main sample. However, this may not be the issue for

the instrumental variable regression since instruments are randomised monetary incentives.

This experiment, involving randomly assigned incentives, would also randomise the effect of

individuals who do not exist in the main sample.

Selection bias can be an issue since the main sample is selected from those offered HIV

tests in 2004, with religion and religious leaders measured in 2008. The possibility of a

selection problem can be critical if the choice of religion is affected by the test results and

the decision to learn test results. In order to test the possible endogenous group formation,

I examine the effect of behaviour and results of HIV tests in 2004 on the responses about

religion in 2008. The results in Appendix 2A do not find significant effects on the choice of

religion.

The choice of religious leader might be also related with test results and incentives to

learn test results. It would be ideal to check the exogeneity of group formation caused by

the choice of leader. However, the data on religious leader is not available for survey in 2004.

Examining the relationship between test results (and incentives) and the choice of religion

was possible approach to test endogenous network formation and sample selection due to

data limitation. Using the choice of religion could be relevant since there are not much

variation of religious groups within religion in local villages. In the data for the analysis,

there are two religious groups, on average, in each religion within local village. Thus, it

might be difficult to switch religious leader without switching the religion.

2.3.3 Data

Table 2.3 presents the descriptive statistics of the main sample comprising 1,045 individuals.

Forty-three per cent of the main sample are male. Respondents selected for the main sample

are, on average, 35 years old with, on average, four years of education. Seventy-eight per

cent of the main sample is married, and 76% owns land. Religions are classified as Catholic,

Church of Central Africa Presbyterian (CCAP), other Christian (e.g. Baptist, Anglican,
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Pentecostal, 7th Day Adventist) and Muslim. Seventeen per cent of the main sample is

Catholic, and 19% is CCAP. The categories titled ‘other Christian’ and ‘Muslim’ have the

highest portion (30%) of respondents. Examples of ‘other religions’, which represent 5% of

the main sample, are New Apostolic, African Continent and Bible Believers.

Table 2.3: Descriptive statistics

N Mean SD

Demographics Male 1045 0.43 0.50
Age 1045 34.73 13.32
Married 1045 0.78 0.41
Years of education 1045 4.02 2.92
Owns land 1045 0.76 0.43

Religion Catholic 1045 0.17 0.37
CCAP 1045 0.19 0.39
Other Christian 1045 0.30 0.46
Muslim 1045 0.30 0.46
Other 1045 0.05 0.21

HIV test Respondent learn results 1045 0.73 0.44
Amount of incentive1 1045 109.53 97.39
Received a non-zero incentive 1045 0.77 0.42
HIV positive 1045 0.04 0.20

Group average Respondent got results 237 0.75 0.27
Amount of incentive 237 108.90 58.92
Number of members 237 4.41 4.37

1 Kwacha ≈ 0.01 USD
2 The main sample consists of individuals who accepted an offer to get tested

without missing data. They are members of 237 religious groups.

Among 1,045 individuals who accepted HIV testing and were tested, 73% obtained their

test results. Individuals who accepted HIV tests were offered monetary incentives, randomly

assigned between zero and 300 Kwacha, to get their test results. The maximum incentive

amount, 300 Kwacha, is approximately US$ 3 (Pauw et al., 2013). This amount is, on

average, comparable to two days’ wages for rural Malawians (Fedor et al., 2015). The value

of incentive offered to those in the main sample is 110 Kwacha (approximately US$ 1.1) on

average, and 77% received a non-zero incentive. As a result of HIV tests, 4% of the main

sample tested HIV positive. This finding is lower than the national HIV prevalence rate

(12% among adults 15-49 years old in 2004) (UNAIDS, 2019). This difference is normal for
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prevalence rates from a population-based study since national prevalence rates are typically

collected from clinics (Godlonton and Thornton, 2012).

The respondents in the main sample come from 237 religious groups. Religious groups

consist of four members on average, and the number of members varies from two to 28. The

average amount of monetary incentives to learn test results for each religious group is 109

Kwacha (around US$ 1) on average. However, the average value of incentives afforded to

religious groups varies from 0 to 300 Kwacha. There are only six groups where all members

are not assigned monetary incentives, and one group with all (two) members given 300

Kwacha.

2.4 Estimation

2.4.1 Identification strategy

An indispensable procedure in seeking to measure the impact of religious networks on the

decision to learn HIV test results is to develop a strategy to address difficulties in evaluating

the effects of social networks. It is not very easy to distinguish the role of networks since

an individual’s behaviour can be driven by the influence of exogenous peer effects, the

behaviour of individuals in the network and the fact that individuals in the same network

behave similarly due to their similar characteristics (Manski, 1993). Similar characteristics

in network groups can be formed through self-selection into networks. In this estimation,

the respondent’s decision on HIV testing can be driven not only by the decision of other

group members but also similar characteristics and unobserved factors common across group

members.

In the experimental design of the 2004 MLSFH survey round, individuals tested for HIV

were offered a randomly assigned amount of monetary incentive to obtain their test results.

Therefore, the strategy of using instrument variables is feasible due to the randomised mon-

etary incentives. Monetary incentives to encourage respondents to obtain test results are
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exogenous because the amount is randomly assigned to them. An individual’s behaviour in

learning about their HIV test result is expected to be affected by the amount of monetary

incentive assigned. Randomly assigned monetary incentives to obtain test results satisfy

instrument relevance. In addition, the individual’s decision to get their test results is not di-

rectly affected by the incentives of other group members. Incentivising religious group peers

affects the decision of group member to obtain test result only through the effect of these

incentives on religious group peers learning their test results, thereby validating the exclu-

sion restriction of the instrumental variable. Randomised incentives is a good instrument,

provided religious group formation is exogenous and does not depend on these incentives.

The finding that the choice of religion is not affected by test results and incentives to learn

test results discussed in 2.3.2 Sample selection provides a piece of evidence to relieve the

concern on endogenous group formation.

2.4.2 Model

I regress an individual religious group member obtaining their HIV test result on their fellow

religious group members learning of their respective HIV results as follows:

Yij = α + βNij + γXij + αj + eij (2.1)

Yij is an indicator of whether individual i in a religious group j learned of their test result.

Nij is the proportion of members in an individual’s i’s religious group j who learned their

results, Xij is a vector of controls (controls are explained in the next paragraph) and αj is a

religious-group fixed effect. Leave-out means of X variables are included as controls. Leave-

out means indicate the group average calculated without the individual’s respective value.

The main coefficient, β, shows the effect of the proportion of members in an individual’s

religious group who obtained their HIV test results on whether the individual learned their

personal HIV test results.
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The vector of controls includes basic demographic characteristics, including age, age-

squared, gender, years of education, a dummy of whether a respondent owns land, marital

status, religion and the number of members in the religious group. Control variables also

include variables related to monetary incentives to learn test results, such as a dummy if

a respondent is offered non-zero amounts of incentives. The distance to testing centres

is important as these distances constitute costs in obtaining test results. Therefore, for

dummies where the distance to VCTs where respondents obtain their test results is over

1.5km, district fixed effects and the average distance to simulated locations in the VCT zone

are included in the vector of controls.1

Using the proportion of the group as an explanatory variable to estimate peer effects

reflects how an individual tends to conform to their group members. Many researchers who

studied peer effects apply the model, using the percentage of a certain group. For example,

Godlonton and Thornton (2012) estimated the effect of geographical neighbours learning

HIV test results on an individual obtaining their personal test results with the proportion

of tested neighbours who learned their test results as an explanatory variable. In another

study, Godlonton and Thornton (2013) examined the effect of neighbours getting tested

on individual beliefs and behaviour by regressing dependent variables on the proportion of

neighbours in a village who learned their HIV test results. The model is an example of

a linear-in-means model, estimating the network effects of the portion of religious group

members instead of the absolute number of religious group members who obtained test

results. This type of model assumes that diffusion in networks occurs through conforming

or imitating the group average instead of contacting individuals (Fafchamps, 2015).

1As calculated by Thornton (2008), the average distances to simulated locations in a VCT are included
as a control for the distance to the VCT and the location of respondents in each VCT zone since the location
of the VCT is chosen randomly in each zone. This control variable was included in several studies using the
same 2004 MLSFH data related to HIV testing (Thornton, 2008b; Godlonton and Thornton, 2012).
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2.4.3 First stage

I use randomly assigned monetary incentives to encourage respondents to obtain HIV test

results as instrumental variables. The first stage of the regression is as follows:

Nij = α + θ1IC50ij + θ2IC100ij + θ3IC200ij + IC300ij + δXij + eij (2.2)

where instruments are the proportion of religious group members with the quantum of

incentives to encourage them to obtain test results separated by various cut-off amounts

denoted in Kwacha (≈ 0.01 USD). IC50ij is the proportion of religious group members who

are offered incentives from ten to 50 Kwacha and IC100ij is the proportion of religious group

members who are offered incentives between 60 to 100 Kwacha. IC200ij and IC300ij are the

proportion of religious group members with incentives from 110 to 200 Kwacha and from 210

to 300 Kwacha, respectively. The minimum value of incentives assigned is 10 Kwacha and

the maximum value assigned is 300. I instrument the portion of religious group members

who learned their HIV test result, Nij in Equation 2.1.

These cut-off amounts are set to consider both a similar proportion of respondents and

similar amounts of incentives. According to Table 2.4, the portion of respondents is dis-

tributed from 18% to 25% by the value of incentives divided by the cut-off from instru-

ments. The portion of religious group members who are assigned monetary incentives from

ten to 100 Kwacha is divided into two variables because the portion of the group (37%)

was substantially higher than the others. This set of splines is used as the set of instru-

mental variables to allow flexibility in the relationship between instruments and variables,

for example, non-linear relationships. A couple of other studies used this approach to allow

flexible relationships between instruments and explanatory variables in analyses using the

same dataset with randomised monetary incentives as instrument variables (Godlonton and

Thornton, 2012)

Table 2.5 presents the result of first stage regression, for which estimates show that the
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Table 2.4: Portion of individuals with incentives to learn test results

Mean SD
Non-zero 0.77 0.26
Between 10 and 50 0.19 0.23
Between 60 and 100 0.18 0.22
Between 110 and 200 0.25 0.25
Between 210 and 300 0.15 0.22

proportions of members with various values of incentives offered to religious group members

significantly affect the portion of group members who obtain HIV test results. The F-

statistics is 26.04. This result confirms the instrument relevance and validity of monetary

incentives to obtain HIV test results.

Table 2.5: First stage for peer effects on learning test results

Portion of members
who learned results

Proportion of members with incentive 10-50 0.43∗∗∗

(0.07)
Proportion of members with incentive 60-100 0.58∗∗∗

(0.06)
Proportion of members with incentive 110-200 0.61∗∗∗

(0.07)
Proportion of members with incentive 210-300 0.54∗∗∗

(0.07)
N 1045
F 26.04

*, **, *** indicate significance at the 10, 5 and 1%. Covariates: age, age-squared,

gender, years of education, land ownership, marital status, if offered non-zero

incentive, the amount of incentive, district, region, whether the distance to the

result centre (VCT) was over 1.5km, the number of group members, and average

distance to simulated locations in VCT zone.

2.4.4 Religious network effects

Table 2.6 presents the ordinary least squares (OLS) and instrumental variables (IV) esti-

mates for the peer effect of religious network partners. Column (1) shows the OLS estimates

and Column (2) presents the IV estimates. The main coefficients of the proportion of the
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group to obtain test results are all positive and significant for both regressions. The IV

estimates of peer effects imply that a one-percentage-point increase in the proportion of

an individual’s religious group learning HIV results increases the individual’s probability of

obtaining HIV test results significantly by 0.23 percentage points. The average number of

group members is around four from the descriptive statistics (Table 2.3), implying that one

group member obtaining a test result in a religious group on average increases another mem-

ber’s probability of learning their test results by 5.8 percentage points. The results suggest

positive and significant peer effects from religious group members on an individual’s decision

to obtain HIV test results. The effects of incentives are also positive and significant. OLS es-

timates that are larger than IV estimates imply that the peer effect is overestimated without

considering correlated effects and endogenous network formation. The large difference be-

tween OLS estimates and IV estimates demonstrates the need to use a relevant identification

strategy to identify peer effects, accounting for all the possible sources of endogeneity.

Table 2.6: Peer effects in religious groups on learning test results

Learn test results
OLS IV
(1) (2)

Portion of members who learned results 0.82∗∗∗ 0.23∗∗

(0.05) (0.11)
Non-zero incentives 0.26∗∗∗ 0.32∗∗∗

(0.04) (0.04)
Amounts of incentives 0.00∗∗∗ 0.00∗∗∗

(0.00) (0.00)
N 1045 1045
F 93.89 21.58

SE clustered at the village level. Covariates: age, age-squared, gender, years of education,

whether has land, marital status, if offered non-zero incentive, the amount of incentive,

whether the distance to the result centre (VCT) was over 1.5km, district, religion,

the number of group members, and average distance to simulated locations in VCT zone.

*, **, *** indicate significance at the 10, 5 and 1%.

The estimated effects are larger in magnitude than the effects of geographical neighbours

with the same dataset, as measured by Godlonton and Thornton (2012). Godlonton and
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Thornton (2012) estimated the coefficient of 0.12 from the portion of neighbours within

0–0.5km who obtained test results. This estimate implies that the role of religious network

partners is possibly larger than that of geographical neighbours in HIV prevention. The

reason might be that religious networks have stronger ties than geographical neighbours since

religion is a significant factor in the lives of sub-Saharan Africans. In addition, it is known

that religious groups are important not only for religious activities but also for non-religious

ones, such as health and education, in developing countries (Iyer, 2010). Furthermore, the

members of religious groups tend to have similar beliefs on health or behaviours (Maselko

et al., 2011). Another possible explanation is that religious organisations are more likely to

spread prescriptive messages and significantly affect behaviour related to HIV prevention.

Thus, lessons shared among religious group members can have a stronger effect on individuals

than social norms in neighbourhoods.

2.5 Heterogenous effects by villages

Religious groups and villages do not overlap in the data. Seventy per cent of the religious

groups in the main sample comprise members from multiple villages. The effects of religious

group members can differ on whether members are in the same village. Therefore, it is

meaningful to separately examine the effect of religious group members in the same village

and the impact of members in different villages on an individual’s choice to obtain their

HIV test results. This identifies whether the effects are because of social interactions within

religious groups or whether members of the same religious group hold similar views.

Since there exist two dimensions of networks – religious groups and villages – respon-

dents can categorise other respondents into four types according to their religious groups

or villages, namely, individuals in the same group and village, those in the same group and

other villages, those from other groups and the same village and those from other groups

and other villages. I examine the effect of others’ decisions to obtain test results in different
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categories on an individual’s choice to obtain their personal test results. Singleton groups

of the same religious group and village are dropped. Therefore, the impacts are examined

with 670 individuals with at least one peer in the same group and village.

Table 2.7 presents the means and standard deviations for the portion of respondents,

the portion of individuals who obtained test results and the portion of those with certain

incentive amounts in each category. On average, 1% of all respondents are in the same

religious group and the same village, and 1% of all respondents are in the same group and

other villages. Since religious groups normally consist of a small number of members, most

individuals are in other religious groups and other villages.

Table 2.7: Portion of individuals divided by village and religious group

N Mean SD N Mean SD
Same group Same village Other villages
Portion of all respondents in each category 670 0.01 0.01 670 0.01 0.01
Portion of individuals in each category
Learned results 670 0.74 0.26 670 0.53 0.39
With incentive 10-100 670 0.38 0.26 670 0.28 0.28
With incentive 110-200 670 0.25 0.24 670 0.18 0.22
With incentive 210-300 670 0.15 0.19 670 0.11 0.17
Other groups Same village Other villages
Portion of all respondents in each category 670 0.02 0.02 670 0.97 0.02
Portion of individuals in each category
Learned results 670 0.74 0.18 670 0.62 0.15
With incentive 10-100 670 0.39 0.19 670 0.31 0.07
With incentive 110-200 670 0.23 0.14 670 0.21 0.05
With incentive 210-300 670 0.17 0.12 670 0.13 0.03

On average, 53% of religious group members in other villages obtained HIV test results.

This outcome is lower than the portion of religious group members in the same village who

learned their test results (74%). This result is because of religious groups where all members

are in the same village, and the portions of members in other villages who learned results are

treated as zero. In addition, monetary incentives are also treated as zero for those with all

religious group members in the same village. Thus, the portion of religious group members

in other villages assigned monetary incentives larger than zero is relatively smaller than
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individuals in other categories.

To examine the role of religious and geographical networks in obtaining test results, I

expand Equation 2.1 as follows:

Yijk = α + β1Nijk + β2Nij−k + β3Ni−jk + γXijk + eijk (2.3)

Yijk is an indicator of whether individual i in a religious group j and village k obtained

their result. Nijk is the proportion of members in individual i’s religious group j and village

k who learned their results, Nij−k is the proportion of members in individual i’s religious

group j and not in village k obtained their results and Ni−jk is the proportion of individuals

in individual i’s village k and not in religious group j that learned their results. Xijk is

the vector of controls, and variables are the same as those in Equation 2.1. There are three

coefficients of interest. The coefficient on the proportion of religious group members who

learned their results in Equation 2.1 was divided to β1 and β2 according to whether members

are in the same village. In addition, β3 examines the impact of the proportion of those in

other groups but in the same village.

All variables showing the proportion of individuals who learned their test results are in-

strumented by each type of portion, indicating who is assigned certain amounts of monetary

incentives. When estimating Equation 2.3, there are 3 endogenous variables and 3 first stage

regressions. The first stage regression for one endogenous variable is as follows:

Nijk = α+θ1IC100ijk+θ2IC200ijk+θ3IC300ijk+θ4IC100ij−k+θ5IC200ij−k+θ6IC300ij−k

+ θ7IC100i−jk + θ8IC200i−jk + θ9IC300i−jk + δXijk + eijk (2.4)

where instruments are the proportion of religious group members in or not in a village

with the values of incentives separated by various cut-off amounts (in Kwacha = US$ 0.01).

Another set of instruments is the proportion of members in other groups and the same village

assigned certain amounts of monetary incentives. For example, IC100ijk is the proportion
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of religious group members in village k who are offered incentives from ten to 100 Kwacha,

and IC100ij−k is the portion of group members not in village k who are offered incentives

from ten to 100 Kwacha. Likewise, IC100i−jk is the proportion of those who live in village

k and not in religious group j who are offered incentives from ten to 100 Kwacha. Nij−k

and Ni−jk are also instrumented by the same set of instrumental variables.

The regression results are presented in Table 2.8, separated by categories for religious

groups and villages. Both the OLS and IV estimates for the impact of religious group

members in the same village who obtain test results on an individual to obtain their personal

test results are positive and significant. The coefficient is similar to the impact of religious

group members combined for all villages in Table 2.6 (0.23). However, the impact of religious

group members who are not in the same village and the impact of individuals in other

religious groups who obtained test results are not significant. The effects in religious groups

that are only significant within the village suggest that peer effects are likely to be driven

by social interactions within religious groups rather than similar perspectives of members

from the same religious group.

Table 2.9 presents first-stage regression results separated by categories with religious

groups and villages. The coefficients of instrument variables are only positive and significant

for the dependent variables in the same categories. For example, the portions of religious

group members in the same village with incentives have a positive and significant impact

solely on the portion of members in the same village and the same group who obtained their

test results. This outcome is reasonable because an individual’s monetary incentives only

affect their decision to obtain test results. The F-statistics of the regressions on the portion

of the same religious group members who learned results are large enough to validate the

instrument variables. Weak instruments for the portion of individuals who obtained test

results in villages that are in other religious groups may not be a serious problem since the

corresponding peer effect is not significant.
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Table 2.8: Peer effects on learning test results

Learn results
OLS IV

Portion of those learned results
Same group & same village 0.86∗∗∗ 0.21∗

(0.03) (0.13)
Same group & other villages -0.02 -0.05

(0.02) (0.04)
Other groups & same village -0.03 -0.15

(0.03) (0.10)
Monetary incentives
Non-zero incentives 0.22∗∗∗ 0.30∗∗∗

(0.05) (0.05)
Amounts of incentives 0.00∗∗∗ 0.00∗∗∗

(0.00) (0.00)
N 670 670

SE clustered at the village and religious group level.

Covariates: age, age-squared, gender, education,

whether has land, marital status, if offered

non-zero incentive, the amounts of incentives,

whether the distance to the result centre (VCT) was

over 1.5km, district, religion, the number of group

members, and average distance to locations in VCT zone.

*, **, *** indicate significance at the 10, 5 and 1%.
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Table 2.9: First stage of peer effects on learning test results

Portion of individuals learned results
Same group Other groups

Same village Other villages Same village
Same group & same village
With incentive 10-100 0.40∗∗∗ 0.05 0.08

(0.08) (0.07) (0.06)
With incentive 110-200 0.58∗∗∗ 0.06 0.04

(0.09) (0.05) (0.05)
With incentive 210-300 0.48∗∗∗ -0.10 0.08

(0.10) (0.08) (0.06)
Same groups & other villages
With incentive 10-100 -0.05 0.81∗∗∗ 0.03

(0.06) (0.06) (0.04)
With incentive 110-200 -0.09 0.96∗∗∗ -0.04

(0.07) (0.06) (0.04)
With incentive 210-300 -0.04 0.80∗∗∗ 0.07

(0.08) (0.13) (0.04)
Other groups & same villages
With incentive 10-100 -0.13 0.01 0.67∗∗∗

(0.09) (0.09) (0.12)
With incentive 110-200 0.05 -0.13 0.62∗∗∗

(0.14) (0.10) (0.12)
With incentive 210-300 -0.21 -0.01 0.69∗∗∗

(0.14) (0.11) (0.15)
N 670 670 670
F 18.06 196.65 7.12

*, **, *** indicate significance at the 10, 5 and 1%. Covariates: age, age-squared, gender,

years of education, whether has land, marital status, if offered non-zero incentive, the amount

of incentives, whether the distance to the result centre (VCT) was over 1.5km, district, region,

the number of group members, and average distance to locations in VCT zone.

2.6 Robustness

Instrument variables with different cut-offs

Instrument variables are the proportions of members with the values of incentives sepa-

rated by various cut-off amounts, selected by the distribution of respondents and incentive

amounts. I conduct the robustness check by changing the cut-offs of incentives for instrument

variables. Firstly, I diversify the instrumental variables by dividing incentives to include the
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same amounts of incentives. Regression (1) includes instrumental variables indicating the

portion of members who are assigned incentives divided by every 50 Kwacha. Regression (2)

is conducted with instruments generated with monetary incentives divided by 100 Kwacha.

Next, I set cut-offs for Regression (3) to distribute the number of respondents as similarly

as possible.

Table 2.10: Instruments by different cut-offs for incentive amounts

Regression (1) Regression (2) Regression (3)
Portion Mean SD Portion Mean SD Portion Mean SD
10-50 0.18 0.39 10-100 0.37 0.48 10-50 0.18 0.39
60-100 0.18 0.39 110-200 0.25 0.43 60-100 0.18 0.39
110-150 0.08 0.27 210-300 0.15 0.36 110-150 0.08 0.27
160-200 0.17 0.37 160-200 0.17 0.37
210-250 0.07 0.25 210-300 0.15 0.36
260-300 0.09 0.28

Table 2.11 presents the OLS and IV estimates of the peer effects in religious groups on

learning HIV test results with instrumental variables with different cut-offs in Regressions

(1), (2) and (3). All regressions with different instrumental variables show a positive and

significant impact. Even the sizes of coefficients are similar to the size of peer effects in Table

2.6: 0.23. The first-stage regression results in Table 2.12 present positive and significant

impacts of all proportions with monetary incentives for all regressions. F-statistics of all

regressions confirm the validity of different types of instrument variables. Therefore, peer

effects are robust with instruments divided by different cut-off amounts.

Distance to VCT centre and average incentives

For individuals tested for HIV in 2004, the distances to VCT centres where respondents

learn about their HIV test results are also randomly assigned. While monetary incentives can

benefit learning test results, the distances to VCT centre constitute costs for learning results.

Therefore, the randomised distances could also be the external source of identification to

examine the peer effect of religious networks. Group mean distance to a VCT centre is
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Table 2.11: Peer effects with different instruments

Learn HIV test results
OLS IV

(1) (2) (3)
Portion of members who learned results 0.83∗∗∗ 0.23∗∗ 0.21∗ 0.23∗∗

(0.05) (0.11) (0.11) (0.11)
N 1045 1045 1045 1045
F 93.89 18.49 17.86 18.40

SE clustered at the village level. Covariates: age, age-squared, gender, years of education,

whether has land, marital status, if offered non-zero incentive, the amount of incentive,

whether the distance to the result centre (VCT) was over 1.5km, district, religion,

the number of group members, and average distance to simulated locations in VCT zone.

*, **, *** indicate significance at the 10, 5 and 1%.

Table 2.12: First stage with different instruments

Incentive (1) Incentive (2) Incentive (3)
10-50 0.43∗∗∗ 10-100 0.51∗∗∗ 10-50 0.43∗∗∗

(0.07) (0.06) (0.07)
60-100 0.58∗∗∗ 110-200 0.62∗∗∗ 60-100 0.58∗∗∗

(0.06) (0.07) (0.06)
110-150 0.62∗∗∗ 210-300 0.55∗∗∗ 110-150 0.62∗∗∗

(0.08) (0.07) (0.08)
160-200 0.60∗∗∗ 160-200 0.60∗∗∗

(0.09) (0.09)
210-250 0.56∗∗∗ 210-300 0.54∗∗∗

(0.09) (0.07)
260-300 0.53∗∗∗

(0.09)
N 1045 1045 1045
F 20.70 32.68 24.72

*, **, *** indicate significance at the 10, 5 and 1%.

around 2km. Furthermore, the value of the incentive itself might be used as an instrument

to examine peer effects.

The IV regression results by different combinations of instrument variables in Table 2.14

present positive and significant peer effects. However, the religious group’s average distance

to the VCT centre and its average value of incentives do not significantly impact the portion

of members who obtain test results in the first stage (Table 2.15). Although the joint F

32



Table 2.13: Instrument variables

Mean SD
Portion of group with incentive 10-50 0.18 0.39
Portion of group with incentive 60-100 0.18 0.39
Portion of group with incentive 110-200 0.25 0.43
Portion of group with incentive 210-300 0.15 0.36
Group averages of distances to VCT 2.02 1.01
Group averages of incentive 109.53 47.73

Table 2.14: Peer effects with additional instruments

Learn HIV test results
(1) (2) (3)

Portion of members who learned results 0.22∗∗ 0.23∗∗ 0.23∗∗

(0.10) (0.11) (0.10)
Instrument: Group average distance to VCT Yes No Yes
Instrument: Group average incentives No Yes Yes
N 1045 1045 1045
F 18.34 18.38 18.38

SE clustered at the village level. Covariates: age, age-squared, gender, years of

education, whether has land, marital status, if offered non-zero incentive,

the amounts of incentives, whether the distance to the result centre (VCT) was over

1.5km, district, religion, the number of group members, and average distance to

locations in VCT zone. *, **, *** indicate significance at the 10, 5 and 1%.

Table 2.15: First stage with additional instruments

(1) (2) (3)
With incentive 10-50 0.43∗∗∗ 0.43∗∗∗ 0.43∗∗∗

(0.07) (0.06) (0.06)
With incentive 60-100 0.58∗∗∗ 0.58∗∗∗ 0.59∗∗∗

(0.06) (0.10) (0.10)
With incentive 110-200 0.61∗∗∗ 0.61∗∗∗ 0.62∗∗∗

(0.07) (0.16) (0.17)
With incentive 210-300 0.54∗∗∗ 0.54∗∗ 0.56∗∗

(0.07) (0.25) (0.25)
Average distance to VCT -0.01 -0.01

(0.01) (0.01)
Average amount of incentive -0.00 -0.00

(0.00) (0.00)
N 1045 1045 1045
F 24.57 22.82 21.96

*, **, *** indicate significance at the 10, 5 and 1%.
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statistics are significant, the coefficients on distances to VCT centres are not significant,

suggesting that distances to VCTs do not provide additional variation.

Number instead of the portion of group

It will be worthwhile to examine how the number of group members who learned their HIV

test results instead of the portion of the group affects learning test results, allowing for

a determination of the direct impact on the number of members who learn results. This

specification will examine the effect of the aggregate number of group members as in the

local aggregate model, whereas the portion of the religious group who obtain test results

in Equation 2.1 is viewed as a social norm in the local average model (Liu et al., 2014).

According to Table 2.16, around six religious group members obtained HIV test results on

average. The instrumental variables are also substituted with the number of religious group

members assigned certain amounts of monetary incentives. Between approximately one and

two group members are assigned a certain range of incentives.

Table 2.16: Regressor and instruments with number of group members

Mean SD
The number of members who learned test results 6.28 5.37
The number of members with incentive 10-50 1.62 1.82
The number of members with incentive 60-100 1.58 1.51
The number of members with incentive 110-200 2.11 2.04
The number of members with incentive 210-300 1.35 1.58

The results show that both the OLS and IV estimates of peer effects in religious groups

are positive and significant in the probability of learning HIV results. The coefficient from

the IV regression suggests that, on average, those with one more group member who obtained

their test result is 2 percentage points more likely to get their HIV test results. Peer effects

of both the portion of the group and the number of members who learned test results imply

that policies targeting social norms in religious groups or using social multiplier effects with

an individual-based approach can be both valid for enhancing HIV testing.
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Table 2.17: Peer effects on number of religious group members

Learn HIV test results
OLS IV

The number of members who learned test results 0.08∗∗∗ 0.02∗

(0.01) (0.01)
N 1045 1045
F 48.27 17.66

SE clustered at the village level. Covariates: age, age-squared, gender, years of education,

whether has land, marital status, if offered non-zero incentive, the amount of incentive,

whether distance to VCT > 1.5km, district, religion, the number of group members, and

average distance to locations in VCT zone. *, **, *** indicate significance at the 10, 5 and 1%.

The first-stage regression results present significant and positive effects of the number of

members with all types of incentive amounts. F-statistics imply the validity of the instrument

variable. Peer effects are robust with the change in variable units to the number of group

members who obtained test results.

Table 2.18: First stage with number of group members

The number of members
who learned test results

The number of members with incentive 10-50 0.44∗∗∗

(0.07)
The number of members with incentive 60-100 0.64∗∗∗

(0.07)
The number of members with incentive 110-200 0.85∗∗∗

(0.06)
The number of members with incentive 210-300 0.52∗∗∗

(0.08)
N 1045
F 57.56

*, **, *** indicate significance at the 10, 5 and 1%.

2.7 Conclusion

An important goal for HIV prevention is to overcome social stigma, causing more people to

get tested and learn about their HIV status. Social networks can diffuse knowledge related
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to HIV prevention and change the prevailing stigma in sub-Saharan Africa. Religion and

religious networks can be useful tools to approach HIV prevention in sub-Saharan Africa since

religion significantly affects the lives of people in sub-Saharan Africa, and religious activities

can be prescriptive. However, the role of religion is controversial in that many religious

leaders taught lessons opposing HIV prevention, such as banning condoms in seeking to

discourage immoral sexual activity. In relation to HIV prevention, this chapter examined

the effects of religious group members on an individual’s behaviour.

The MLSFH data from rural Malawi is used since Malawi represent an environment with

poor conditions regarding HIV prevention in sub-Saharan Africa. In 2004, as part of the

survey, HIV tests were offered with randomly assigned monetary incentives to encourage

individuals to learn about their test results. These randomly assigned incentives were varied

to identify peer effects. I used randomly assigned monetary incentives as instrumental

variables for the portion of religious groups who obtained HIV test results. The IV estimates

generated positive and significant peer effects of religious group members obtaining test

results on individuals learning about their personal test results. This effect is stronger than

that examined from geographical neighbours. If the regression is repeated by separating

religious group members according to whether they are in the same village, only the peer

effects of religious group members in the same village are significant and positive. Estimated

peer effects on learning HIV test results are robust with instrument variables with different

cut-offs for the amounts of incentives, distances to testing centres as additional instruments

and the number of religious group members.

This chapter suggests the possibility of using the role of religious networks for HIV

prevention in sub-Saharan Africa. The positive peer effects of religious groups on individuals’

decisions to learn about their HIV test status in rural Malawi offers a possibility that religion

can benefit health policies in developing countries. This result is meaningful in that the

behaviour of religious network partners may significantly affect an individual’s behaviour in a

way that benefits HIV prevention. Policies may consider the possibility of religious networks
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overcoming social stigma and scaling up health interventions in developing countries. HIV

prevention can target religious groups to efficiently increase HIV testing via peer effects

with limited resources. Effects larger than those in spatial networks imply that considering

religious groups could broaden policy perspectives with better results than interventions

through local communities. This result implies that as the measure of the social network

becomes closer to the real social network, the network effect becomes larger. The collection of

detailed friend and family network data to assess the scale of the effects in these cases can be

motivated by this implication. Further studies could seek to understand the channels through

which religious networks affect HIV-related behaviour. Also, it is vital to consider the role

of religious leaders and religious organisations in the diffusion of HIV-related behaviour

through religious networks. Therefore, additional data collection and research methods

for networks will allow the development of concrete approaches for HIV prevention using

religious networks in sub-Saharan Africa.
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Appendix 2A: Sample selection

I estimate whether accepting tests, learning about test results, offering monetary incentives

to encourage learning about test results or being HIV positive according to the test affects

reporting no religion or the change in religion. Since those responding with no religion or

indicating a change in religion between 2004 and 2008 are dropped from the main sample,

this analysis will examine the effect on the possibility of being selected for the main sample.

Table 2.19: The impact of HIV tests

No religion or changed religion
(1) (2) (3)

Accepted test -0.00
(0.02)

Learned test results 0.01 0.02
(0.02) (0.01)

Amounts of incentives -0.00
(0.00)

HIV positive -0.05∗∗

(0.02)
N 2186 2009 1986
R2 0.17 0.16 0.17
F 21.98 17.47 17.32

SE clustered at the village level. Covariates: age,
age-squared, gender, years of education, owns land,
marital status, district, and religion.
*, **, *** indicate significance at the 10, 5 and 1%.

Table 2.19 presents the OLS estimates for the impact of HIV tests on whether respondents

report not aligning with a religion or changing their religion from 2004 to 2008. Accepting

tests, learning test results and amounts of incentives do not significantly affect reporting no

religion or change in religion between 2004 and 2008. This outcome implies that accepting

getting tested or learning about test results is not critically related to the sample selection

process.
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Chapter 3

Peer effects on subjective

expectations of HIV

3.1 Introduction

Although numerous medical methods for HIV prevention are available, HIV is still one of

the most serious health problems in sub-Saharan Africa. Achieving a substantial decrease

in HIV prevalence is difficult because HIV prevention requires understanding risks with

relevant information and changing behaviour based on subjective expectations regarding HIV

infection (Gong, 2014; Schaefer et al., 2020). Subjective expectations significantly influence

health outcomes by inducing the adoption of preventive health behaviours and avoidance

of risky ones (Delavande and Kohler, 2009). In developing countries, where people lack

health services and education, social networks are potentially critical sources of information

affecting health beliefs. Therefore, it is important to understand peer effects on subjective

expectations related to HIV as a mechanism to effectively conduct health interventions for

HIV prevention.

Studying peer effects on subjective expectations of HIV in sub-Saharan Africa reveals

important aspects of HIV prevention, including information provision and social learning.
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Knowing others’ subjective beliefs about their HIV infections can provide information on

HIV prevalence for those who lack knowledge of the severity of HIV in their communities.

Furthermore, social learning can support individuals in understanding the salience of HIV,

which is likely to be unknown because HIV prevalence and symptoms are not visible (Lin-

nemayr, 2018). Such information could lead many individuals to prioritise HIV prevention

and change their behaviour.

Estimating the peer effects is related with social learning, whereby social networks in rural

villages could be perceived as playing a significant role in forming health beliefs in developing

countries. Positive peer effects could show that social learning exists and individuals in

rural villages are likely to conform to the subjective beliefs of the majority in their villages.

Villages can be a meaningful unit because residents share similar environments and social

communities. Thus, subjective beliefs on HIV prevalence and risks in villages might affect

the formation of subjective beliefs among village neighbours through social learning. In

addition, peer effects in villages may indicate that beliefs could be affected not only by those

who are directly connected but also by those linked indirectly in villages.1 However, not

many studies explicitly examined the effects of network partners on the perceived risk of HIV

infection because of the lack of relevant data about subjective expectations regarding HIV

in developing countries and the difficulties of identifying the effects within social networks.

In this chapter, I estimate peer effects on the subjective expectation of contracting HIV in

villages using data from rural Malawi. Studying peer effects on subjective expectations about

HIV infection is a new approach compared to the literature of HIV prevention strategies

where subjective expectations are studied in terms of factors affecting health behaviour.

This study explores the possible role of social networks on HIV prevention using subjective

expectations. The approach also adds on the literature related with social learning in terms

of health belief about one’s own HIV infection.

1Peer effects on subjective expectations in religious groups, as an extension from the previous chapter,
may not reflect the full effect, including those through indirect connections. Indeed, peer effects on subjective
expectations were not significant in religious groups.
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I overcome the difficulties of estimating peer effects on subjective expectations by using

rich data from surveys in rural Malawi, which collected data on the subjective expectations

of HIV infection. The data also include randomised experiments providing the source of

variation for identification. Subjective expectations are collected by asking respondents

to allocate up to ten beans to indicate the likelihood of their own HIV infection. This

method allows the advantage of being observable and relatively attractive to respondents

(Delavande and Kohler, 2012). However, researchers face challenges when examining peer

effects because it is difficult to distinguish the peer effects of subjective expectations from

other effects. The correlation in expectations among peers might be caused by unobserved

characteristics due to the endogenous formation of networks, common shocks in networks

and similar characteristics of peers. Therefore, to disentangle the peer effects based upon

the subjective expectations of neighbours in villages, I use the variation of randomised

monetary incentives offered from the HIV test before collecting subjective expectations.

Using randomly assigned monetary incentives as exogenous instruments provide the source

of variation to estimate the causal effects of others’ subjective expectations on an individual’s

subjective belief about HIV infection.

I examine peer effects in villages on an individual’s subjective expectation of HIV infec-

tion by regressing subjective expectations on the average village expectations, instrumented

by randomised monetary incentives to learn about test results. The estimates of instrumen-

tal variable regressions find significant and positive peer effects on one’s subjective likelihood

of both current HIV infection and infection in the future. This finding suggests that sub-

jective expectations related to HIV can be formed by network effects within villages. Social

learning can be performed by conforming to the majority of the village and forming one’s

subjective expectations of HIV infection. Through these peer effects, information provision

on HIV prevalence and salience in villages can be a key to changing health behaviour for

HIV prevention in developing countries. In this analysis, I identify peer effects in subjective

expectations rather than behavioural changes caused by learning test results. The identi-
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fication assumption is that one’s randomly assigned incentives only affect one’s subjective

expectations directly by learning one’s own test results. This assumption for identification is

reasonable since the incentives only affected the likelihood of learning one’s own test result,

and the incentives were assigned privately. Therefore, the effects would operate through

updating one’s own beliefs. This assumption implies that one’s behaviour is not directly

affected by others’ incentives to learn test results. The effects could change behaviour even-

tually, but the first step is the change in subjective expectations. Thus, other effects aside

from subjective expectations triggered by test results are not identified in this analysis.

Since learning about HIV test results may correct subjective expectations of HIV in-

fection, examining peer effects by whether peers learn about test results is meaningful to

understanding the role of HIV testing on peer effects. Thus, I use the marginal treatment

effect to examine peer effects, depending on whether village neighbours learned test results

and have a low subjective likelihood of HIV infection. Marginal treatment effect (MTE)

parameters show that peer effects of those who learned HIV test results and have subjective

likelihood lower than median subjective expectations are significant and larger than others.

This finding not only reveals heterogenous peer effects depending on the subjective likeli-

hood of neighbours but also emphasises that peer effects can be stronger with HIV testing.

The need to promote HIV testing is implied as a relevant policy to take advantage of peer

effects on subjective expectations.

3.2 Literature

3.2.1 Subjective expectations about HIV

Many works of literature have studied the relationship between perceived HIV risk and sexual

behaviours. Gerrard et al. (1996) review the literature and point out that many studies

conclude that those who engage in risky sexual behaviours are more likely to have a high

subjective likelihood of being infected with HIV. Therefore, perceived HIV risk is considered
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crucial in intervening in health behaviour. For instance, Schaefer et al. (2020) estimated

associations between changes in perceived HIV risk and changes in condom use. Using data

on sexually active adults in Zimbabwe, the researchers found an increase in perceived HIV

risk associated with a higher likelihood of more condom use.

Paula et al. (2014) analysed data from surveys of the Malawi Diffusion and Ideational

Change Project (MDICP) and investigated the relationship between subjective beliefs about

individuals’ personal HIV status and risky sexual behaviours. The policy implication of

this result is that providing those infected with HIV with accurate information on their

HIV status may lead them to reduce their likelihood of engaging in risky sexual behaviour.

Anglewicz and Kohler (2009) pointed out that individuals overestimate their likelihood of

being HIV positive when they evaluate their own and others’ sexual histories. Subjective

expectations about HIV infection of rural Malawians are compared with the actual HIV

biomarker results and a lot of respondents showed a tendency to overestimate their infection

risk. The authors pointed out that the overestimation of HIV status is likely to be caused

by the overestimation of HIV transmission probabilities.

Acquiring information on HIV risk is also claimed to change behaviour. In this regard,

Dupas (2011) used the data from a randomised experiment in Kenya and studied the role

of providing information on risk reduction strategies for HIV prevention. The result showed

that the HIV curriculum, including risk information, reduced unprotected sex among teenage

girls. Furthermore, increased reporting of sexual behaviour among teenage boys implied that

the responses provided by teenage girls were indicative of them substituting away from riskier

partners who are old. Therefore, HIV interventions can target subjective HIV risks to cause

behavioural changes by providing relevant information on HIV and risky behaviours.

Studies have claimed the importance of data on subjective expectations. Accordingly,

Attanasio (2009) insisted on the need to collect data on expectations related to important

decisions because of the importance of understanding how subjective expectations affect

behaviour in the developing world. Therefore, Attanasio (2009) said that data on beliefs
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should be collected systematically in surveys. Moreover, Delavande and Kohler (2009) main-

tained that subjective expectations are critical to inferring the determinants of behaviours.

Therefore, the authors implied that data on health behaviour without information on sub-

jective beliefs do not allow researchers to determine policy implications. For example, a

decision to not use condoms might be made not only for individuals with a high subjective

risk of HIV infection who do not like regularly using condoms but also for those who do not

have a preference regarding condom use, instead preferring to believe in having the same

serostatus with their partners. Furthermore, a person who does not trust the function of

condoms may not choose to use them. Thus, data on condom use itself may not provide the

optimal direction for policy implications, such as the provision of information on condom

use, educating on safe sexual behaviour or scaling up testing. The gains from longer life

expectancy might be limited due to the high mortality levels in sub-Saharan Africa. Thus,

adopting safe sexual behaviour might not be optimal for those in sub-Saharan Africa when

comparing costs (financial expenses and the costs of giving up pleasures) and benefits (longer

life expectancy and healthier lives) (Oster, 2007; Delavande and Kohler, 2016).

3.2.2 Peer effects in subjective expectations

Another important line of literature is why and how social networks can influence beliefs.

Algan et al. (2019) studied the effect of friendship interactions on political opinions with the

network of first-year students at Science Po. The difference in political opinion is reduced by

a friendship link. The study successfully estimated the causal effect of networks on personal

opinions by using the variation of exogenously connected pairs of students. Many studies

theoretically and empirically investigated belief formation with social learning models in

networks. The two most widely used models used to explain how social networks influence

individuals’ beliefs are Bayesian learning and naive (DeGroot) learning. Bayesian learners

observe their network partners’ beliefs and form their own repeatedly and simultaneously,

whereas naive learners follow the majority of their network partners’ opinions. Mixed opin-
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ions exist on which model explains the formation of beliefs (Chanderasekhar et al., 2020;

Grimm and Mengel, 2020).

Researchers indicate that social interactions have played an essential role in forming

individuals’ perceptions of their risk of HIV infection. Social interactions are also mentioned

as a critical factor for evaluating the benefits and costs of behavioural changes such as

the adoption of condom use and increased marital fidelity. Kim (2016) used the school-

based survey data of Malawian adolescents to estimate peer effects among classmates on an

individual’s probabilistic expectation of being infected with HIV. The positive and significant

peer effects on an adolescent’s subjective likelihood of HIV infection are found. This result

might be relevant to policies using social interactions to affect the subjective expectations

of adolescents for HIV prevention.

Social networks are important for affecting knowledge and attitudes regarding HIV by

diffusing knowledge and influence. A qualitative study conducted by Buhler and Kohler

(2003) in the South Nyanza District in Kenya shows that the perceived risks of HIV in-

fection depend on the common perceived risks within personal communication networks,

affected both by the content of AIDS-related communication and the network structure in

communication. Smith and Watkins (2005) suggested that worry about HIV is associated

with the extent to which social network partners worry about HIV. Investigating the survey

data of rural Malawians, the researchers determined the effect of respondents’ conversational

networks on an individual’s anxiety surrounding HIV. Thus, perceived risks of HIV infection

can indirectly indicate behaviour change.

Several studies mentioned the difficulties of analysing peer effects on subjective expec-

tations. Attanasio (2009) argued that collecting data on expectations has not been an easy

task in developing countries. This challenge has arisen because many respondents in devel-

oping countries have less opportunity to receive formal education and are unfamiliar with

probabilities. Inaccurate or inconsistent responses are likely attained from surveys asking

what level respondents anticipate for the probabilities of events in developing countries.
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Kim (2016) addresses the low reliability of responses about subjective expectations related

to probabilities by suggesting that local contexts are used and questions asked differently.

For example, a ruler graded from zero to 100 was used to help respondents understand

their probabilistic expectations of certain events. Delavande and Kohler (2012) collected

subjective expectations by requiring respondents to allocate up to ten beans to indicate

the likelihood that an event, such as HIV infection, would happen. This method allows

the advantage of being observable and relatively attractive for respondents to express their

subjective expectations. These data are found to produce subjective expectations consistent

with the basic characteristics of probability theory. Thus, a well-designed approach enables

data collection on subjective beliefs relevant for analysis in developing countries.

The endogeneity of the network has been mentioned as a key challenge when identifying

peer effects. Regarding subjective expectations, the effects of peers’ beliefs are difficult

to disentangle from the effects of their characteristics and correlated effects. The study

analysing the effect of conversational networks on one’s worry about HIV mentioned the

bias from network endogeneity as a limitation for the analysis (Smith and Watkins, 2005).

Kim (2016) used the proportion of classmates with family members who died of HIV as an

instrument to address this identification problem. The instrument is considered valid since

many students tend to report the HIV-related deaths of distant family members. Therefore,

classmates would not necessarily know about these deaths and will only be affected by

their classmates’ HIV infection expectations. However, HIV infections among distant family

members can also directly influence the subjective expectations of classmates, depending

on the relations or distance among classmates’ families. I address the challenge by using

randomised monetary incentives to encourage learning about test results as the source of

exogenous variation to identify peer effects on subjective expectations.
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3.3 Background and data

3.3.1 Background and survey design

To estimate the peer effects on subjective expectation, I use the data from the MLSFH, which

was collected in three rural districts in Malawi from 1998 to 2012. This study provides

longstanding data about HIV, sexual behaviours, and families, studied over seven survey

rounds. The sample for MLSFH was selected to represent the rural Malawi population. The

MLSFH data can be helpful since the dataset collected rich information on the subjective

expectations of individuals in rural Malawi. Thus, many researchers conducted studies

related to subjective expectations using the MLSFH dataset, producing various results. For

instance, Delavande and Kohler (2009) examined the impact of individuals’ expectations

about future HIV status on risky sexual behaviour with probabilistic expectation data from

MLSFH data. Delavande and Kohler (2012) used subjective belief data from the MLSFH to

study the effect of learning HIV status on an individual’s subjective expectations of being

infected with HIV and subsequent risky behaviour.

I use data from the 2004 and 2006 survey rounds that include information on HIV testing

with randomly assigned incentives to learn test results and subjective expectations on HIV

infection. In 2004, respondents were offered free tests for HIV status. Respondents who

accepted to get tested were offered randomly assigned monetary incentives to learn about

their test results. Next, a survey was conducted in 2006, and subjective expectations on

various events, including HIV infection, were collected. Although both surveys in 2004 and

2006 collected data on subjective beliefs, the survey in 2006 suggested a way to collect

subjective expectations with a numerical measure. This initiative provides more precise

measures of subjective beliefs compared to the coarse categories in the 2004 survey. The

questions in the 2004 survey are ‘In your opinion, what is the likelihood that you are infected

with HIV now?’ and ‘In your opinion, what is the likelihood that you will become infected

with HIV in the future?’ Possible answer choices were no likelihood, low likelihood, medium
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likelihood and high likelihood. These coarse categories are simple to provide explanations

to respondents and easy to collect and process. However, low, medium and high likelihood

might be very different among individuals and regions. Furthermore, collected information is

limited due to less variations in categories. Because the scales suggested from the 2004 survey

are verbal, the degrees of likelihood may not be comparable across individuals (Delavande

and Kohler, 2009).

The 2006 survey introduced a new method to collect expectation data from respondents.

In a separate section of the questionnaire, respondents were asked several questions about

the chance that certain events were going to happen. Respondents answered by putting some

beans out of ten beans in a cup to express their opinion of the likelihood of certain events

going to happen. In this regard, one bean meant one chance out of ten that an event was

likely to happen. Putting no bean meant that the respondent thought that the event would

certainly not happen. In addition, the survey offered explanations with examples of what

each number of beans represents. For example, five beans meant that the likelihood of an

event happening is the same as the likelihood that it does not occur. Six beans represented

that the event is slightly more likely to occur than not. This segmentation of responses and

detailed explanations provided flexibility for respondents to answer. Therefore, exhaustive

information on subjective expectations is offered from data in the 2006 survey. Eliciting

probabilistic expectations used a numeric scale instead of a verbal scale, and responses

could be consistently converted to probabilities across different answers (Delavande and

Kohler, 2009). The process was interactive in that respondents were provided with detailed

explanations and were open to clarifying questions. Simple questions were preceded to

evaluate how respondents understood the concept of probability, and adjustments were made

during the survey.

Delavande and Kohler (2009) studied the accuracy of reported numerical beliefs about

HIV infection and discovered that the probability assessments on being HIV positive were

substantially well-calculated compared to HIV prevalence rates in the local community.
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Furthermore, the method of collecting the data was efficient in that the collection method

was visual, relatively intuitive and fairly engaging for respondents. Delavande and Kohler

(2009) argued that the non-response rate was significantly lower than others in surveys

asking about subjective expectations in developed countries. In addition, most respondents

responded consistently with the properties of probability theory. The variation of responses

according to demographic characteristics was not substantially different from the expected

directions. These characteristics suggested that the subjective expectation data in the 2006

MLSFH survey reflected the ability of individuals in developing regions to provide valid

responses about their beliefs about HIV infection.

3.3.2 Sample selection

The main sample is individuals who accepted an offer to get HIV tested in 2004 and inter-

viewed in 2006 with no missing data in monetary incentives for HIV testing, test results,

village information and subjective expectation. Among 1,617 respondents who were offered

HIV tests in rural Malawi, 92% accepted to get tested for HIV. From 1,479 individuals who

accepted the HIV test, 1,448 respondents were chosen as the main sample without missing

data. Since peer effects are examined within villages, not only those without village informa-

tion but also respondents who are the only resident in their village in the sample (living in a

singleton village) are dropped from the main sample. To check possible selection problems,

I tested whether the selected and dropped samples were similar in terms of observed char-

acteristics by using pairwise t-tests for selection procedures. Table 3.1 presents the results

of the pairwise t-tests to compare characteristics (gender, age, marital status, education,

land ownership and HIV status). In this regard, there are no significant differences in all

characteristics between dropped and selected samples.
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Table 3.1: Pairwise t-tests for sample selection

Accepted test No missing variable
Drop Select P-value Drop Select P-value

Male 0.40 0.38 0.70 0.36 0.38 0.79
Age 36.43 36.66 0.88 35.04 36.70 0.45
Married 0.90 0.88 0.54 0.86 0.88 0.68
Education 3.12 3.29 0.50 3.46 3.29 0.75
Owns land 0.79 0.79 0.91 0.79 0.79 0.92
HIV+ 0.05 0.04 0.79
N 138 1479 31 1448

3.3.3 Data

Table 3.2 presents descriptive statistics of the main sample consists of 1,448 individuals. 38%

of the main sample are male. Respondents selected for the main sample are, on average,

37 years old with an average of three years of education. Additionally, 88% of the main

sample are married, and 79% own land. According to health beliefs collected in 2004, which

may be correlated with subjective expectations of HIV infection, most respondents consider

themselves healthy. Almost half of the respondents considered their health conditions to

be better than two years ago. Only 6% believed their health worsened compared to two

years ago. The respondents in the main sample live in 112 villages total. Villages consist of

13 members on average, and the number of residents in each village varies from two to 85

members.

Moreover, 74% of the main sample learned their test results. Individuals who accepted

HIV tests were offered randomly assigned monetary incentives. The value of monetary

incentives varies from zero to 300 Kwacha. The maximum value of incentives, 300 Kwacha,

is approximately US$ 3 (Pauw et al., 2013), which is similar to the average two days’ wages

for rural Malawians (Fedor et al., 2015). The value of the incentive offered to those in the

main sample is 105 Kwacha (approximately US$ dollar) on average. The average monetary

incentive to learn about HIV test results is less than one day’s wage for rural Malawians.

Thornton (2008) argued with this data that fear of or stigma surrounding HIV testing could
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Table 3.2: Descriptive statistics

N Mean SD
Age 1448 36.70 12.63
Male 1448 0.38 0.49
Years of education 1448 3.29 2.88
Owns land 1448 0.79 0.40
Married 1448 0.88 0.32
Health belief
My health is good 1448 0.94 0.24
My health is better than that of two years ago 1448 0.52 0.50
My health is worse than that of two years ago 1448 0.06 0.23
HIV test in 2004
Learned test result 1448 0.74 0.44
Incentive to learn result 1448 105.28 94.15
Non-zero incentive 1448 0.77 0.42
HIV+ 1448 0.04 0.19
Any subjective likelihood of HIV+ 1270 0.36 0.48
1 The main sample consists of individuals who accepted an offer to get tested without

missing data. Although subjective expectation in numerical measures are available

for all individuals in the main sample, responses in coarse category is available

for 1270 individuals only.

be easily overcome by small cash incentives. In this regard, 77% of the main sample received

a non-zero incentive. As a result of HIV tests, 4% of the main sample turned out to be HIV

positive, which is substantially lower than the portion of respondents who believed there is

any likelihood of HIV infection (36%). This result implies that respondents overestimated

the likelihood of HIV infection.

3.3.4 Subjective expectations data

Responses in the 2006 survey regarding the subjective likelihood of being infected with HIV

is around one in a scale of zero to ten. This outcome is 0.11 when divided by ten, which

is very low. It is lower than the average response asked by coarse degrees of subjective

likelihood (28%). In addition, this is lower than the coarse subjective likelihood of HIV

infection provided in responses before the HIV test in 2004 (36%). The subjective belief

of being infected with HIV decreased after the test in 2004. The subjective likelihood of
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future HIV infection on a zero to ten scale is around one when responses were provided by

allocating beans among ten beans. This outcome is similar to current HIV infection on a

zero to ten scale. When responses are collected by a verbal scale, the portion of respondents

who responded that there is any likelihood of HIV infection in the future is 0.52, which is

much higher than the subjective likelihood of future HIV infection collected on a numerical

scale. This outcome is also higher than the subjective belief about current HIV infection

collected by a verbal scale (0.28).

Table 3.3: Subjective likelihood of HIV infection

N Mean SD
Current infection In 0-10 scale / 10 1 1448 0.11 0.20

Any likelihood 2 1439 0.28 0.45
Future infection In 0-10 scale / 10 1346 0.11 0.21

Any likelihood 1388 0.52 0.50
1 Subjective likelihood that the respondent is currently infected with HIV

responded in 0-10 scale divided by 10.
2 =1 if responded there is any likelihood that the respondent is currently

infected with HIV as opposed to no likelihood.

The subjective likelihood of HIV infection might differ between those infected with HIV

and those who are not. Subjective expectation indicators investigated in 2006 are presented

separately by actual HIV status from the 2004 HIV test. For those who tested positive,

the likelihood of current infection is far from one. This interesting result might be due to

those who do not believe the test result or do not respond, reflecting their actual beliefs.

A higher portion of those who tested HIV positive responded higher subjective likelihood

of being infected with HIV for both current and future infection than those who tested

HIV negative. If the subjective likelihood is collected in numerical measure, the responses

of those infected with HIV are more than doubled from the responses of those who tested

negative. Even those who tested negative have a higher subjective likelihood of future HIV

infection than the likelihood of current infection. However, subjective likelihood collected

on a zero to ten scale is similar between current and future infection for those who tested

negative.
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Table 3.4: Subjective expectations by HIV status

HIV negative HIV positive
N Mean SD N Mean SD

Any likelihood of current infection 1382 0.27 0.45 57 0.56 0.50
(In 0-10 scale / 10) 1391 0.10 0.19 57 0.27 0.32
Any likelihood of future infection 1331 0.51 0.50 57 0.79 0.41
(In 0-10 scale / 10) 1301 0.11 0.20 45 0.31 0.35

Although there are not many respondents who tested HIV positive, it is surprising to

observe some individuals among them who responded that there is no likelihood of HIV

infection. Forty-four per cent of those who tested HIV positive still responded that there is

no likelihood of being infected with HIV. Furthermore, 21% of those who tested HIV positive

still believe there is no likelihood of being infected with HIV even in the future. Possibly,

individuals may not trust the HIV test result or forget about their test results. Another

plausible explanation is that respondents know they are HIV positive but are embarrassed to

respond truthfully in front of the interviewer (Delavande and Kohler, 2016). This situation

is likely because HIV is related to psychological barriers, such as fear or stigma, which is

particularly applicable to sub-Saharan Africa.

3.4 Estimation

3.4.1 Identification strategy

In measuring the peer effects of neighbours in the village on subjective expectations of one’s

own HIV status, a necessary procedure is to find a strategy to address the difficulties of

identifying peer effects. It is complicated to distinguish causal effects from peers since an

individual’s behaviour can be derived from various types of effects. These are the influence

of exogenous peer effects, the behaviour of individuals in the network, and the fact that

individuals in the same network behave similarly due to their similar characteristics (Man-

ski, 1993). In this estimation, the respondent’s subjective likelihood of HIV infection can
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be driven by not only the subjective expectations of others in the same village but also the

characteristics of neighbours in the village. Furthermore, peer effects are difficult to dis-

entangle from correlated effects since residents in the same village live together by choices

common in the village, or common shocks might have occurred at the village level.

2004

HIV test

(Incentives)

Learn results

2006

Subjective belief

(Peer effects)

Others’ beliefs

Figure 3.1: The order of events

In the experimental design of the MLSFH survey in 2004, monetary incentives were ran-

domly assigned to encourage individuals to obtain their 2004 HIV test results. Learning

about test results, inspired by monetary incentives, affected subjective expectations of HIV

infection collected in the 2006 survey. Since randomly assigned monetary incentives are

exogenous, it is plausible to use monetary incentives as the source of variation in the estima-

tion. In this regard, the order of events is as follows: In the 2004 survey round, the data with

the coarse measure of the likelihood of being infected was collected. After the survey, an

HIV test was offered, and individuals who accepted the offer were tested. Those tested were

offered randomised monetary incentives to encourage them to learn about their test results.

Later in 2006, another survey was initiated, which included collecting data on subjective

expectations. Peer effects are estimated for the effect of these subjective expectations on

others’ subjective expectations.

Table 3.5: The effect of learning test result on subjective likelihood of HIV infection

Likelihood of HIV infection
Infected now Infect in the future

Learn test result -0.03∗∗∗ -0.02∗

(0.01) (0.01)
N 1448 1346
R2 0.12 0.13

*, **, *** indicate significance at the 10, 5 and 1%. Covariates: age, age-squared,

gender, education, owns land, married, distance to testing centre > 1.5km,

district, religion, distance to locations in VCT zone, subjective health and HIV status
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Table 3.5 presents OLS estimates for the effect of learning about HIV test results on the

subjective likelihood of an individual’s HIV infection on a zero to ten scale divided by ten for

both current and future infection. Learning about test results significantly and negatively

affects the subjective likelihood of HIV infection for both current and future infection. Neg-

ative effects might be driven by those who tested HIV negative, amending their subjective

likelihood of HIV infection downwards. In addition, monetary incentives motivated individ-

uals to learn about their test results, which eventually reduced the subjective likelihood of

the individual becoming infected with HIV. Therefore, I use these incentives as instrument

variables to examine the peer effects of subjective expectation.

3.4.2 Model

I examine peer effects in the village on an individual’s subjective expectation of HIV infec-

tion by regressing subjective expectations on average village expectations, instrumented by

randomised monetary incentives to encourage learning about test results as follows:
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Yij = α + Ȳijβ +Xijγ + eij (3.1)

where Yij is the subjective likelihood of HIV infection of individual i in village j collected

on a zero to ten scale divided by ten. Thus, this variable takes values between zero and

one. This result can reflect the subjective likelihood of current HIV infection or infection

in the future. Ȳij is the leave-out mean of the likelihood of subjective HIV infection. Xij

is the vector of controls, which will be explained in the following paragraphs. The main

coefficient, β, shows the peer effects of the average subjective likelihood of HIV infection

in an individual’s village. Using the village mean as an explanatory variable to estimate

peer effect reflects how an individual tends to conform to or imitate their neighbours. The

numerical indicator on a zero to ten scale reflects the degrees of expectation and provides

beliefs consistent with basic properties of probability theory (Delavande and Kohler, 2012).

The vector of controls includes age, age-squared, gender, years of education, a dummy on

whether a respondent owns land, marital status, district, religion, the distance to the VCT

centre, where respondents learn about their test results, a dummy =1 if the distance to

VCT is over 1.5km, district, the average distance to simulated locations in the VCT zone2,

subjective health status, HIV status from the test and the village leave-out means of these

covariates. These variables are included to control the effect of individuals’ demographics

and locations. Village leave-out means of covariates are included to net out the effect of

other village neighbours’ characteristics from peer effects. Subjective health status includes

dummy variables indicating whether respondents reported their health as being good, better

than two years ago or worse than two years ago. These variables can control self-reported

health that should correlate with HIV expectations (Delavande and Kohler, 2009).

2The average distances to simulated locations in VCT, as calculated by Thornton (2008), is included as
a control for the distance to VCT and the location of respondents in each VCT zone since the location of
VCT is chosen randomly in each zone. This control variable was included in several studies using the same
MLSFH data related to the 2004 HIV tests (Thornton, 2008b; Godlonton and Thornton, 2012).
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3.4.3 First stage

The first stage regression is as follows:

Ȳij = α + IC50ijθ1 + IC100ijθ2 + IC150ijθ3

+ IC200ijθ4 + IC250ijθ5 + IC300ijθ6 +Xijδ + eij (3.2)

where IC50ij indicates the portion of the village with incentives from ten to 50, IC100ij

indicates the portion of the village with incentives from 60 to 100, IC150ij means the portion

of the village with incentives from 110 to 150, and so on.

Instruments are the set of splines composed of the proportion of individuals in each village

with the amounts of incentives separated by various cut-off amounts (in Kwacha = 0.01

USD). Ten Kwacha is the minimum value of the incentive, and 300 Kwacha is the maximum.

Each variable is generated with cut-off amounts of every 50 Kwachas (approximately 50

cents in USD). I use this set of splines as the set of instruments to allow flexibility in

the relationship between instruments and variables, such as non-linear relationships. The

findings are robust to other formulations. Other studies analysing the same dataset with

randomised monetary incentives, including Godlonton and Thornton (2012) who estimated

peer effect on learning HIV test results, also used the set of splines consisting of certain

monetary incentives as instrumental variables.

Table 3.6 shows the OLS estimates for the effects of monetary incentives on an indi-

vidual’s subjective likelihood of being infected with HIV now and in the future. These

findings are the reduced form effect of the monetary incentives on individuals’ probability

of being infected with HIV. Interestingly, those assigned monetary incentives from 160 to

200 Kwacha have a higher subjective likelihood of HIV infection. On the other hand, those

assigned monetary incentives between 210 and 250 Kwacha report a lower subjective likeli-

hood on the zero to ten scale. This result is intriguing because it reflects the possibility of

heterogeneous effects depending on the value of monetary incentives. This reduced form of
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Table 3.6: Reduced form: Effect of incentives on subjective likelihood

Subjective likelihood
Infected now Infect in the future

Incentive 10-50 0.00 0.00
(0.02) (0.02)

Incentive 60-100 0.01 0.02
(0.02) (0.02)

Incentive 110-150 0.01 0.01
(0.02) (0.02)

Incentive 160-200 0.04∗∗ 0.04∗∗

(0.02) (0.02)
Incentive 210-250 -0.04∗ -0.05∗

(0.02) (0.03)
Incentive 260-300 0.01 0.00

(0.02) (0.02)
N 1448 1346
R2 0.12 0.14

*, **, *** indicate significance at the 10, 5 and 1%. Covariates: age, age-squared,

gender, education, owns land, married, distance to testing centre > 1.5km,

district, religion, distance to locations in VCT zone, subjective health and HIV status

regression supports the need to allow flexibility for the relations between instrumental and

explanatory variables in peer effects estimation. Larger incentives tend to carry a greater

inducement for individuals to learn about their test results. Therefore, it is reasonable to

expect that those assigned large incentives, higher than 200 in this case, are more likely

to learn about their test results and eventually have a lower subjective likelihood. Using

the spline of functions with different types of incentive values could reflect non-linear and

heterogenous effects by incentive values shown in this result.

Table 3.7 presents the result of the first-stage regression. The first-stage estimates show

that the portions of the village with a certain quantum of incentives affect the village-average

subjective likelihood of HIV infection for both current and future infection. This outcome

implies instrument relevance since instrument variables significantly impact independent

variables. The F-statistics is around 12 for the average likelihood of current infection and

around 19 for the average likelihood of infection in the future, both larger than the suggested

cut-off (ten) for weak instruments (Stock and Yogo, 2005). In addition, different signs and
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significance of coefficients for different instruments validate the form of instrument variables.

Table 3.7: First stage for peer effects on subjective likelihood

Mean (Subjective likelihood)
Infected now Future infection

Incentive 10-50 0.04∗∗ 0.06∗∗∗

(0.02) (0.02)
Incentive 60-100 0.02 0.05∗∗∗

(0.02) (0.02)
Incentive 110-150 -0.03 -0.10∗∗∗

(0.03) (0.03)
Incentive 160-200 0.11∗∗∗ 0.10∗∗∗

(0.02) (0.02)
Incentive 210-250 -0.09∗∗∗ -0.11∗∗∗

(0.03) (0.03)
Incentive 260-300 -0.02 -0.07∗∗∗

(0.02) (0.03)
N 1448 1346
F 12.07 18.91

*, **, *** indicate significance at the 10, 5 and 1%.

Covariates: age, age-squared, gender, education, owns land,

married, district, religion, distance to testing centre,

distance > 1.5km, distance to locations in VCT zone,

subjective health, HIV status, and village means of covariates.

The first-stage regression results are interesting in that the direction of effects is not the

same for the village portions with different amounts. For example, for the mean subjective

likelihood of current HIV infection, the segment of the village with incentives from ten

to 50 and from 160 to 200 increases its mean subjective likelihood, whereas the segment

of the village assigned incentives from 210 to 250 negatively affected the mean subjective

likelihood. This outcome is consistent with the negative coefficient from the regression

estimating the effect of learning test results on the subjective likelihood of current infection.

Therefore, higher average amounts of monetary incentives cause more individuals in villages

to learn about their test results and eventually, on average, reduce the subjective likelihood

of HIV infection in villages. These features suggest if monetary incentives are assigned,

individuals might be motivated to learn about their test results and change their beliefs on
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their HIV status even though there exists a stigma around them. Furthermore, different

values of incentives have heterogenous effects, and higher incentives can be more effective in

overcoming social constraints to obtaining test results and changing subjective expectations.

3.4.4 Results

Table 3.8 shows the OLS and IV estimates for the peer effect within villages. For both OLS

and IV regressions, peer effects are positive and significant for both the subjective likeli-

hood of current and future infection. These estimates imply that a one-percentage-point

increase in the average subjective likelihood of an individual’s village significantly increases

their subjective likelihood of current HIV infection by 0.59 percentage points. Furthermore,

a one-percentage-point increase in the village’s average subjective likelihood increases an

individual’s subjective belief of future HIV infection by 0.65 percentage points. An indi-

vidual’s subjective expectation of HIV infection is significantly affected by the subjective

expectations of neighbours in their village.

Table 3.8: Peer effects on subjective expectations of HIV infection

Subjective likelihood
Infected now Future infection
OLS IV OLS IV
(1) (2) (3) (4)

Village mean 0.19∗∗ 0.59∗ 0.22∗∗∗ 0.65∗∗

(0.08) (0.35) (0.08) (0.27)
N 1448 1448 1346 1346

*, **, *** indicate significance at the 10, 5 and 1%.

Covariates: age, age-squared, gender, education, owns land,

married, district, religion, distance to testing centre,

distance > 1.5km, distance to locations in VCT zone,

subjective health, HIV status, and village means of covariates.

An interesting feature of the result is that estimates from IV regressions are larger than

OLS estimates for both regressions on the likelihood of current and future infection. IV

estimates larger than OLS estimates are different from the expected direction of bias. Due
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to the endogeneity of OLS estimates for network effects, IV estimates are expected to be

smaller than OLS estimates. Several reasons can explain this, according to studies by Card

(2001), Dickson (2009) and Oreopoulos (2006). One possible explanation is downward bias

in OLS estimates due to measurement error. For example, measurement errors in subjective

expectations may cause attenuation bias (Griliches, 1977). However, Dickson (2009) argued

that survey measurement errors could only explain a small amount of downward bias. An-

other reason might be that IV estimates represent the local average treatment effect (LATE).

Peer effects might be identified for those with neighbours in villages whose subjective beliefs

are affected by learning test results because of monetary incentives. Thus, the peer effects

of compliers might be larger than the average effects of the entire population. Card (2001)

mentioned IV estimates could be larger than those of OLS might reveal higher-than-average

effects on outcome for a subset of the population. LATE may provide meaningful infor-

mation when considering policy purposes since it examines the effect on the individuals in

question. Therefore, LATE could be a more relevant measure than average effects on the

whole population (Dickson, 2009).

3.5 Marginal Treatment Effect

Peer effects from the IV estimation represent the impact on those with village neighbours

who obtained their test results due to monetary incentives. IV estimates larger than OLS

estimates infer that LATE from the IV estimation is indicative of compliers face larger peer

effects than others. Since subjective likelihood is affected by whether individuals learned

that their test results, it is worth analysing the MTE and examining peer effects depending

on peers’ subjective likelihood compared to others. This analysis will help understand the

mechanism from HIV testing to peer effects. Larger effects of those who learned test results

could be meaningful for policies to affect subjective beliefs through peer effects by scaling

up HIV testing.
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The MTE is suggested as an approach to recover economically interesting parameters

in models with heterogeneous treatment effects. MTE is the mean response of individuals

to treatment at a margin. It allows using instruments in a direction that explores policy

questions and estimates the parameters of interest. Furthermore, MTE catches whole distri-

butions of treatment effects, which makes it a useful tool for generating different treatment

effects and comparing those effects. Using local IV estimation, Heckman and Vytlacil (2005)

suggested a method to identify MTE as the derivative of the conditional expectation of the

dependent variable with respect to the resistance to be treated (Cornelissen et al., 2016;

Andresen, 2018). I use this method with the help of the Stata package mtefe to estimate

peer effects in terms of MTE.

Since MTE can be estimated with a binary treatment variable, I generated a dummy

variable indicating a high village average likelihood of HIV infection. A high subjective

likelihood is likely to represent those who did not obtain test results because learning about

these results is correlated with lower subjective likelihood. Focusing on high village subjec-

tive likelihood allows the MTE results to be comparable to IV estimates from the model 3.1.

The dummy variable takes one if the village leave-out mean of subjective belief is larger than

the median (0.0943 for current infection and 0.0879 for future infection). Each individual

may have a different dummy value because the individual’s personal belief determines the

value. Therefore, different values might be assigned to those in the same village. Fifty per

cent of the main sample takes the value of one for the dummy for the subjective likelihood

of current infection. Furthermore, 47% of those in the main sample have a village mean

subjective likelihood of future infection that is larger than the median.

Prior to the estimation of MTE, I estimated the effects of the high subjective likelihood

of HIV infection on an individual’s personal belief, using the following model:

Yij = α +DYijβ +Xijγ + eij (3.3)

where Yij is the subjective likelihood of HIV infection of individual i in village j, DYij is
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the dummy indicating the subjective likelihood of village neighbours larger than the median,

and Xij is the vector of controls, which are the same as those used in the model 3.1.

Table 3.9 presenting the estimation results, shows positive OLS and IV estimates for

both the subjective likelihood of current and future infection. Living with village neighbours

whose subjective likelihood of HIV infection is higher than the median likelihood is correlated

with the individual’s subjective likelihood of own HIV infection.

Table 3.9: Peer effects on subjective expectations with a dummy of low village likelihood

Subjective likelihood
Infected now Future infection
OLS IV OLS IV
(1) (2) (3) (4)

High village mean likelihood 0.04∗∗∗ 0.09∗ 0.03∗∗∗ 0.12∗∗

(0.01) (0.05) (0.01) (0.05)
N 1448 1448 1346 1346
F statistics (First stage) 12.2 11.1

*, **, *** indicate significance at the 10, 5 and 1%.

Covariates: age, age-squared, gender, education, owns land, married, district,

distance to testing centre, distance > 1.5km, distance to locations in VCT zone,

religion, subjective health, HIV status, and village means of covariates.

Equation 3.4 shows that the marginal treatment effect can be presented as the deriva-

tive of the conditional expectation of the dependent variable regarding the resistance to

be treated, using the local instrumental variable (Heckman and Vytlacil, 2005). Y is the

outcome and X presents observable characteristics. P(Z) shows the probability of entering

treatment based on instrument Z. Therefore, MTE(x, p) presents a marginal treatment

effect with respect to the probability to be treated p, conditional on characteristics x.

MTE(x, p) = ∂E(Y | X = x, P (Z) = p)/∂p (3.4)

Regarding the effects on the subjective likelihood of HIV infection, the outcome variable

Y indicates the subjective likelihood of HIV infection and X shows the control variables.

Treatment is to be in a village where neighbours have subjective likelihood of HIV infection
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higher than the median. P (Z) presents the probability of village neighbours having high

subjective expectations, conditional on Z, monetary incentives to encourage them to obtain

their test results. Treatment in this analysis is neighbours with high subjective likelihood of

HIV infection. Since learning test results have negative effects on subjective likelihood of HIV

infection (Table 3.5), treatment effect implies the effect of neighbours with high subjective

HIV expectation who are unlikely to have learned their test results. The Marginal Treatment

Effects disentangle the effect of peer’s beliefs based on the identification assumption that

one’s incentives to learn test results, instrumental variables in this analysis, do not directly

influence peers’ HIV expectations.

Table 3.10 presents treatment effect parameters generated by the weighted average of

marginal treatment effects. The treatment effect on the treated (TT), the effects of neigh-

bours with high subjective expectations, is not significant. However, the treatment effect

on the untreated (TUT), presenting the effects of village neighbours who learned about test

results and have a low subjective likelihood of HIV infection, are positive and significant.

The effect is larger than the average peer effect and the effect on those with a high sub-

jective likelihood of HIV infection.3 The LATE is positive and similar to the IV estimates

in Table 3.9. Depending on the instruments, these results can explain the heterogeneity of

peer effects among individuals.

MTE parameters show that peer effects are heterogenous among individuals. Peer effects

are higher for those with village neighbours who learned their test results compared to

those who did not. Being aware of one’s HIV status is not only important for correcting

subjective beliefs but also critical for affecting others’ subjective expectations within the

network. Therefore, encouraging individuals to obtain their test results can be a useful tool

to facilitate peer effects on subjective expectations.

3The results are robust using a dummy for village neighbours with a subjective likelihood of infection
larger than the mean instead of the median. See Appendix 3A.
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Table 3.10: Marginal treatment effects parameters of peer effects on subjective expectations

Infected now Future infection
Average treatment effect (ATE) 0.14∗∗ 0.18∗∗∗

(0.06) (0.06)
Treatment effect on the treated (TT) -0.08 0.07

(0.15) (0.14)
Treatment effect on the untreated (TUT) 0.36∗∗ 0.29∗

(0.14) (0.15)
Local average treatment effect (LATE) 0.12∗ 0.17∗∗∗

(0.06) (0.06)

*, **, *** indicate significance at the 10, 5 and 1%. Treatment effect on the treated (TT)

represents the effect of those with subjective expectations larger than median.

Treatment effect on the untreated (TUT) represents the effect of those who learned test results

and have subjective expectations lower than median.

3.6 Robustness

Misreporting Expectations

The subjective likelihood of HIV infection data includes numerical measures with visual and

interactive means. However, there is a possibility of misreporting subjective expectations

because expectations are subjective, and HIV is a sensitive issue, especially in developing

countries. Another possible reason for misreporting is that respondents may not understand

the concept or method for measuring subjective expectations. For example, respondents

might misunderstand the degree expressed by numbers from zero to ten for the subjective

likelihood of HIV infection. Also, discerning between the likelihood of current and future

infection can be confusing.

Table 3.11 presents the matrix by the number of responses classified by the subjective

likelihood of current infection and the subjective likelihood of future infection. The same

level of likelihood for both current and future infection is a possible response. A larger

subjective likelihood of future infection than that of current infection is a possible response

pattern for those who are more worried about their future HIV status than current HIV infec-

tion. However, the subjective likelihood of current infection being higher than that of future
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Table 3.11: Subjective expectations of HIV infection comparing current and future infection

Future infection
Current Infection 0 1 2 3 4 5 6 7 8 9 10 Total

0 862 20 7 3 1 3 1 0 1 0 2 900
1 8 112 15 2 1 4 0 0 0 0 0 142
2 6 7 60 10 4 5 0 0 0 0 0 92
3 0 1 11 32 9 5 0 0 0 0 0 58
4 0 0 2 4 19 5 1 1 0 0 0 32
5 1 0 1 1 2 53 7 2 2 0 1 70
6 0 0 0 0 0 1 8 1 0 0 1 11
7 0 0 0 0 0 0 1 6 1 1 0 9
8 0 0 1 2 0 1 0 0 3 1 1 9
9 1 0 0 0 0 0 0 0 1 7 0 9
10 1 0 2 0 0 1 0 0 0 1 9 14

Total 879 140 99 54 36 78 18 10 8 10 14 1346

infection is not reasonable since the future status is less obvious, and there is no cure for

HIV. These inconsistent responses might be due to misreporting caused by misunderstand-

ing HIV, time differences or questions. Simple measurement errors or miscommunication

during the survey might be another explanation for these responses.

Table 3.12: Subjective likelihood of HIV infection with corrected misreports

N Mean SD
Current infection 1448 0.11 0.20
(Replaced with future infection) 1448 0.10 0.19
Future infection 1346 0.11 0.21
(Replaced with current infection) 1346 0.12 0.22

After revising these inconsistent responses, I repeat the regressions estimating peer ef-

fects on subjective expectations of HIV infection. In this regard, 66 responses with a larger

subjective likelihood of current infection than future infection are subject to adjustments.

Adjustments are made by replacing the subjective likelihood of current infection with fu-

ture infection if the subjective expectation of current infection is larger than that of future

infection. Another revision is the subjective likelihood of future infection being replaced

by the subjective likelihood of current infection for those with a subjective likelihood of
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future infection smaller than that of current infection. After the revision, the average sub-

jective likelihood of HIV infection is not substantially different from the initial subjective

likelihood. However, the average subjective likelihood of future infection is slightly lower

than the average likelihood of current infection. Therefore, the mean subjective likelihood

of current infection partly replaced with the subjective likelihood of future infection is lower

than before the adjustments. On the other hand, the average subjective likelihood of current

infection partially replaced with the subjective likelihood of current infection is higher than

before the adjustments.

I repeat the regression using the model 3.1 with the same instrumental variables. Table

3.13 presents the OLS and IV estimates for the peer effects within villages. Peer effects

are positive and significant for both subjective expectations of current infection and future

infection. The similar estimates and the significance of the modified estimates, considering

possible misreporting, indicates the robustness of the estimated peer effects.

Table 3.13: Peer effects on subjective likelihood of HIV infection with corrected misreports

Current infection Future infection
OLS IV OLS IV

Village mean 0.21∗∗∗ 0.57∗ 0.21∗∗∗ 0.63∗∗

(0.08) (0.33) (0.08) (0.29)
N 1448 1448 1346 1346
F (First stage) 12.97 17.10

*, **, *** indicate significance at the 10, 5 and 1%.

Covariates: age, age-squared, gender, education, owns land,

married, district, religion, distance to testing centre,

distance > 1.5km, distance to locations in VCT zone,

subjective health, HIV status, and village means of covariates.

Furthermore, I drop individuals who expect to have HIV now but not in the future and

repeat the regression. Table 3.14 presents the OLS and IV estimates for the peer effects

within villages. The results are robust after dropping observations with misreporting.
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Table 3.14: Peer effects on subjective likelihood of HIV infection with dropped samples with
misreports

Current infection Future infection
OLS IV OLS IV

Village mean 0.21∗∗∗ 0.63∗∗ 0.23∗∗∗ 0.71∗∗∗

(0.07) (0.32) (0.08) (0.27)
N 1391 1391 1289 1289
F (First stage) 12.18 19.92

Individuals who expect to have HIV now but not in the future

are dropped. *, **, *** indicate significance at the 10, 5 and 1%.

Covariates: age, age-squared, gender, education, owns land,

married, district, religion, distance to testing centre,

distance > 1.5km, distance to locations in VCT zone,

subjective health, HIV status, and village means of covariates.

Number of Village Neighbours

The number of village members in the main sample varies largely from two to 85. Therefore,

peer effects might only exist for those with few village neighbours in the main sample.

Therefore, I repeat the estimation of peer effects without the villages with a small number

of individuals in the main sample.

Table 3.15 presents the subjective likelihood of current HIV infection and future HIV

infection for those without the small number of village neighbours in the main sample.

‘Village Neighbours > 1’ indicates those with at least two members in the same village

included in the main sample. These villages include at least three individuals in the main

sample. Samples are dropped gradually by the number of village neighbours up to three.

For each exclusion, around ten to 30 individuals are dropped. Excluding individuals whose

neighbours number up to three does not induce a remarkable change in the mean subjective

likelihood of HIV infection.

I repeat the estimation of peer effects with reduced samples using model 3.1. Table 3.16

shows the peer effects estimates by IV regressions with different samples, including villages

with different numbers of village neighbours. Peer effects for those with at least two village

neighbours are positive and significant. Moreover, the effects are larger than peer effects
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Table 3.15: Subjective likelihood of HIV infection with samples with different number of
village neighbours

Current infection Future infection
N Mean SD N Mean SD

Main sample 1448 0.11 0.20 1346 0.11 0.21
Village neighbours > 1 1430 0.11 0.20 1331 0.11 0.21
Village neighbours > 2 1412 0.11 0.20 1316 0.11 0.20
Village neighbours > 3 1384 0.11 0.20 1290 0.11 0.20

with the whole sample. Thus, the number of village neighbours in the main sample is not a

substantial problem that changes the results.

Table 3.16: Peer effects on subjective likelihood with different number of village neighbours

Current infection Future infection
(1) (2) (3) (4) (5) (6) (7) (8)

Neighbours > 0 > 1 > 2 > 3 > 0 > 1 > 2 > 3
Village mean 0.59∗ 0.70∗∗ 0.76∗∗ 0.78∗∗ 0.65∗∗ 0.95∗∗∗ 0.96∗∗∗ 0.95∗∗∗

(0.35) (0.33) (0.31) (0.31) (0.27) (0.29) (0.26) (0.25)
N 1448 1430 1412 1384 1346 1331 1316 1290
F (First stage) 12.07 14.33 18.06 18.27 18.91 19.91 26.59 29.04

IV estimates. *, **, *** indicate significance at the 10, 5 and 1%.

Covariates: age, age-squared, gender, education, owns land, married, district, religion,

distance to testing centre, distance > 1.5km, distance to locations in VCT zone,

subjective health, HIV status, and village means of covariates.

3.7 Conclusion

Studying the formation and the effect of subjective expectations is important for health in-

tervention. Peer effects might be useful to deal with HIV prevention in developing countries

where information provision and social learning can play crucial roles. Learning the beliefs

of network partners can provide information on possible HIV prevalence in an individual’s

environment and even warn of the severity of HIV. Understanding peer effects on subjec-

tive expectations supplement studies on social learning by investigating the effects of social

networks on subjective belief. I study the peer effects on subjective expectations of an indi-
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vidual’s HIV status in rural Malawi, and the data includes extensive subjective expectation

data collected by visual and easy methods for the respondents. I estimate the peer effects of

village neighbours on individuals’ subjective likelihood of HIV infection influenced by HIV

testing. Randomised monetary incentives to encourage them to learn about their test results

are used as the source of variation to identify peer effects.

I find significant and positive peer effects of village neighbours on individuals’ subjective

likelihood of current and future HIV infection. IV estimates larger than OLS estimates for

the peer effects might be due to measurement errors in the OLS estimates and the feature

of IV estimates in which LATE are estimated. Peer effects on compliers whose neighbours

are influenced by incentives to learn test results are larger than the effects on others. The

estimated peer effects reflect the conformation of village neighbours, which is also evidence

that perceived health risks depend on the common perceived risk within a social network.

MTEs show the heterogeneity of peer effects depending upon the subjective expectations of

neighbours. Significant effect on those whose neighbours with a low subjective likelihood of

HIV infection implies those who learned about their test results have larger peer effects than

others. Significant effects of village neighbours who are likely to have obtained test results

show the possible role of HIV testing in forming subjective beliefs through social networks.

Subjective expectations can change health behaviour to prevent HIV infection regardless

of actual HIV status. Peer effects on subjective expectations can prove an effective mech-

anism for providing information on HIV prevention in developing countries. Furthermore,

beliefs can be affected not solely by the behaviours of network partners but by the subjective

beliefs of neighbours. Significant peer effects in villages in rural Malawi show the possible

role of village neighbours on subjective expectations regarding HIV. Using peer effects might

be an effective method to correct subjective expectations and provide relevant information

on HIV risk and prevention in sub-Saharan Africa. Larger peer effects for those who learned

about their HIV test results with low subjective expectations of HIV risk emphasise the

need to promote HIV testing.
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Appendix 3A: Robustness checks for marginal treat-

ment effect

As a robustness check for estimating marginal treatment effects, I repeat the estimation of

MTEs using a dummy for village neighbours with a subjective likelihood of infection that

is larger than the mean instead of the median. The average subjective likelihood of village

neighbours is 0.1068 for current infection and 0.1026 for future infection. Fifty-seven per cent

of the main sample take the value of one for current infection, and 55% take the value of one

for future infection. More respondents are around neighbours with a subjective likelihood

that is larger than the mean compared to those with neighbours with a subjective likelihood

that is larger than the median.

Firstly, I estimated peer effects by regressing one’s own belief of HIV infection on the

dummy, indicating a high likelihood of infection for village neighbours with an OLS and IV

using randomised monetary incentives as instrumental variables. The results show positive

and significant estimates.

Table 3.17: Peer effects on subjective expectations

Subjective likelihood
Infected now Future infection
OLS IV OLS IV
(1) (2) (3) (4)

High village mean likelihood 0.03∗∗ 0.09∗ 0.04∗∗∗ 0.14∗∗∗

(0.01) (0.05) (0.01) (0.05)
N 1448 1448 1346 1346
F statistics (First stage) 10.4 13.9

*, **, *** indicate significance at the 10, 5 and 1%.

Covariates: age, age-squared, gender, education, owns land, married, district,

distance to testing centre, distance > 1.5km, distance to locations in VCT zone,

religion, subjective health, HIV status, and village means of covariates.

The MTE parameters are similar in size and significance compared to the effect estimated

with treatment to be in village with a subjective likelihood higher than the median, except

for a treatment effect on the untreated for the likelihood of current infection. LATE are
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significant and similar to IV estimates. This check confirms that the marginal treatment

effects are robust, and the results are not from the treatment variable creation process.

Table 3.18: Marginal treatment effects parameters

Infected now Future infection
Average treatment effect (ATE) 0.16∗∗ 0.26∗∗∗

(0.07) (0.06)
Treatment effect on the treated (TT) 0.17 -0.04

(0.15) (0.13)
Treatment effect on the untreated (TUT) 0.16 0.46∗∗∗

(0.16) (0.14)
Local average treatment effect (LATE) 0.15∗∗ 0.21∗∗∗

(0.07) (0.05)

*, **, *** indicate significance at the 10, 5 and 1%.
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Chapter 4

Extended family networks and rainfall

shock

4.1 Introduction

Individuals in the rural areas of developing countries face various types of risks and uncer-

tainties. Within-village extended family networks, and the characteristics of interactions in

these networks, play an especially important role in risk and resource sharing. Imperfect

credit markets and insufficient social security arrangements lead households to depend on

informal risk-sharing among extended family networks in developing countries (Angelucci et

al., 2017). Extended families are also tightly connected, making social enforcement within

networks as an advantage for informal insurance (Ferrara, 2003). However, little is known

about how the structures of these networks are formed and affected by income shocks.

Excessive or insufficient amount of rainfall creates risks for agricultural income in de-

veloping countries. Rainfall shocks are known to have significant impacts on the important

decisions of families in developing countries, such as education, employment, early marriage

and migration (Munshi, 2002; Corno et al., 2020; Adhvaryu et al., 2021). In terms of mar-

riage, the decision to marry and the marriage location choices can be affected by rainfall
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events (Rosenzweig and Stark, 1989). Furthermore, living arrangements are mentioned to

provide inter-generational support and facilitate the sharing of public goods (Rosenzweig

and Wolpin, 1993; Salcedo et al., 2012). Thus, changes in living arrangements to co-reside

or split households are likely to be motivated by economic reasons and affect risky decisions

made by households. Therefore, studying the responses of extended family networks within

villages to rainfall shocks would provide interesting insights into the role of extended family

networks in risk sharing. Although existing literature has shown how rainfall shocks affect

individual decisions that shape the formation of these networks (marriage or migration),

there is no evidence of existing literature that has studied the overall effect, which could

have different directions.

This chapter studies the influence of rainfall shocks – measured as deviations from long-

run average rainfall – on the structure of within-village extended family networks in rural

Mexico. The study explores the overall effect of rainfall shocks on extended family networks.

Furthermore, the effects of conditional cash transfers will be analysed. The mitigation of

liquidity constraints caused by conditional cash transfers may change the effect of income

shocks on within-village extended family networks. Although studies emphasised the im-

portance of within-village extended family network, not many studies analysed the network

statistics and the changes on the network statistics of within-village extended family net-

work. Furthermore, this chapter can contribute to the literature by estimating the overall

effect of rainfall shocks on possible mechanisms of within-village extended family network

including marriage, migration, and split households.

To study the characteristics of extended family networks within villages, we focus on

extended family network data created from a household survey performed to evaluate the

PROGRESA programme in rural Mexico. PROGRESA was launched by the Mexican gov-

ernment to enhance the health, educational and nutritional status of low-income families

in marginalised villages. Conditional cash transfers are assigned to eligible (poor) house-

holds. The conditions were enrolling and attending school and visiting health care centres
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regularly. For the assessment of PROGRESA, a randomised controlled trial (RCT) was

conducted. The experimental design of the RCT assign village into treatment group and

control groups. This random assignment provides the source of variation for the evaluation

of the programme.

Data from the panel survey contain very comprehensive information, and the assessment

involves all households in selected villages. This feature relieves concerns about data avail-

ability, which is a usual issue in studies on extended family networks. Using the data from

the poverty-alleviation programme can be a meaningful approach in that the analysis can

also reflect how social programmes or policies can change the economic decisions of house-

holds in developing countries. This approach extends the analysis to the effects of policy

interventions on the network formation process, which can either counteract the effect of

rainfall shock or reinforce the influence.

Within-village extended family networks are created from this data by discovering links

between households using full name information. The algorithm is inspired by the tradition

in Mexico to grant individuals with two surnames, one from the father’s lineage and the other

from the mother’s lineage. The complete details on extended family networks generated from

all households within villages enable a thorough analysis of the effect of rainfall shocks on

network structures.

We use rainfall data matched at the village level from the closest rain gauge to the village.

Rainfall shocks are measured as an absolute deviation of rainfall from the long-run average

to consider the recorded level of rainfall compared to the normal amount. We also define

rainfall shock as a dummy equal to one if the absolute deviation of rainfall is one standard

deviation above or below the long-run average and the absolute deviation from the long-run

average divided by the standard deviation. The exogenous feature of rainfall shock allows

the regressions of network characteristics on rainfall shock variables to disentangle the effect

of the shock from other influences of unobserved variables.

Our findings show that in villages where a reduction in agricultural incomes is implied
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due to rainfall shocks, extended family networks have a smaller network degree and size.

However, conditional cash transfer from PROGRESA counteracted this negative effect. Ex-

tended family network structures can be changed due to the decisions of households to split,

marry or migrate. Generating a separate household after marrying within the village and

leaving one’s household can increase the extended family network degree and size. In addi-

tion, when entire households migrate out of a village for employment, the degree and size of

the network can be reduced. The decisions might be influenced by the speed of recovery from

rainfall shocks or the mitigation of liquidity constraints from cash transfers. For example,

some households may delay splitting households since they might not have enough finan-

cial resources to pay for another set of household-related public goods for the new family

unit. Therefore, we examine the effect of rainfall shocks and cash transfers on marriage and

migration to explore the drivers of changes in the extended family network.

Household members who experienced rainfall shocks are less likely to leave their house-

holds for marriage. This finding suggests that rainfall shocks might be associated with

households’ decisions not to split, causing smaller degrees and sizes of extended family net-

works. Work migration reduced by rainfall shock in villages with cash transfers shows the

effect of financial transfers in countervailing the negative effect of rainfall shocks in terms of

network degree and size. Cash transfers are possible means to mitigate the effect of rainfall

shocks, serving to counteract the reduction of extended family networks degree and size

in villages by alleviating liquidity constraints. Therefore, the creation and transformation

of extended family networks within villages are important processes warranting consider-

ation when studying the impact of income variations. Households can change their living

arrangements after experiencing rainfall shocks as a means through which the effects on

income could be addressed. Furthermore, PROGRESA changing the effect of rainfall shocks

indicates that relevant policies can alleviate the liquidity constraints of those affected in

developing countries, even with income variations.
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4.2 Literature

An extended family network is considered a meaningful institution through which economic

functions are performed in developing countries. Social enforcement under the norm of

collective responsibility within a kin group is a feature different from normal communities.

Furthermore, reciprocation can be performed well with the help of family members. Ferrara

(2003) claimed these two advantages as the basis of the extended family network having

superiority over informal insurance. The nature of the extended family network, where

preferences and inter-generational investments exist in extended families, further assists the

importance of the extended family network (Angelucci et al., 2009). These networks are

known as being capable of achieving the motivation from altruism and the power to impose

obligations (Angelucci et al., 2017). Indeed, substantial amounts of financial transactions

are conducted within extended family networks, including loans and transfers, exceeding the

scale of transactions in nuclear families (Lucas and Sark, 1985).

Within-village extended family networks can be vital institutions for risk and resource

sharing in developing countries. Angelucci et al. (2009) mentioned that the meaningful func-

tions of extended family networks are consumption smoothing and investments for wealth

status in the village economy. In addition, the high costs of forming inter-village networks

are fundamental issues relevant to the value of intra-village extended family networks. Us-

ing PROGRESA data from rural Mexico, Angelucci et al. (2017) showed that extended

family networks could pool resources to deal with liquidity constraints. The study insisted

that cash transfers from PROGRESA generated investments for households connected to ex-

tended family networks rather than for isolated ones. Informal risk sharing with insurance

within a village played a significant role for households suffering from idiosyncratic shocks in

consumption (Kinnan et al., 2020). The enforcement of informal arrangements was mean-

ingful in the role of risk-sharing of socially close connections, such as directed connections

within the family network. Furthermore, socially distant connections, including indirect

links in extended family networks, could be valuable for risk-sharing, the changes of which
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are critical (Malde, 2016). A paper evaluating the effect of cash transfers on school enrolment

provided suggestive evidence that resources are shared in extended family networks, from

households that receive enough cash transfers for enroling their children in primary school to

those receiving less attention for secondary school enrolment for their children (Angelucci et

al., 2009). Kinship networks could supplement financial networks in developing economies

by allowing transactions that are considered too large to be collateralised with tangible as-

sets (Kinnan et al., 2012). Although several studies mentioned extended family networks as

an important system in developing countries, not many studies investigated the formation

and structure of extended family networks.

Marriage, migration or other household arrangements are suggested as ways to address

adverse income shocks in developing countries. Extended family networks within villages

can be created and changed in response to these activities. Rosenzweig and Stark (1989)

argued that marital arrangements play substantial roles in facilitating smooth consumption

and overcoming income risks. Furthermore, households in rural India with more changeable

agricultural incomes are reported as having a higher likelihood of risk pooling via marriage

migration. Corno and Voena (2016) estimated the effect of income shocks on child marriage

in Tanzania. Families with teenage girls who experienced rainfall shock are likely to marry

off the girls by the age of 18. Another study by Corno et al. (2020) examined the effect

of droughts on the timing of marriage for women in sub-Saharan Africa and India, where

the direction of marriage costs differs. The study found positive effects of rainfall shocks on

early marriage in sub-Saharan Africa, where bride price payments are prevalent. However,

in India, where dowry payments are customary, droughts decreased the hazard of early

marriage.

Studies have found that abnormal amounts of rainfall increase migration in regions where

agricultural outcome matters for developing country economies (Henry et al., 2004; Puente et

al., 2015). These findings infer that migration induced by income variations due to weather

is another important factor that affects extended family networks. Using migration data
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in rural Mexico, a study found that a migrant household is likely to receive new members

around migration episodes. The study argued that the high probability of migrant house-

holds generating the attrition in the study of migration suggests that household members

of migrants may have disbanded their households and joined other households (Bertoli and

Murard, 2017). Although migration is a common mechanism to avoid income variations in

agrarian societies, credit constraints and risk aversion might restrict such movement (Bryan

et al., 2014).

Adult children co-residing with their parents is another suggested living arrangement

facilitating inter-generational support since shared residence and inter-household transfers

are important methods to allocate resources (Rosenzweig and Wolpin, 1993). Kaplan (2012)

pointed out labour market events as possible causes for the timing of young children to co-

reside with their parents or leave their parents’ households. In addition, household size or

arrangements might be linked with income because a decrease in the consumption of public

goods, implied by higher income, would lead to smaller households with a diminished need

to share the costs of public goods among household members (Salcedo et al., 2012). We

supplement this literature by studying the possible drivers of the effect of income risks on

within-village extended family networks, such as marriage, migration and inter-generational

co-residence. Moreover, the literature has studied the impacts of rainfall shocks on each

of these decisions (marriage, migration and co-residence) separately. Thus, we explore the

effects of rainfall shocks on all decisions altogether and study the effects on the overall

network.

In addition, studies evaluated the effect of policies or programmes on the formation and

change of networks in developing countries. Hess et al. (2020) analysed a large Community-

Driven Development (CDD) program in The Gambia, which provided funding for households

in 500 randomly selected villages. The program allocated enough funding, approximately

half the country’s GDP per capita, and the treatment reduced informal economic transac-

tions. This result is mentioned as being driven by a modest increase in economic well-being
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and unequally distributed benefits. Banerjee et al. (2021) found that the introduction of

microfinance diminished social networks in rural villages in India. This study used detailed

information on social networks and found an interesting spillover effect on reducing social

networks in those with a low likelihood of joining microfinance. These studies suggest that

policies or programmes established for economic development in developing countries may

have consequences on networks, such as fewer social connections and network spillovers.

The effects of PROGRESA – a poverty-mitigation programme in rural Mexico that pro-

vides cash transfers – on family or living arrangements are assessed by a couple of studies.

Bobonis (2011) found that families eligible for PROGRESA increased marital dissolution

rates, although no significant change occurred in the overall share of women in a marital

union. Conditional cash transfer from PROGRESA also increased international migration

for labour, whereas secondary school subsidies reduced short-term migration (Angelucci,

2004). We supplement the literature by exploring the influence of PROGRESA on network

characteristics with the creation of within-village extended family networks.

4.3 Data

4.3.1 Background of the programme: PROGRESA

The analysis uses household survey data collected to evaluate the previously mentioned

social assistance programme called PROGRESA, conducted in rural Mexico. PROGRESA

was launched in 1997 by the Mexican government to enhance the health, educational and

nutritional status of low-income families, especially for children and mothers of low-income

households. Conditional cash transfers are provided to the mothers of targeted families.

The conditions are enrolling and attending school and visiting health care centres regularly.

PROGRESA reached around 2.6 million families, representing one-ninth of all families in

Mexico at the end of 1999. Not only is the enormous amount of coverage an advantage

of this programme, but this programme differs from earlier social programmes in that it
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directly targets extremely low-income families, focusing on multiple dimensions of human

capital (Skoufias, 2005).

Household panel data were collected from 24,000 households in 506 villages every six

months from October 1997 to November 1999. Furthermore, 320 villages were randomly

assigned to the treatment group that was implementing PROGRESA among 506 villages

in rural Mexico in which the programme was assessed. The survey round in October 1998

was the first wave after the beginning of the cash transfers. Households were classified as

eligible or ineligible in determining the beneficiaries of the cash transfers. Eligibility (low-

income households) was determined by a household welfare index: a weighted average of

(a) household income; (b) the number of household members; (c) ownership of durables,

land, and livestock; (d) education; and (e) physical features of the dwelling (Angelucci et

al., 2006). Cash transfers were provided every two months, and the average monthly amount

accounted for 20% of monthly consumption expenditures.

4.3.2 Survey data

Data from the October 1998 survey is used for analysis because it is the first survey wave

started in the post-programme period, during which the names of respondents were collected.

The information on names is essential for deriving extended family networks from the data.

Two features make the data suitable for the analysis. Firstly, the survey data provides

exceptionally exhaustive information since data was collected from all households in 506

rural villages. The survey collected household rosters of all households and comprehensive

socio-economic information, such as consumption, income, household demographics and

migration. The second feature of the data is that the programme is designed to randomly

assign villages into treatment and control groups. These two advantages offer a flexible

approach for evaluation by allowing any type of estimator to assess the programme’s impact

(Skoufias, 2005).
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4.3.3 Within-village extended family network

Within-village extended family network data are generated by modifying the algorithm in

Angelucci et al. (2009), connecting households with surnames. This mapping algorithm is

possible due to the convention of Mexico assigning individuals two surnames – a paternal

and maternal surname. The panel survey data collected complete details on the names

of respondents – (i) paternal surname, (ii) maternal surname and (iii) given name. Four

surnames are available from each household, namely, paternal and maternal surnames of

household heads and spouses. Then, we match these names and identify links between

households. Extended family networks are formed via two types of family links. One type

is the intra-generational link, including siblings of the household head or household spouse.

Another type is the inter-generational family link, including connections from the household

head and household spouse to their adult sons or daughters and links from the household

head or household spouse to their parents.

Firstly, intra-generational links can be identified for those (household head or spouse in

each household) with the same maternal and paternal surnames. Next, inter-generational

links can be identified because children adopt paternal surnames from both their father and

mother. Thus, we define an inter-generational link between household ‘A’ and household

‘B’ if: (a) the head or spouse of ‘A’ has the paternal surname the same as the paternal

surname of the head of ‘B’ and (b) the maternal surname of the head or spouse of ‘A’ is

identical with the paternal surname of the spouse of ‘B’. We define extended family networks

by identifying all possible intra-generational and inter-generational links among households

within the village.

Lastly, age restrictions are imposed to eliminate spurious family links. The age difference

between the oldest and the youngest in each sibling group cannot exceed 30 years for sibling

groups. For parent–child links, the mother needs to be at least 15 years older than her eldest

child, and at most 45 years older than her youngest child.1 As a result, 2,477 extended family

1To avoid spurious connections and the reduction of strength in the algorithm, one village with a large
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networks within villages are generated, including 16,399 households.2

Network characteristics of interest are degree, clustering coefficient, size and average path

length (the definitions of network characteristics are introduced in Appendix 4A). These

indicators are deemed fundamental statistics that present meaningful features of network

structures (Jackson, 2008). Notably, 16,399 households in the main sample belong to 2,477

within-village extended family networks. Degree and clustering coefficients can be calculated

at the household level. The size, average path length and clustering coefficient are calculated

at the network level.

Figure 4.1 presents a graphical representation of extended family networks within two

villages as examples of network structure. Two villages have differences in terms of network

characteristics because most networks, except isolated households in Village B, are fully

connected networks where all households are interconnected. Thus, Village B’s degree and

clustering coefficient are larger than Village A’s. On the other hand, the average path length

is larger in Village A due to more pairs of households that are not directly linked. Due to

one large network connecting several households to the bottom right corner of Figure 4.1a,

the average size of the network is larger in Village A than Village B. Network statistics can

reflect different aspects of network characteristics depending on the indicator.

Table 4.1: Within-village extended family network statistics

N Mean SD
Household level
Degree 16399 4.11 4.39
Clustering coefficient 12339 0.71 0.33
Network level
Clustering coefficient 1413 0.58 0.34
Size 2477 7.03 13.46
Size / village size 2477 0.13 0.17
Average path length 2477 1.44 0.79

Network statistics are described in Appendix 4A.

portion of individuals with similar surname combinations is dropped. Furthermore, networks with sizes
exceeding 100 households are dropped.

2Around 20% of observations were isolated households. The algorithm does not include these households
in any within-village extended family network.
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(a) Village A (b) Village B

Figure 4.1: Family network graphs

Table 4.1 presents the network characteristics of the within-village extended family net-

work. The degree can represent the extent of the household’s connectedness. Furthermore,

each household is, on average, connected to four households. The clustering coefficient can

essentially show the network’s density at the local level (Jackson, 2005). The clustering co-

efficient is 0.71 at the household level and 0.58 at the network level on average. The sample

does not include isolated households. Each extended family network, except those with a

size of one, comprises an average of seven households, as shown by the size of the network.

The size of the network divided by the village size (the number of households in the village)

is 0.13. This measure implies the importance of family networks with a size larger than one

relative to the size of the village (Angelucci, 2009). The average path length is often used

to indicate network efficiency, showing how the transportation of information flow could be

conducted through the network (Ye, 2010). The average path length of a within-village

extended family network is 1.44 on average.

The figures 4.2 present the distributions for the degree and size of an extended family

network within a village. Network degrees are concentrated at the value of one, implying

that a large portion of extended family networks are dyads. The degree of most households
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Figure 4.2: Degree and size distribution

is smaller than ten, implying that there are not too many spurious connections. Regarding

size, the largest portion of extended family networks comprises two households.

Examining the effect on degree could show the change in the connectedness of within-

village extended family network. Rainfall shock may create new connections due to the need

for risk sharing through networks. However, income shocks may reduce connections of ex-

tended family networks by combining households or disconnecting links. The changes in the

size of network could also reflect these possible reactions including merge and disconnections

among households to rainfall shocks. In addition, clustering coefficient may be correlated

with better enforcement of informal arrangements since having common links means there

could be more stringent punishment if one deviates from an informal arrangement. The

impact on average path length may show the influence of rainfall shocks on the need for

denser connections of extended family network within villages for risk sharing. Efficient flow

through extended family networks could be generated after experiencing difficulties after

rainfall shocks.

4.3.4 Rainfall data

Rainfall data is collected from the Mexican Weather Service to examine the effect of rain-

fall shocks. The data recorded actual rainfall from January 1985 to January 2005. Thus,
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rainfall data from 1985 is used to generate long-run average rainfall. Robustness checks are

conducted using the rainfall from 1990. Rainfall data matched at the village level in the

main sample exploited the closest rain gauge to the village. The average distance to the

nearest rainfall gauge was 18km. Monthly rainfall amounts were aggregated yearly. Thus,

monthly rainfall from November 1997 to October 1998 (year t) was added since the survey

data were collected in October 1998. Rainfall in year t-1 was the sum of monthly rainfall

from November 1996 to October 1997. The average rainfall was around 1,244mm in 1998

and 1,052mm in 1997. The 15-year average and 15-year standard rainfall deviation were

used as long-run rainfall indicators. Rainfall in 1998 was higher than the long-run average

rainfall, which is likely to be caused by El Nino in 1997 and 1998, accompanied by the Pacific

jet stream and increased rainfall. The coefficient of variation, calculated as the measure of

riskiness (15-year average / 15-year standard deviation), was 0.3 on average.

Table 4.2: Rainfall statistics

N Mean SD
Year t (1998) 16399 1243.70 742.40
Year t-1 (1997) 16399 1051.74 651.25
15-year average 16399 1113.64 655.55
15-year standard deviation 16399 304.89 179.63
Coefficient of variation 16399 0.30 0.15
Distance to the nearest rainfall gauge 16399 17.87 9.03

4.3.5 Main sample

From the October 1998 round in the PROGRESA household survey, 16,399 households

belonging to extended family networks and without missing variables are selected as the main

sample. Table 4.3 presents the descriptive statistics of the main sample. Most household

heads were male, and 88% of them had work. Among the six household members, the

number of male adults was around 1.5 on average.

Understanding the different reasons for the change in the composition of households is

indispensable in determining what derives the extended family network structure within the
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Table 4.3: Descriptive statistics

N Mean SD
HH head age 16399 46.16 15.10
HH head male 16399 0.94 0.23
HH head has work 16399 0.88 0.32
HH head had education 16399 0.71 0.45
HH poor 16399 0.54 0.50
HH size 16399 5.93 2.71
Number of male 12-18 16399 0.49 0.76
Number of male adults 16399 1.46 0.85
Number of female 12-18 16399 0.47 0.75
Number of female adults 16399 1.44 0.80
Marriage migration out of village 16399 0.01 0.10
Work migration out of village 16399 0.04 0.19
Left HH within village 16399 0.02 0.13
Left HH within village for marriage 16399 0.01 0.10
Treatment (PROGRESA) village 16399 0.63 0.48
HH eligible for treatment 16399 0.54 0.50

village. Therefore, variables are generated to present whether individuals left their household

separately by destination (out-of-village or within-village). The variables are generated for

those aged 15–39 who left their households 12 months prior to the survey being conducted

in October 1998. The variables indicate leaving 16,399 households in the sample either as

migrating out of the village or moving around within the village. In this regard, 1% of the

main sample migrated out of the village for marriage, and 4% migrated for labour. Anyone

who left their households within the village can imply split households. Accordingly, 2% of

households in the main sample had individuals who left households within the village, and

1% were experienced individuals leaving households for marriage within the village.

The experimental design of the PROGRESA programme with random allocation of treat-

ment by villages allows for evaluating the programme with a relevant identification strategy

using the variation of treatment. Sixty-three per cent of the main sample were randomly

assigned to the treatment group for cash transfers. Households were classified as eligible

(low-income) households and ineligible (not low-income) households for the treatment. In

this regard, 54% of households were assigned to poor villages by criteria including income,
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the size of the household, ownership of durables, education and house conditions. Cash

transfers are provided to these households allocated as eligible households.

4.4 Empirical Framework

4.4.1 Model

To study the effect of rainfall on within-village extended family network characteristics, we

examine the following model:

Nijk = α +Rainijkβ1 + Pijkβ2 + (Rainijk × Pijk)β3 +Xijkγ + θk + eijk (4.1)

where Nijk denotes network characteristics of household i in network j and state k,

Rainijk denotes rainfall shock, Pijk presents PROGRESA exposure of household i in network

j and state k, which is cash transfer provided as treatment, and Rainijk ×Pijk indicates the

interaction term of rainfall shocks and treatment. β1 represents the effect of rainfall shocks,

β2 shows the effect of PROGRESA for individuals who did not experience rainfall shocks,

and β3 indicates the effect of cash transfer for those who are in villages with rainfall shocks.

In other words, β1 is the effect of rainfall shocks in control villages, and β3 is the effect of

rainfall shocks in treatment villages. Standard errors are clustered at the village level.

Average path length and size can only be examined at the network level. For those

characteristics, we estimated the same model as in Equation 4.1 at the network level with

network mean variables.

4.4.2 Identification strategy

The analysis can examine how the effects of rainfall shocks on within-village extended family

networks vary by treatment status of PROGRESA. The model specification takes advantage

of the exogeneity of both rainfall shocks and PROGRESA exposures. The experimental
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design that randomly assigned treatment villages for cash transfer can be the source of

variation. These exogenous variations provide advantages to imply the causal effect of rainfall

shocks on within-village extended family networks. The main assumption for this model

specification is that rainfall shocks are exogenous, so they are orthogonal to unobserved

determinants of outcome variables. This assumption is rational because weather phenomena

are exogenous and random. Therefore, we use OLS estimation to identify the effect of

rainfall shocks based on treatment status, using the variation of rainfall shocks and treatment

assignments.

Rainfall is often used as an exogenous variation for estimations related with income

in agrarian economies since farmers rely on the timing and the amount of rainfall. In

this context, rain-fed subsistence agriculture is a key economic activity. Rainfall could

affect extended family network through income shock, whereas extended family network

characteristics do not change the timing and the quantity of rainfall. The households in

this context cannot do anything to influence rainfall. Thus, rainfall shock is not likely to

be correlated with the residuals of our regressions estimating the influence of rainfall on

within-village extended family network.

This analysis use cross-sectional variation. Using time variation with more surveys would

broaden perspectives and deepen the implications of the study. As an initial analysis, current

study examines the effect of rainfall shocks using the first survey after conditional cash

transfer. Exploiting data from consecutive surveys will need substantial amount of work

to generate extended family network data and calculate network characteristics. Future

research with time variation from additional data would be meaningful and show dynamic

effects which could be more complicated.

4.4.3 Rainfall shock variables

Rainfall shocks are measured as an absolute deviation of rainfall from the long-run average

to consider the level of rainfall compared to the normal amount because the average amount
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of rainfall varies by village depending on terrain and location. Using the deviation of rainfall

from the mean as a rainfall shock variable is a common way to identify weather shocks in

‘levels’ (Dell et al., 2014). Adhvaryu et al. (2018) emphasised the relevance of using this

relative measure instead of the absolute amount of rainfall because the identical rainfall

amount can have different implications for villages with different average amounts.

We also define rainfall shock as a dummy equal to one if the rainfall is one standard

deviation above or below the long-run average. This definition focuses on villages that have

experienced an unusual amount of rainfall. It is necessary to consider that a simple compar-

ison between villages with a lot of rainfall and villages where the typical rainfall amount is

minimal might result in inappropriate conclusions (Adhvaryu et al., 2018). Furthermore, the

measure is useful for figuring out nonlinear effects by indicating the frequencies of rainfalls

that fall into the categories of different amounts (Dell et al., 2014).

Lastly, absolute rainfall deviation from the long-run village mean divided by the long-run

village standard deviation is selected as another measure of rainfall shock. This approach

adopts the climate–economy model where level differences are important in proportion to

an area’s normal variation instead of the level itself (Dell et al., 2014).

Table 4.4 presents the means and standard deviations of three rainfall shock measures

used in the analysis. Long-run average and long-run standard deviation are derived for 15

years: the longest time for available data. The absolute deviation is divided by 1000 to

present rainfall amount in metres, and the absolute deviation is 190mm in year t on average.

This measure is 0.68 on average if divided by the 15-year standard deviation of rainfall. 30%

of the main sample experienced rainfall amount with an absolute deviation one standard

deviation above or below the 15-year mean. The same rainfall shock variables are generated

for year t-1 (November 1996 to October 1997). These lagged variables are included to

examine the effect appearing with time differences. Households may spend time on decisions

resulting in changes to the extended family network structure. Absolute deviations from the

long-run village mean are similar in year t and year t-1, whereas the portion of the main
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sample with an absolute deviation one standard deviation above or below the 15-year average

rainfall is larger in year t than that in year t-1. Since the first cash transfers were initiated

in March 1998, the effect of rainfall shocks in t-1 for the treatment group will indicate how

cash transfers have accelerated the recovery after rainfall shocks.

Table 4.4: Rainfall shocks

N Mean SD
Absolute deviation from 15y avg / 1000 at t 16399 0.19 0.25
Absolute deviation from 15y avg / 1000 at t-1 16399 0.19 0.20
Absolute deviation 1sd above/below 15y avg at t 16399 0.30 0.46
Absolute deviation 1sd above/below 15y avg at t-1 16399 0.21 0.41
Absolute deviation from 15y avg / sd at t 16399 0.68 0.57
Absolute deviation from 15y avg / sd at t-1 16399 0.63 0.53

The analysis includes rainfall shock variable in year t and year t-1 in the same regression.

Contemporaneous shocks and lagged shocks are in the same regression because the shocks

can have different effects depending on the timing. For example, migrations occur not only

permanently due to the incentives to search for well-paid long-term jobs, but also temporarily

to cope with immediate shocks. Contemporaneous shocks are more related with temporary

migration, such as moving to near villages and coming back later. Furthermore, marriage is

costly and takes time to build saving. Thus, network changes because of marriage are likely

to be related to lagged shocks. Lagged shocks can show the longer lasting effects and how

networks recover from the impact of rainfall shocks. The contemporary shock implies an

immediate income loss, while the lagged shocks capture longer term effects of the income

losses, which may operate through reduced assets and wealth.
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4.5 Results

4.5.1 Effect on network structure

OLS regressions are used to estimate the effects of rainfall shocks on within-village extended

family network statistics. Regressions are conducted for each measure of rainfall shocks:

(i) absolute deviation of rainfall from the 15-year average, (ii) a dummy indicating whether

rainfall amount is one standard deviation above or below the 15-year average, and (iii)

absolute deviation of rainfall from the 15-year mean divided by 15-year standard deviation.

For each measure, the effects are estimated (a) for rainfall shock and interactions term in

year t, and (b) with rainfall shock and interaction terms in both year t and year t-1.

Table 4.5: The effect of rainfall shock on degree

Degree
(1) (2) (3) (4) (5) (6)

Rainfall shock Abs deviation 1sd above/below Abs dev/sd
Shock (t) -1.82∗∗ -1.84∗∗ -0.78 -0.84 -0.72 -0.85

(0.85) (0.86) (0.74) (0.73) (0.63) (0.64)
Shock (t-1) -1.24 -0.86 -0.87∗

(1.10) (0.58) (0.50)
Shock (t) * Treatment 1.13 0.91 -0.04 0.07 0.03 0.18

(1.01) (0.99) (0.78) (0.78) (0.70) (0.70)
Shock (t-1) * Treatment 3.28∗∗ 1.22∗ 1.34∗∗

(1.28) (0.69) (0.54)
Treatment -0.43 -0.99∗ -0.22 -0.50 -0.26 -1.21

(0.46) (0.58) (0.49) (0.58) (0.66) (0.92)
N 16399 16399 16399 16399 16399 16399
Average degree 4.11 4.11 4.11 4.11 4.11 4.11

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.

Column 1-2 represent the effect of rainfall shocks defined as absolute deviation from long-run

average. Column 3-4 represent the effect of rainfall shocks defined as a dummy if absolute

deviation is 1 standard deviation above or below long-run average. Column 5-6 represent the

effect of absolute deviation of rainfall from long-run average divided by standard deviation.

Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,

and state FE. “Treatment” denotes cash transfer from PROGRESA.

Table 4.5 presents the effect of rainfall shock on extended family network degree within

villages. Columns 1-2, 3-4 and 5-6 use different definitions of rainfall shocks (see the table
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notes). Columns 1, 3 and 5 represent the effect of rainfall shocks in year t. Columns 2, 4

and 6 include the lagged term of rainfall shock with a lag of one year. These lagged terms

are included to estimate the effect of time differences and whether cash transfers accelerated

the recovery after the rainfall shock from the previous year. The treatment presents the

effect of conditional cash transfer from PROGRESA.

The effect of rainfall shock on the degree of the extended family network in the control

group is negative. Furthermore, only the negative effect of the absolute deviation from the

long-run average rainfall is significant. The negative effect of the lagged rainfall shock is

only significant for the absolute deviation divided by standard deviation. Interaction effects

(Rainfall shock * Treatment) in lagged terms are positive and significant for all definitions

of rainfall shock. Since lagged rainfall shocks in the control group have a negative effect,

cash transfer countervails the effect of rainfall shock from year t-1. This finding implies that

the treated households recover faster in terms of their degree.

Table 4.6 represents the effect of rainfall shock on extended family network size within

villages denoted by the number of households. Columns 1-2, 3-4 and 5-6 use different

definitions of rainfall shocks, and Columns 2, 4 and 6 include the lagged term of rainfall

shock with a lag of one year. The effect of rainfall shock on the extended family network

size is negative in the control group. The negative effect of rainfall shock is only significant

for absolute deviation from the long-run average. The effects of lagged rainfall shocks are

not significant. However, the effect of rainfall shocks in the treatment group is positive.

Lagged interaction effects (Rainfall shock * Treatment) using absolute deviation from the

long-run average and absolute deviation divided by standard deviation are significant. Cash

transfers offset the negative effect of rainfall shock, implying the acceleration of recovery in

terms of network size.

Table 4.7 represents the effect of rainfall shocks on average path length. The effect of

rainfall shocks is positive in the control group and negative for lagged interaction terms in

the treatment group. The effects are small and insignificant.
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Table 4.6: The effect of rainfall shock on network size

Network size
(1) (2) (3) (4) (5) (6)

Rainfall shock Abs deviation 1sd above/below Abs dev/sd
Shock (t) -2.91∗∗ -2.84∗∗ -0.60 -0.65 -0.59 -0.70

(1.35) (1.35) (0.86) (0.85) (0.75) (0.75)
Shock(t-1) -1.70 -0.88 -0.89

(1.45) (0.87) (0.60)
Shock(t) * Treatment 3.42 2.89 0.23 0.33 0.27 0.37

(3.06) (3.04) (1.10) (1.10) (1.12) (1.11)
Shock(t-1) * Treatment 4.55∗ 2.11 2.02∗∗

(2.41) (1.36) (0.88)
Treatment -0.75 -1.47 -0.13 -0.59 -0.25 -1.59

(0.82) (0.98) (0.64) (0.69) (0.94) (1.14)
N 2477 2477 2477 2477 2477 2477
Average size 7.03 7.03 7.03 7.03 7.03 7.03

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.

Column 1-2 represent the effect of rainfall shocks defined as absolute deviation from long-run

average. Column 3-4 represent the effect of rainfall shocks defined as a dummy if absolute

deviation is 1 standard deviation above or below long-run average. Column 5-6 represent the

effect of absolute deviation of rainfall from long-run average divided by standard deviation.

Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,

and state FE. “Treatment” denotes cash transfer from PROGRESA.

Table 4.8 shows the effect of rainfall shocks on the clustering coefficient calculated by

household and network level. The effect of rainfall shocks is negative in the control group

and positive for lagged interaction terms in the treatment group. However, the effects are

very small and not significant.

4.5.2 Mechanisms

We find a smaller degree and size of the extended family network within control villages

where rainfall shocks occurred. These negative effects are counteracted by cash transfers

provided by PROGRESA, as shown in positive interaction effects on treatment villages with

rainfall shocks. To explore what derived these results, we study the relationships between

rainfall shocks and a household’s decision to split for marriage or to migrate.
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Table 4.7: The effect of rainfall shock on average path length

Average path length
(1) (2) (3) (4) (5) (6)

Rainfall shock Abs deviation 1sd above/below avg Abs dev/sd
Shock (t) 0.01 0.01 0.03 0.03 0.04 0.04

(0.06) (0.06) (0.04) (0.04) (0.04) (0.03)
Shock (t-1) -0.06 0.01 -0.00

(0.08) (0.04) (0.03)
Shock(t) * Treatment 0.01 0.02 -0.02 -0.02 -0.01 -0.01

(0.10) (0.10) (0.05) (0.04) (0.04) (0.04)
Shock (t-1) * Treatment -0.01 -0.07 -0.02

(0.10) (0.05) (0.04)
Treatment -0.03 -0.03 -0.02 -0.01 -0.02 -0.01

(0.03) (0.03) (0.02) (0.03) (0.03) (0.04)
N 2477 2477 2477 2477 2477 2477
Mean avg. path length 1.44 1.44 1.44 1.44 1.44 1.44

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.

Column 1-2 represent the effect of rainfall shocks defined as absolute deviation from long-run

average. Column 3-4 represent the effect of rainfall shocks defined as a dummy if absolute

deviation is 1 standard deviation above or below long-run average. Column 5-6 represent the

effect of absolute deviation of rainfall from long-run average divided by standard deviation.

Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,

and state FE. “Treatment” denotes cash transfer from PROGRESA.

Split households can affect within-village extended family network degree or size by cre-

ating new nodes in the network. Some household members may choose to leave to form

a new household in the village, which is typically the case for young couples who initially

stayed with their in-laws after marriage while they saved to move out. Therefore, leaving the

household for marriage within the village can increase the extended family network degree

and size. Female household members could move to marry another household within the

village. Moreover, female household members might move outside the village for marriage.

However, these decisions of female household members will not change within-village net-

works. Furthermore, households may migrate out of the village for work. If these migrations

move the whole household out of the village, the extended family network degree and size

could be reduced by removing a node from the networks.

Thus, it is worthwhile to examine if rainfall shocks affected household members leaving
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Table 4.8: The effect of rainfall shock on clustering coefficient

Household level clustering coefficient
(1) (2) (3) (4) (5) (6)

Rainfall shock Abs deviation 1sd above/below avg Abs dev/sd
Shock (t) -0.01 -0.01 -0.01 -0.01 -0.01 -0.02

(0.03) (0.03) (0.01) (0.01) (0.01) (0.01)
Shock (t-1) 0.02 -0.01 -0.01

(0.03) (0.02) (0.01)
Shock(t) * Treatment -0.02 -0.03 0.00 0.00 -0.00 0.00

(0.03) (0.03) (0.02) (0.02) (0.01) (0.01)
Shock (t-1) * Treatment 0.02 0.03 0.02

(0.04) (0.02) (0.02)
Treatment 0.01 0.00 0.00 -0.01 0.00 -0.02

(0.01) (0.01) (0.01) (0.01) (0.01) (0.02)
N 12339 12339 12339 12339 12339 12339
Avg. clustering coeff. 0.71 0.71 0.71 0.71 0.71 0.71

Network level clustering coefficient
(1) (2) (3) (4) (5) (6)

Rainfall shock Abs deviation 1sd above/below avg Abs dev/sd
Shock (t) -0.06 -0.06 -0.02 -0.02 -0.01 -0.01

(0.07) (0.07) (0.03) (0.03) (0.03) (0.03)
Shock (t-1) -0.03 -0.02 -0.01

(0.06) (0.04) (0.02)
Shock(t) * Treatment -0.00 -0.02 0.01 0.02 -0.01 -0.00

(0.09) (0.09) (0.04) (0.04) (0.04) (0.04)
Shock(t-1) * Treatment 0.11 0.06 0.03

(0.09) (0.05) (0.03)
Treatment 0.02 -0.00 0.01 -0.00 0.02 -0.00

(0.03) (0.03) (0.02) (0.02) (0.03) (0.04)
N 1413 1413 1413 1413 1413 1413
Avg. clustering coeff. 0.58 0.58 0.58 0.58 0.58 0.58

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.

Column 1-2 represent the effect of rainfall shocks defined as absolute deviation from long-run

average. Column 3-4 represent the effect of rainfall shocks defined as a dummy if absolute

deviation is 1 standard deviation above or below long-run average. Column 5-6 represent the

effect of absolute deviation of rainfall from long-run average divided by standard deviation.

Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,

and state FE. “Treatment” denotes cash transfer from PROGRESA.

the household for marriage or whether households migrate out of village. Cash transfers

might relieve liquidity constraints from rainfall shocks and change the effects. The effects of
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these different actions can be estimated through the model 4.1 changing dependent variables

to split household or migration used with the same control variables.

Split households for marriage

Table 4.9: The effect of rainfall shock on leaving household for marriage

Anyone aged 15-39 left household for marriage within village in 12 months
(1) (2) (3) (4) (5) (6)

Rainfall shock / 100 Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) -0.71 -0.74∗ -0.39 -0.42 -0.18 -0.24

(0.45) (0.44) (0.29) (0.29) (0.24) (0.25)
Shock(t-1) -0.75 -0.29 -0.37∗

(0.58) (0.32) (0.22)
Shock(t) * Treatment 0.23 0.41 -0.12 -0.15 -0.06 -0.04

(0.58) (0.56) (0.37) (0.37) (0.31) (0.31)
Shock(t-1) * Treatment -0.45 -0.33 -0.26

(0.83) (0.40) (0.32)
Treatment 0.00 0.00 0.00 0.00 0.00 0.00

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Column 1-2 represent the effect of rainfall shocks defined as absolute deviation from long-run
average. Column 3-4 represent the effect of rainfall shocks defined as a dummy if absolute
deviation is 1 standard deviation above or below long-run average. Column 5-6 represent the
effect of absolute deviation of rainfall from long-run average divided by standard deviation.
Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,
and state FE. “Treatment” denotes cash transfer from PROGRESA.

Table 4.9 presents the effect of rainfall shock on split households for marriage. The

indicator of split households is a dummy variable of whether anyone aged 15–39 left one’s

household within the village 12 months prior to the survey. This variable does not include

those who migrated out of the village. The rainfall shocks reduce the likelihood of a house-

hold member leaving the household for marriage in the control group. However, the effects

are noisy and inconsistent by specifications and only statistically significant in the case of

especially large shocks. The result finds that a one-metre increase in the absolute deviation

of rainfall from the long-run average decreases the probability of anyone leaving the house-

hold for marriage by 0.74 percentage points. Unlike the effects on network degree and size,

cash transfers do not counter the negative effect of rainfall shocks.

Table 4.10 represents the effect of rainfall shocks on leaving households for marriage, esti-
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Table 4.10: The effect of rainfall shock on leaving HH for marriage by gender

Any female aged 15-39 left household for marriage within village in 12 months
(1) (2) (3) (4) (5) (6)

Rainfall shock / 100 Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) -0.75∗∗ -0.77∗∗ -0.38∗ -0.40∗ -0.25 -0.29

(0.36) (0.35) (0.23) (0.23) (0.19) (0.20)
Shock(t-1) -0.44 -0.13 -0.26

(0.46) (0.27) (0.19)
Shock(t) * Treatment 0.53 0.66 0.15 0.13 0.16 0.18

(0.49) (0.48) (0.30) (0.30) (0.25) (0.25)
Shock(t-1) * Treatment -0.45 -0.19 -0.12

(0.62) (0.34) (0.27)
Treatment -0.00 0.00 0.00 0.00 -0.00 0.00

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

Any male aged 15-39 left household for marriage within village in 12 months
(1) (2) (3) (4) (5) (6)

Rainfall shock / 100 Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) 0.10 0.09 -0.07 -0.08 0.04 0.01

(0.30) (0.29) (0.17) (0.17) (0.14) (0.14)
Shock(t-1) -0.28 -0.17 -0.14

(0.29) (0.17) (0.12)
Shock(t) * Treatment -0.21 -0.15 -0.18 -0.21 -0.17 -0.16

(0.38) (0.38) (0.23) (0.23) (0.18) (0.18)
Shock(t-1) * Treatment -0.12 -0.25 -0.19

(0.52) (0.22) (0.16)
Treatment 0.00∗ 0.00 0.00 0.00∗ 0.00∗ 0.00∗

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Column 1-2 represent the effect of rainfall shocks defined as absolute deviation from long-run
average. Column 3-4 represent the effect of rainfall shocks defined as a dummy if absolute
deviation is 1 standard deviation above or below long-run average. Column 5-6 represent the
effect of absolute deviation of rainfall from long-run average divided by standard deviation.
Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,
and state FE. “Treatment” denotes cash transfer from PROGRESA.

mated for females and males separately. Rainfall shocks significantly reduced the probability

of any females who left the household for marriage within 12 months in the control group.

Lagged rainfall shocks do not have significant effects, and cash transfer does not counter

the negative effect of rainfall shocks. The size and significance of the effects are larger for

females than those for anyone (females and males) leaving households for marriage. The

result finds that a one-metre increase in the absolute deviation of rainfall from the long-run

average decreases the probability of any female leaving the household for marriage by 0.77

percentage points. Moreover, the absolute deviation of rainfall 1 standard deviation above
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or below long-term average decreases the probability of any female leaving the household

for marriage by 0.4 percentage points. The effects are not significant for any male leaving

the household for marriage.

It is common for females to leave their households after marriage and move to other

households because of the culture from patriotic society in rural Mexico. Indeed, 68% of

households with any female who left her household moved to other household for marriage

in the main sample. This local marriage norms are reflected in the gender differences in the

effect of rainfall shock on split households for marriage.

In summary, fewer females leaving their household for marriage account for fewer split

households after rainfall shocks in control villages. These findings suggest that fewer split

households due to rainfall shocks may cause smaller extended family network degree and

size. Furthermore, no significant interaction effects on split households in treatment villages

reflect that cash transfers do not counter the effect of rainfall shocks on split households.

Migration

Migration has been argued to be the primary method of consumption smoothing in develop-

ing countries. Given the variable income in rural areas, households have incentives to pool

risk through temporary migration or migration for marriage (Rosenzweig and Stark, 1989;

Morten, 2016). This mechanism may lead to more migration from villages with rainfall

shocks. Therefore, migration is another possible factor that caused the decrease in within-

village extended family network degree and size because a household will be removed from

the extended family network within the village if all household members migrate out of the

village. Even if not all members of households migrate, the remaining household members of

migrants might dissolve households or combine with other households because family mem-

bers of migrants want to relieve credit constraints by resource pooling for improved access

to remittances from the migrants or to supplement family employment who could replace

the migrants (Bertoli and Murard, 2020).

99



Table 4.11: The effect of rainfall shock on work migration

Anyone aged 15-39 migrated for work out of village in 12 months
(1) (2) (3) (4) (5) (6)

Rainfall shock / 100 Abs deviation 1sd above/below avg Abs deviation/sd
Shock (t) 0.80 0.78 0.26 0.16 0.17 0.07

(1.12) (1.12) (0.82) (0.82) (0.55) (0.55)
Shock (t-1) -0.43 -1.15∗ -0.62

(1.26) (0.63) (0.52)
Shock (t) * Treatment -2.57∗∗ -2.47∗∗ -0.78 -0.83 -0.78 -0.75

(1.22) (1.24) (1.05) (1.06) (0.72) (0.72)
Shock (t-1) * Treatment -0.26 -0.59 -0.72

(1.84) (0.90) (0.68)
Treatment 0.01 0.01 0.00 0.01 0.01 0.01

(0.00) (0.01) (0.01) (0.01) (0.01) (0.01)
N 16399 16399 16399 16399 16399 16399

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Column 1-2 represent the effect of rainfall shocks defined as absolute deviation from long-run
average. Column 3-4 represent the effect of rainfall shocks defined as a dummy if absolute
deviation is 1 standard deviation above or below long-run average. Column 5-6 represent the
effect of absolute deviation of rainfall from long-run average divided by standard deviation.
Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,
and state FE. “Treatment” denotes cash transfer from PROGRESA.

Table 4.12: The effect of rainfall shock on marriage migration

Anyone aged 15-39 migrated for work out of village in 12 months
(1) (2) (3) (4) (5) (6)

Rainfall shock / 100 Abs deviation 1sd above/below avg Abs deviation/sd
Shock (t) -0.04 -0.05 -0.06 -0.08 0.03 0.00

(0.59) (0.58) (0.30) (0.29) (0.24) (0.23)
Shock (t-1) -0.53 -0.28 -0.17

(0.66) (0.31) (0.28)
Shock (t) * Treatment -0.27 -0.34 -0.06 -0.05 -0.07 -0.03

(0.62) (0.62) (0.39) (0.39) (0.29) (0.28)
Shock (t-1) * Treatment 1.21 0.08 0.33

(1.04) (0.41) (0.40)
Treatment 0.00 -0.00 0.00 0.00 0.00 -0.00

(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
N 16399 16399 16399 16399 16399 16399

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Column 1-2 represent the effect of rainfall shocks defined as absolute deviation from long-run
average. Column 3-4 represent the effect of rainfall shocks defined as a dummy if absolute
deviation is 1 standard deviation above or below long-run average. Column 5-6 represent the
effect of absolute deviation of rainfall from long-run average divided by standard deviation.
Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,
and state FE. “Treatment” denotes cash transfer from PROGRESA.

Two common reasons for migrations are work and marriage. Table 4.11 presents the

effect of rainfall shocks on work migration. The effect of rainfall shocks is positive in the
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control group, but the lagged effects are negative. However, the effects are not significant

except for the large effect. Although interaction terms are negative for all specifications, only

the absolute deviation of rainfall from the long-run average decreases work migration in the

treatment group. This finding suggests that those who needed less money after receiving

cash transfers may have less incentive to migrate and work out of the village. In addition,

the conditions attached to the cash transfer could have prevented the beneficiaries from

leaving their villages. The effects of rainfall shock on marriage migration are not significant

for both the control and treatment groups (Table 4.12). Less work migration influenced

by rainfall shocks infers how cash transfers counteracted negative effects of rainfall shocks

on extended family network degree and size in treatment villages. This finding is due to

the lower likelihood of entire households migrating out of the village or migrant households

dissolving and combining with other households after receiving cash transfers.

4.6 Robustness

We re-estimate the effects of rainfall shocks with different definitions of the phenomena to

assess the robustness of the results. Two different definitions of rainfall shocks are generated.

Firstly, rainfall shock variables in year t-2 are included as additional variables. In model

4.1, lagged rainfall shocks with a lag of one year were included to consider possible time

differences of the effect. As a robustness check, rainfall shocks in both years t-1 and t-2 are

included.

The effects of rainfall shocks on the degree are negative in control villages and interaction

effects are positive in treatment villages (Table 4.13). Likewise, the effects of rainfall shocks

on network size are negative in the control group and interaction effects are positive in the

treatment group (Table 4.14). The effects of the clustering coefficient and average path

length are not significant (Table 4.19 and 4.20). The effects of lagged rainfall shocks with

a lag of two years are not significant for all types of network characteristics. The effect of
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Table 4.13: The effect of rainfall shock on degree

Rainfall shock Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) -1.90∗∗ -0.85 -0.85

(0.86) (0.76) (0.62)
Shock(t-1) -0.59 -0.84 -0.59

(1.14) (0.55) (0.41)
Shock(t-2) -0.98 -0.11 -0.82

(1.36) (0.65) (0.67)
Shock(t) * Treatment 0.83 0.08 0.16

(0.96) (0.80) (0.67)
Shock(t-1) * Treatment 3.41∗∗ 1.20∗ 1.12∗∗

(1.35) (0.67) (0.47)
Shock(t-2) * Treatment -0.34 0.01 0.65

(1.45) (0.74) (0.72)
Treatment -0.97 -0.52 -1.55

(0.65) (0.71) (1.14)
N 16399 16399 16399
Average degree 4.11 4.11 4.11

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,
and state FE.

Table 4.14: The effect of rainfall shock on size

Rainfall shock Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) -2.88∗∗ -0.59 -0.69

(1.36) (0.84) (0.75)
Shock(t-1) -1.89 -1.15 -1.00

(1.67) (0.92) (0.74)
Shock(t-2) 0.29 1.10 0.25

(1.78) (1.00) (0.94)
Shock(t) * Treatment 2.78 0.27 0.37

(3.04) (1.09) (1.10)
Shock(t-1) * Treatment 5.55∗ 2.38∗ 2.11∗∗

(3.09) (1.41) (1.01)
Shock(t-2) * Treatment -1.91 -0.72 -0.19

(2.39) (1.24) (1.16)
Treatment -1.25 -0.41 -1.50

(1.03) (0.72) (1.24)
N 2477 2477 2477
Average size 7.03 7.03 7.03

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,
and state FE.

rainfall shocks on network characteristics is robust with lagged rainfall shocks with a lag of

two years.

Next, rainfall shocks are defined by different benchmarks, using long-run average rainfall
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Table 4.15: Rainfall statistics

N Mean SD
Rainfall at year t 16399 1243.70 742.40
Rainfall at year t-1 16399 1051.74 651.25
10-year average 16399 1125.02 648.74
10-year sd 16399 291.18 183.49
Absolute deviation from 10y avg / 1000 at t 16399 0.22 0.27
Absolute deviation from 10y avg / 1000 at t-1 16399 0.19 0.21
Absolute deviation 1sd above/below 10y avg at t 16399 0.33 0.47
Absolute deviation 1sd above/below 10y avg at t-1 16399 0.29 0.45
Absolute deviation from 10y avg / sd at t 16399 0.87 0.96
Absolute deviation from 10y avg / sd at t-1 16399 0.67 0.51

as ten-year average instead of a 15-year average. Table 4.15 presents rainfall statistics

generated with ten-year average rainfall. The ten-year average rainfall is approximately

1,125mm, and the ten-year standard deviation is 291mm, smaller than the 15-year standard

deviation (305mm). Rainfall shocks are defined as (a) absolute deviation from the ten-

year average rainfall, (b) whether the absolute deviation is one standard deviation above or

below the ten-year average, and (c) absolute deviation from the ten-year average divided

by the ten-year standard deviation. The measures are similar to those generated with the

15-year average rainfall. The absolute deviation divided by the standard deviation (0.87) is

larger than that created with the 15-year average rainfall (0.68) due to the smaller standard

deviation.

Table 4.16: The effect of rainfall shock on degree

Rainfall shock from 10y avg Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) -2.41∗∗ -2.22∗∗ -0.91 -0.95 -0.57 -0.55

(1.20) (1.10) (0.79) (0.80) (0.46) (0.45)
Shock(t-1) -1.29 -0.34 -0.57

(1.12) (0.64) (0.65)
Shock(t) * Treatment 1.94 1.56 -0.02 0.03 0.43 0.36

(1.23) (1.16) (0.77) (0.78) (0.48) (0.47)
Shock(t-1) * Treatment 2.70∗∗ 1.08 1.03

(1.29) (0.74) (0.71)
Treatment -0.63 -1.07 -0.24 -0.55 -0.60 -1.22

(0.56) (0.71) (0.51) (0.68) (0.63) (1.00)
N 16399 16399 16399 16399 16399 16399
Average degree 4.11 4.11 4.11 4.11 4.11 4.11

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Covariates: HH head age, age-squared, gender, work, education, HH poor, composition,
and state FE.
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The absolute deviation of rainfall from the ten-year average rainfall negatively affects the

network degree in the control group but has a positive interaction effect on the treatment

group (Table 4.16). The absolute deviation of the rainfall from the ten-year average also

reduces network size in the control group but does not have a significant interaction effect

in the treatment group (Table 4.17). The effect of rainfall shock variables generated with

the ten-year average does not have a significant influence on the clustering coefficient and

average path length (Table 4.21 and 4.22). Therefore, the negative effects of rainfall shocks

on network degree and size in the control group are robust with rainfall shocks compared to

the ten-year average rainfall.

Table 4.17: The effect of rainfall shock on size

Rainfall shock from 10y avg Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) -2.66∗∗ -2.51∗∗ -1.05 -1.01 -0.43 -0.41

(1.19) (1.18) (0.90) (0.88) (0.43) (0.43)
Shock(t-1) -0.83 0.41 -0.23

(1.30) (0.84) (0.64)
Shock(t) * Treatment 3.28 2.90 0.11 0.06 0.69 0.59

(2.90) (3.00) (1.07) (1.05) (0.81) (0.82)
Shock(t-1) * Treatment 2.00 0.93 0.98

(2.23) (1.19) (0.97)
Treatment -0.81 -1.10 -0.11 -0.29 -0.66 -1.20

(0.86) (0.94) (0.69) (0.77) (0.87) (1.02)
N 2477 2477 2477 2477 2477 2477
Average size 7.03 7.03 7.03 7.03 7.03 7.03

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Covariates: HH head age, age-squared, gender, work, education, HH poor, composition
and state FE.

Finally, the effects of rainfall riskiness on within-village extended family network statistics

are estimated to test for strategic network formation in response to risk. The measure of

rainfall riskiness is the coefficient of variation, the 15-year standard deviation divided by

the 15-year average. Rainfall riskiness did not have a significant impact on any network

characteristics (Table 4.18). Thus, households did not change their network structure due

to the long-term weather risks they face in their villages.
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Table 4.18: The effect of rainfall riskiness

Degree Clustering coefficient Size Average path length
Coefficient of variation -0.02 -0.01 2.56 -0.07

(1.47) (0.03) (0.08) (2.48)
N 16399 12339 2477 2477

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Covariates: HH head age, age-squared, gender, work, education, HH poor, size, composition,
and state FE.

4.7 Conclusion

Through interactions in extended family networks within villages, risk and resource sharing

are important for lives in developing countries. We studied the effect of rainfall shock on

within-village extended family networks to analyse the reactions of households to the varia-

tion of agricultural incomes caused by weather shocks. We used rich data from a household

panel survey collected to assess a poverty alleviation programme named PROGRESA to

estimate the effect of rainfall shocks on extended family networks in rural Mexico.

Exploiting data on the paternal and maternal surnames of household heads and spouses

and the naming traditions of Mexico, family links of each household to others in the village

could be identified. Rainfall data are matched at the village level, and rainfall shocks are

defined as the absolute deviation of rainfall from the long-run average and whether the

rainfall amount is one standard deviation above or below the long-run village mean. Using

the exogeneity of rainfall shock and treatment status for cash transfer in PROGRESA,

the effects of rainfall shocks on within-village extended family network statistics allowing for

treatment effects are estimated. Extended family networks have smaller network degrees and

sizes in control villages where rainfall shocks have occurred. However, the negative effects

of rainfall shocks are countervailed in the treatment group with cash transfers. Further

analysis finds that females are less likely to leave households within villages for marriage in

the control group, suggesting a decrease of split households in control villages with rainfall

shocks, related to a smaller degree and size in extended family networks. Cash transfer

countervailing the reduction of network degree and size in treatment group might have
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resulted from the negative interaction effect of rainfall shocks on work migration.

Rainfall shocks not only reduced agricultural income in rural areas of developing coun-

tries but also significantly changed within-village extended family network structures. This

change is likely to have resulted from decisions not to split households. For example, those

who experienced rainfall shocks and married were less likely to leave their households and

create new households. Households may have preferred to aggregate income and take advan-

tage of economies of scale to address income shocks. Insignificant effects of rainfall shocks

on marriage migration imply that households in rural Mexico did not necessarily deal with

the income variation from rainfall shocks by consumption smoothing expected from migra-

tion for the marriage. In addition, cash transfer played a crucial role in changing the effect

of rainfall shocks. This finding emphasises that financial transfers can mitigate liquidity

constraints caused by income shocks. Cash transfers reduced work migration but did not

prevent split households. This study shows the importance of within-village extended family

network structures that reflect developing countries’ risk-coping mechanisms. Furthermore,

the findings point out the possible roles of financial transfers in alleviating income shocks in

rural regions.
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Appendix 4A: Definitions of network statistics

• Degree: The number of connected nodes (households in this analysis) to each node

in a network (within-village extended family network in this case), showing how well-

connected a node is

• Betweenness: The number of shortest paths that go through a given node

• Closeness: The number of steps needed to access every other node from a given node

• Eigenvector centrality: Values of the first eigenvector of the adjacency matrix for

network

• Clustering coefficient: A probability that adjacent nodes of each node are connected,

which is an indicator of transitivity

• Size: The number of nodes in each network

• Density: The number of edges that exist divided by the number of edges that are

possible

• Average path length: The average number of steps along the shortest paths for all

existing pairs of nodes

• Diameter: the length of the longest path (in number of edges) between two nodes
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Appendix 4B: Tables

Table 4.19: The effect of rainfall shock on clustering coefficient

Rainfall shock Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) -0.01 -0.01 -0.02

(0.03) (0.01) (0.01)
Shock(t-1) 0.03 -0.01 -0.01

(0.04) (0.02) (0.01)
Shock(t-2) -0.03 -0.01 -0.01

(0.03) (0.01) (0.01)
Shock(t) * Treatment -0.04 0.00 -0.00

(0.03) (0.02) (0.01)
Shock(t-1) * Treatment 0.07 0.03 0.03

(0.05) (0.02) (0.02)
Shock(t-2) * Treatment -0.08∗ -0.01 -0.02

(0.05) (0.02) (0.02)
Treatment 0.01 -0.01 -0.01

(0.01) (0.01) (0.02)
N 12339 12339 12339

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Covariates: HH head age, age-squared, gender, work, education, HH size, composition, state FE

Table 4.20: The effect of rainfall shock on average path length

Rainfall shock Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) 0.02 0.04 0.04

(0.06) (0.04) (0.03)
Shock(t-1) -0.14 0.00 -0.03

(0.09) (0.04) (0.03)
Shock(t-2) 0.12 0.03 0.06

(0.09) (0.04) (0.04)
Shock(t) * Treatment 0.03 -0.02 -0.00

(0.10) (0.04) (0.04)
Shock(t-1) * Treatment -0.01 -0.06 -0.01

(0.11) (0.05) (0.04)
Shock(t-2) * Treatment 0.03 0.06 0.01

(0.11) (0.05) (0.05)
Treatment -0.04 -0.02 -0.02

(0.04) (0.03) (0.05)
N 2477 2477 2477

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Covariates: HH head age, age-squared, gender, work, education, HH size, composition, state FE
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Table 4.21: The effect of rainfall shock on clustering coefficient

Rainfall shock from 10y avg Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) -0.01 -0.01 -0.01 -0.01 -0.01 -0.01

(0.03) (0.03) (0.01) (0.01) (0.01) (0.01)
Shock(t-1) 0.01 -0.00 -0.01

(0.03) (0.01) (0.01)
Shock(t) * Treatment -0.02 -0.02 -0.00 -0.00 0.00 -0.00

(0.03) (0.03) (0.02) (0.02) (0.01) (0.01)
Shock(t-1) * Treatment 0.02 0.03 0.02

(0.04) (0.02) (0.02)
Treatment 0.00 0.00 0.00 -0.01 0.00 -0.01

(0.01) (0.01) (0.01) (0.01) (0.01) (0.02)
N 12339 12339 12339 12339 12339 12339

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Covariates: HH head age, age-squared, gender, work, education, HH poor, composition, and state FE.

Table 4.22: The effect of rainfall shock on average path length

Rainfall shock from 10y avg Abs deviation 1sd above/below avg Abs deviation/sd
Shock(t) 0.01 0.02 0.03 0.03 0.02 0.02

(0.06) (0.06) (0.04) (0.04) (0.02) (0.02)
Shock(t-1) -0.06 -0.01 -0.02

(0.07) (0.04) (0.03)
Shock(t) * Treatment -0.00 -0.01 0.01 0.01 -0.02 -0.02

(0.10) (0.10) (0.04) (0.04) (0.03) (0.03)
Shock(t-1) * Treatment 0.04 -0.04 0.00

(0.09) (0.04) (0.04)
Treatment -0.03 -0.04 -0.03 -0.02 -0.01 -0.01

(0.03) (0.03) (0.03) (0.03) (0.03) (0.04)
N 2477 2477 2477 2477 2477 2477

OLS estimates. *, **, *** indicate significance at the 10, 5 and 1%. SE clustered by village.
Covariates: HH head age, age-squared, gender, work, education, HH poor, composition, and state FE.
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Chapter 5

Conclusion

In this thesis, social networks in developing countries are studied using peer effects on

behaviour change in religious groups to obtain HIV test results, the influence of village

neighbours’ subjective expectations about HIV and the impact of rainfall shocks on the

extended family network structure. The first chapter examined peer effects in religious

groups on learning about HIV test results. An important goal for HIV prevention is to

overcome social stigma and cause more people to get tested and learn about their HIV

status. Religion and religious networks can be useful tools to approach HIV prevention

in sub-Saharan Africa. I applied the data from rural Malawi and used randomly assigned

monetary incentives as instrumental variables for the portion of religious groups who learned

about HIV test results. The IV estimates generated positive and significant peer effects for

religious group members’ obtaining test results on individuals obtaining their personal test

results. This effect is stronger than the effect examined from geographical neighbours. This

finding suggests the possibility of using the role of religious networks for HIV prevention in

sub-Saharan Africa. Policies may consider the possibility of assisting religious networks in

overcoming social stigma and scaling up health interventions in developing countries. HIV

prevention can target religious groups to efficiently increase HIV testing via peer effects with

limited resources.
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The second chapter studies peer effects on the subjective expectations regarding an

individual’s HIV infection. Peer effects might be useful to deal with HIV prevention in de-

veloping countries where information provision and social learning can play a crucial role.

The data includes extensive subjective expectation data collected by visual and easy meth-

ods from the respondents. I estimate the peer effects of village neighbours on individuals’

subjective likelihood of HIV infection influenced by HIV testing. Randomised monetary

incentives to encourage learning about test results are used as the source of variation to

identify peer effects. I find significant and positive peer effects regarding village neighbours

on an individual’s subjective likelihood of current HIV infection and HIV infection in the

future. Marginal treatment effects show the heterogeneity of peer effects depending on the

subjective expectations of neighbours. Significant effect of neighbours with a low subjective

likelihood of HIV infection implies that those who learned about test results have larger

peer effects than others. Therefore, peer effects can effectively correct subjective expecta-

tions and provide relevant information for HIV risk and prevention in sub-Saharan Africa.

Larger peer effects for those who learned about their HIV test results emphasise the need

to promote HIV testing.

Through interactions in extended family networks within villages, risk and resource shar-

ing are important for lives in developing countries. The third chapter examined the effect of

rainfall shock on within-village extended family networks to analyse the reactions of house-

holds to the variation of agricultural incomes caused by weather shocks. Using rich data

from a household panel survey collected for the poverty mitigation programme titled PRO-

GRESA in rural Mexico, family links of each household to others in the village could be

identified. Extended family networks have smaller network degrees and sizes in control vil-

lages where rainfall shocks have occurred. Cash transfers counteracted the negative effect

of rainfall shocks on network degree and size. The possible drivers of these features are

fewer household members leaving households within control villages and less work migration

in treatment villages. The results suggest households may prefer to aggregate income and
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take advantage of economies of scale to address income shocks. However, financial trans-

fers can mitigate liquidity constraints caused by income shocks by reducing work migration.

This finding shows the importance of within-village extended family network structures that

reflect developing countries’ risk-coping mechanisms.

The findings in this thesis emphasise the importance of social networks in developing

countries in terms of behaviour, belief and risk-sharing. Policies exploiting these charac-

teristics of networks will efficiently yield benefits, such as diffusing beneficial health be-

haviour, affecting subjective beliefs and relieving liquidity constraints caused by adverse

income shocks. Further studies could be conducted on the channels through which peer ef-

fects overcome social stigma, subjective beliefs change the behaviour, or resources are shared

among networks. More analysis of the mechanisms using detailed network data will pro-

vide additional interesting aspects to studies on networks and suggest policy implications in

developing countries.
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