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Abstract

Transition metal compounds often display a wide range of properties, which are typically caused
by strong electron correlations. With magnetic, atomic and electronic transitions leading to novel
quantum states, these materials have become the focus of many studies. High temperature super-
conductivity (SC), Mott states and metal-insulator transitions have all been intensely researched,
especially since it is also the case that these states can be tuned by chemical doping, allowing an en-
hancement of certain properties. The strong interplay between the atomic and electronic structures
in many of these materials can led to difficulties in separating the different degrees of freedom. The
understanding of how the different states can manifest and the mechanisms which may drive their
emergence has become an important research field since many of these properties have important
applications.

X-ray absorption and emission spectroscopy (XAS/XES) are element selective techniques which
can probe both the electronic state and local structure around the absorbing species. In this thesis
conventional XAS, high energy resolution fluorescence detected XAS (HERFD-XAS) and valence-
to-core XES (vtc-XES) measurements are the techniques employed to study the transitions in 3
compounds. In all cases, polarization dependent measurements have been used to track changes
along different crystallographic planes, since these systems are typically highly anisotropic. Com-
bined with additional simulations of the electronic structure, these techniques are shown to be
successful in providing further information regarding the nature of the transitions investigated.

The aim of this thesis is to investigate the atomic and electronic transitions in 3 materials to
provide insight into the critical factors that drive the states that can emerge. Measurements have
also been conducted once their properties were tuned by chemical doping, to further understand the
factors that drive the transitions. Additionally this thesis aims to further develop these techniques.
An investigation using the Lβ emission lines with vtc-XES to probe the occupied states is presented.
While in recent years the vtc technique has been used in the study of materials with 3d elements
with light ligands, very little literature is available on the heavier metals/ligands where the Lβ
emission is most applicable. A procedure for providing a correction for the self-absorption effect is
also presented. Due to the highly localized nature of the d orbitals in transitions metals, numerical
instabilities often affect the standard correction procedures. This issue is successfully addressed by
additionally taking into account the background fluorescence intensity.

The role of iridium dimers and the electronic state of this species in the 5d transition metal
IrTe2 is investigated in relation to a metal to insulator transition. Robust evidence shows that the
Ir dimers are present above and below this transition and that the electronic structure of Ir does not
undergo a significant change. The presence of high temperature disordered dimers is inconsistent
with the majority of the current literature and these results suggest that changes in the Te species
electronic and atomic structure is the most critical factor in the metal to partial insulator transition.
Additionally it is known that when the system is doped with platinum, a low temperature SC phase
can emerge. This research shows that above this phase, the nature of the material is the same with
respect to the parent compound.

Two competing scenarios have been presented for the metal to insulator transition in the 4d
transition metal Ca2RuO4. While it is clear that a Mott-type mechanism makes the 2/3 filled t2g
band insulating, the nature of this transition and the role played by the orbital degree of freedom is
unclear. One scenario suggests that the transition is orbital selective and that it only affects the xy
band, which becomes metallic. The second scenario suggests that it is not orbital selective and the
transition is assisted by the crystal field splitting. The investigation presented in this thesis provides
evidence that there is a charge transfer between the non-degenerate t2g bands, where below this
transition the xy band become full. While recent studies have suggested that in the metallic phase
all 3 bands are conducting, the current investigation shows how the interplay between the atomic
and electronic structures is an important factor. These results are further assisted by the study
of this material once doped with lanthanum, where the metal to insulator transition is suppressed.
The doping has the affect of increasing the t2g bandwidth, and shows how the atomic and electronic
transitions are closely linked.

The iron pnictide (NaFeAs) system shows both a structural and magnetic transition along with a
orbital/spin nematic state, which once doped can display bulk SC. The original aim of this research
was to investigate the nematic state, where the origin of this transition is unclear but theoretically
linked to both spin and orbital degrees of freedom. Due to degradation of the samples used, this
investigation was not successful in providing information regarding the nematic state. However the
results do suggest that the FeAs4 structure is critical for the emergence of the different phases and
small distortions are detrimental to the transitions.
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Chapter 1

Introduction

This chapter provides an introduction to the physics of transition metal compounds relevant to
this work. Specifically it focuses on some of the important properties that are considered in the 3
materials researched in this thesis: Mott insulators, crystal field splitting, spin-orbit coupling and
charge ordering. An introduction to the compounds investigated will also be given, focusing on the
underlying properties which have been investigated. This also includes a brief discussion regarding
the measurements undertaken and why they are applicable.

1.1 Transition metal compounds

Transition metal (TM) compounds are a unique class of materials, in which a wide range of phe-
nomena can manifest. This family comprises of a large number of materials, with many important
applications, including: optics, catalysis, sensors and energy conversion/storage [1, 2, 3]. Transition
metals are defined as elements which occupy the central block on the periodic table, where the outer
electrons (valence elecreons) are in the d - orbitals. Included in this class are good metals and large-
gap insulators. In addition a rich array of magnetic properties can arise, such as multiferroicity or
colossal magnetoresistance. It is also the case that transition metal compounds can also show high
temperature superconductivity, for example the cuprate and iron pnictide families.

1.1.1 Localization and electron levels

The physics of materials with transition metals often diverge from the standard band theory model
[4], and requires the consideration of the strong electron-electron interactions. The rich behaviour
of these materials is determined by whether the electrons are localized or delocalized. In the de-
localized systems, the electrons can normally be treated with the conventional band theory. The
ideal gas model (free electron theory) is a suitable method for describing the behaviour of simple
systems, where the electrons move in a uniform background potential which is typically set to 0.
A small modification of this theory, known as the nearly free electron theory additionally includes
the periodicity of the lattice (includes the cores), but ignores electron-electron interactions. In this
scenario forbidden states emerge between the energy bands where the electrons are located. An
insulator forms when the highest occupied band is filled and there is a sufficient gap between this
band and the nearest unoccupied band. If the bands are only partially filled, and/or overlap, the
system is described as a metal.

Figure 1.1.1: Schematic diagram of the different states in band theory (blue: conducting band,
red: valence band). A) metal, where the valence electrons can move to the conduction band, B)
semiconductor, electrons can jump the gap. C) insulator, band gap forbids conduction.
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In TM compounds the electrons may need to be considered as localized, where they resemble a
state closer to electrons in atoms or ions rather than in a crystal. In this case the important role of
the strong electron-electron interactions must be considered and hence a more compressive atomic
model must be used to understand the physics. The non-degenerate Hubbard model [5] is a suitable
starting position to describe these systems, where the model takes into account electrons located
at certain sites, a ”hopping” matrix element, t, which describes the ability for these electrons to
move to a different site and the on-site Coulomb repulsion, U. In metals, the electrons are able to
overcome the Coulomb repulsion and are delocalized which form bands. However in insulators the
gap between neighbouring sites is sufficient to lead to small hopping amplitudes with corresponding
narrow bandwidths, W, where the electrons prefer to stay localised on one site. This minimises the
repulsion energy and hence the total energy of the system is described as its groundstate. If the
Coulomb repulsion is greater than the total bandwidth given by W = 2zt, where z is the number of
nearest neighbours, it is unfavourable for the electrons to move to a different, occupied site since it
would have to overcome the on-site Coulomb interaction but only has the additional kinetic energy
from the creation of the electron and hole pair. Figure 1.1.2 a) represents a system where the
distance between atoms is large enough that the electrons are localized at each site. Figure 1.1.2 b)
represents a system where the kinetic energy gained by the electron and hole allows the electrons
to pair on one site. This insulating model can be described by the Mott insulator theory [6] and
explains why in systems which would be metallic under the band theory become insulating once
strong electron-electron interactions are considered.

Figure 1.1.2: Creation of charge-carrying excitations (electron and hole) from a state with electrons
localized one per site [4]. a) electrons localized to one site, b) movement of an electron and creation
of a hole.

In the classical quantum theory of atomic structures [7], electrons form shells, described by
the principal quantum number, n = 1, 2, 3 ... . In each shell the electrons can have an orbital
moment, l < n, for which there are 2l + 1 states with an associated magnetic quantum number
m = l, l - 1, ..., -1. The filling of the shells are governed by Hunds rules and must obey the Pauli
exclusion principle i.e. two electrons on each level with different spins. The materials considered
in this thesis have either 3d, 4d or 5d ”active” orbitals, which for isolated atoms have a fivefold
degeneracy with up to 10 electrons. The electrons in the d states can be considered as valence
electrons since the binding energy is relatively small. In many cases however the situation becomes
complicated due to the fact that the radii (or d states) are such that if the electrons are not partic-
ipating in chemical bonding they can be treated as localized states and thus the on-site Coulomb
interaction may play a critical role in determining the state of the system.

In the simple atomic picture of an isolated atom the energy levels only depend on the principal
quantum number and are degenerate, i.e. each state with the same principal quantum number has
the same energy. This however is typically not the case in real systems where a number of different
interactions result in the states becoming non-degenerate. Which interactions are responsible for
this splitting and how the energy levels become arranged is a critical factor in the materials studied
in this thesis, since it maybe critical in determining whether the electrons become localized. Two
of the important factors that must be considered are the spin-orbit coupling effect and the crystal
field splitting effect. The spin-orbit coupling effect becomes important for heavier elements, the
effect increases as a function of the atomic number. It originates from the interactions between an
electron spin and its orbital moment, which when summed over all electrons in the system forms
the total angular momentum, J = L + S. The effect of the spin-orbit coupling is to shift the energy
levels and split these into multiplet states depending on their total angular momentum.1

1Note that in atomic physics there are two schemes used to describe spin-orbit coupling: the j-j coupling and
Russell-Saunders coupling [8, 9]. The j-j coupling is applicable to very strong spin-orbit coupling effect, while the
Russell-Saunders is generally applicable to lighter elements (3d and 4d TM).
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Figure 1.1.3: Left: d orbital shapes, in an octahedral symmetry. Right: splitting of d states due to
crystal field.

When transition metal ions are placed within a crystal structure, the single atom symmetry is
broken and the symmetry of the system is now determined by the structure of the crystal. The
effect of this on the energy levels of the atoms is termed crystal field splitting [10]. As an example,
if the transition metal ions are surrounded by a regular octahedron of anions, the d electron energy
levels will split into a lower triplet t2g (dxy, dxz, dyz) state and a higher doublet eg (dz2 , dx2−y2)
state. The d orbital shapes (electron densities) in an octahedral symmetry and splitting due to
the crystal field is shown in figure 1.1.3. The origin of this splitting is due to the different electron
distributions for the two states. The lobes of the eg electron wavefunctions are directed towards the
negatively charged anions and hence feel a greater Coulomb repulsion, corresponding to an increase
in their energy. For the t2g states the lobes are pointed between the anions thus feel weaker Coulomb
repulsion and their corresponding energies are lower. An additional effect which modulates the type
and strength of the crystal field is the hybridization between the metal d orbitals and the ligand p
orbitals, which has a nonzero overlap. When the lobes of the metal d orbitals and ligand p orbitals
point directly towards each other, the hybridization will create a strong overlap, which is typically
the case for the eg states. A similar effect will also be present in the t2g orbitals however the overlap
will be weaker since due to the form of these orbitals, they will be orthogonal to the p orbitals.
An illustration of this overlap for the t2g and eg orbitals with the ligand p orbitals is shown in
figure 1.1.4.

Figure 1.1.4: Possible hybridization between the t2g and eg orbitals with the ligand p orbitals. Left:
eg hybridization, right: t2g hybridization. Positive lobes are indicated by grey colour. Re-drawn
from [10].

1.1.2 Transitions

When considering the different phenomena that can emerge in TM compounds, it is important
to consider how the degrees of freedom (spin, charge and orbital) relate to the crystal structure.
These compounds often display multiple electronic states linked to transitions caused by changes in
temperature, pressure and chemical doping. Due to these considerations, the range of phenomena
displayed by these materials is substantial. There are a number of important factors that apply to
one or more of the compounds in this thesis and these will be introduced in this section.

One of the most dramatic effects seen in TM compounds are metal to insulator transitions. In
the band theory framework the energy levels are separated by an energy gap. If the valence bands
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are filled and separated from the conduction band, then the material is insulating. However if it is
partially filled or overlapping with another orbital, then the system is a metal. In these scenarios a
metal to insulator transition can occur when there is a change in the electron density or a change
in the band structure due to, for example, a structural phase transition. The additional type of
metal to insulator transition considered in this thesis is the Mott insulator. Based on the localized
electron picture, the insulating state is dependent on the electron-electron interaction. If the on-site
Coulomb interaction is large enough, then the electron will favour remaining in a localized state
and not conducting. By increasing the electron hopping or the bandwidth, the on-site Coulomb
interaction can be overcome and a Mott transition will occur. In the case of Mott transitions, these
often occur with other changes in the properties of the material, such as structural or magnetic
phase transitions. Due to this it can be difficult to determine if the metal to insulator transition is
a Mott type or can be explained by band theory.

The crystal structures of the materials investigated in this thesis all undergo changes as a function
of temperature, which in the case of the IrTe2 and Ca2RuO4 accompany the metal to (partial)
insulator transition. In the context of an octahedral local environment, in describing the degeneracy
of the d electron levels in both of these materials the Jahn-Teller theorem plays a critical role,
which additionally refers to the Jahn-Teller distortion, also linked to orbital ordering. The Jahn-
Teller theorem states that the only degeneracy allowed in the groundstate of a system is the spin
degeneracy which is connected to invariance with respect to time reversal [11]. All other degenerate
states are unstable and would correspond to a maximum of the total energy. An example of this
situation is when the d orbitals are filled in such a way that there is one electron in the eg state. In
theory this electron can be in either the z2 or x2 - y2 state and hence degenerate. To overcome this,
the structure will distort slightly and lift the degeneracy to ensure a non-degenerate groundstate.
A simple description for the Jahn-Teller distortion for an octahedra crystal structure is either a
compression or elongation, as shown in figure 1.1.5. In the elongated state the degeneracy is broken
by the stabilization of the orbitals with a z component, while the other orbitals become destabilized
at a slightly higher energy. This is caused by the fact that the dxy and dx2−y2 orbitals have greater
overlap with the ligand orbitals resulting in these having higher energy. The opposite situation
occurs in the compressed state where the orbitals without z components become stabilized. This
situation highlights an effect known as orbital ordering, where the electrons now occupy particular
orbitals to ensure a minimum total energy.

Figure 1.1.5: Orbital configuration due to Jahn-Teller distortion. Left: z elongation with 2 long
and 4 short bonds. Right: z compression with 4 long and 2 short bonds.

The final consideration that applies to all the compounds researched in this thesis is the charge
ordering transitions [12]. This has already been introduced indirectly, since the Mott insulator
transition falls under this category. The charge ordering effect can apply to both non-localized
and localized electrons, where the charge modulation in space is the order parameter. In strongly
correlated materials (such as TM compounds), the localization effects caused by the strong electron
interactions can lead to different sites experiencing a disproportionate distribution of charge. The
interactions which emerge from this typically become ordered onto a super-lattice. We refer to
this as charge ordering. It is typical to find that the emergence of charge order states occur in
close proximity to other transitions and the charge ordering transition itself can be either first or
second order. Charge ordering is due to the changes in the electron density and can manifest in a
number of situations. For example, in the case of the Mott insulator the redistribution of charge is a
consequence of the orbital ordering, to ensure the preservation of a symmetry state. Another typical
example are charge density waves (CDW). In these cases, the overall charge density is modulated
into a standing wave pattern. The super-lattices that form can come in a variety of patterns, for
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example a checker-board like pattern or in stripes. This effect can occur in 1 and 2 dimensional
materials. Also in anisotropic materials where the electronic/atomic structures are not the same
across different axes.

1.2 Materials and measurements

Three different TM compounds have been studied in this thesis, including in some cases also chem-
ically doped versions. In all 3 cases, research has already been carried out by other groups using a
number of different techniques to understand the different properties. However, the nature and/or
mechanism which drive the transitions which in turn lead to the different states remains contro-
versial. This is typically related to the fact that there is a strong interplay between the atomic
and electronic structures leading to difficulties in separating the different degrees of freedom. In
this section a brief introduction is given with relation to the 3 compounds investigated. The aim
is to provide an understanding of the key properties and different scenarios which are guiding this
research.

1.2.1 IrTe2

The 5d transition metal compound IrTe2 is a perfect example where the interplay between different
degrees of freedom create a complex range of phases [13]. The structure is formed of Ir and Te
stacked layers which form edge sharing IrTe6 octahedra. At 280K the material experiences a metal
to (partial) insulator (MI) transition and further weaker transitions are seen at low temperatures.
These transitions are linked to both electronic and atomic structural changes. In terms of the atomic
structure, below the transition it is suggested that Ir-Ir dimers form in an ordered state and a small
change occurs in the Te octahedra structure [14]. The electronic structure on the other hand has
led to several competing scenarios. Initially it was thought that similar to other chalcogenides, in
theory the system experienced a CDW type mechanism. However the experimental data could not
show the expected band gap opening and the modulation in the structure is highly non-sinusoidal
[15, 16, 17]. It was also suggested that the formation of the Ir dimers would cause a Mott-type
transition in which the electrons associated with the dimers would become localized [16, 18, 19].

Due to the interplay between the electronic and atomic structures, x-ray absorption and emission
spectroscopies are well suited to study this material since they can probe both the local electronic
and atomic structures around the target species. In this research, the L1, L2 and L3 edges of
the Ir species have been probed with both conventional and high energy resolution fluorescence
detected XAS (HERFD-XAS) measurements. Since this material is highly anisotropic, polarization
dependent measurements have been carried out in all cases to allow the possibility to track changes
across different crystallographic planes. Additionally, valence-to-core x-ray emission spectroscopy
has also been used to probe the interactions between the Ir and Te species, since the interaction
may also play a critical role in driving the transition.

It has been shown that upon doping the system with Pt, the metal-insulator transition becomes
suppressed and a bulk superconducting state emerges [13, 20]. Interestingly it was reported that the
dimers seen in the parent material are absent in the doped structures which leads to the possibility
of a different symmetry breaking mechanism driving the properties of the system [21]. Due to the
success of tracking the evolution of the Ir dimers in the parent compound, additional research was
carried out on the doped system to understand if the physics that is driving the properties in the
doped compound differ to that of the parent material.

Figure 1.2.1: IrTe2 structure above MI transition.
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1.2.2 Ca2RuO4

In the case of Ca2RuO4, which falls into the complex family of ruthenate compounds, the electronic
and atomic interplay creates a metal to insulator transition (360K), followed by a separate magnetic
transition at a lower temperature (110K). This system consists of a layered perovskite type structure,
in which 6 oxygen atoms form an octahedra around each Ru. Between 400K and 150K there is
significant change in this octahedral structure, which goes from an elongated state (along the c-
axis) to a compressed state [22, 23]. In terms of the electronic transition, while it is clear that a
Mott - type transition makes the 2/3 filled t2g band insulating two scenarios have been suggested
for the mechanism driving this. One scenario suggests that the transition is orbital selective and it
only affects the xy band, which becomes metallic [24, 25]. The second scenario suggests that it is
not orbital selective and instead is assisted by the crystal field splitting [26]. Understanding which
scenario is applicable in this system is critical to further understand its properties.

Figure 1.2.2: Ca2RuO4 structure above MI transition.

Since the two scenarios proposed have different orbital occupations and there are significant
structural changes, polarization dependent XAS measurements are a suitable technique for tracking
both the electronic and atomic structures. Since the occupation of certain orbitals change across
the transition in the case of the orbital selective scenario and due the strong interaction between
the Ru and O structures, by tracking changes in different crystal orientations it might be possible
to identify a charge transfer between close lying energy levels. The aim of these measurements was
to determine whether the occupation of the different states in the t2g band changes as a function of
temperature, whilst also tracking the structural changes in the octahedra.

The substitution of lanthanum on to the calcium sites provides a direct route to explore the
interplay between the atomic and electronic structures across the metal to insulator transition.
Lanthanum has a slightly larger ionic radius than calcium, and a trivalent oxidation state rather
than divalent as for the calcium, which donates an additional electron into the Ru orbitals. This
offers the advantage of retaining the original lattice structure and hence the Coulomb interaction is
comparable between the two systems [27]. The slight substitution is believed to effectively increase
the t2g bandwidth by lowering the highly distorted Ru-O-Ru bond angle (151o) while simultaneously
filling the t2g orbitals with the electron added by the La ion. Upon doping, the MI transition
temperature is reduced and eventually suppressed at higher doping levels. While the bandwidth
control and filling control are common in perovskite-like oxides [28, 29], the drastic and distinct
effects in Ca2RuO4 is rarely seen, making a study of the La doping an interesting topic in its own
right.

1.2.3 NaFeAs

Iron pnictide compounds have generated significant interest since it was shown that a superconduct-
ing phase can emerge. Since these compounds are fundamentally different from the cuprates high
temperature superconductors [30], it may lead to a new theory of non-conventional SC. The NaFeAs
compounds shows both structural and magnetic transitions along with a filamentary superconduct-
ing phase [31, 32]. Once the system is doped with cobalt, the structural and magnetic transitions
become suppressed and bulk superconductivity emerges [33]. While the SC phase is still not fully
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understood and both the structural and magnetic transitions have been fully resolved, it has been
suggested that there is a preceding orbital/spin nematic state. The origin of the transition has been
theoretically linked to both the spin and/or orbital degrees of freedom. However it is unclear from
experimental results as to what is the critical driving factor and whether this is caused by a static
or fluctuating order [34, 35, 36, 37, 38]. It has been suggested that the spin nematicity can be
understood as a direct consequence of an orbital ordering on the Fe dxy/yz orbitals.

The aim of this research was to track both the electronic and atomic structural changes across
the transitions in this material once doped with Co, using polarization-dependent HERFD-XAS
measurements. It is expected that if the nematic phase is dominated by spin nematicity, then
the XAS measurements might be sensitive to this change. By providing an overall picture for the
atomic and electronic structures in each phase, it may provide further information as to whether
the interactions between the different states may be responsible for the emergence of the SC phase.

(a) (b)

Figure 1.2.3: NaFeAs crystal structure. a) side view, b) top view.

1.3 Chapter summary

This chapter has provided an introduction into the relevant physics of the transition metal com-
pounds researched in this thesis. Specifically the considerations needed to understand how the
spin-orbit coupling, crystal field splitting and charge ordering may effect the sample properties have
been discussed. Each of the 3 compounds have also been introduced. In each case the scenarios
which have been presented in the literature to understand the material properties have been outlined
to provide a guide for this research.
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Chapter 2

The theory of XAS and XES

In this chapter the basic concepts of x-ray absorption spectroscopy (XAS) and x-ray emission
spectroscopy (XES) are discussed. The absorption and electronic transition theories provide the
key concepts which govern the origins of the spectra observed. Further details regarding the x-ray
absorption near edge structure (XANES) and extended x-ray absorption fine structure (EXAFS) re-
gions are also given, specifically the interactions which provide electronic and structural information.
A derivation is given for the single scattering EXAFS equation. The main factors that contribute
to the phase and amplitude are given special focus. Additionally, the polarization dependence of
these measurements are discussed in relation to the K and L absorption edges. A brief discussion of
x-ray emission spectroscopy is given in the context of high energy resolution fluorescence detected
XAS (HERFD-XAS).

2.1 Absorption and electronic transition theory

In both XAS and XES measurements a material is bombarded with x-rays and depending on the
type of information required, a number of different processes can be recorded. In both cases the
creation of a core-hole by the excitation of an electron is needed. Considering the electronic structure
of an atom, a core electron must be given enough energy to be excited above the Fermi energy (Ef )
for a core-hole excitation to take place, since the Pauli exclusion principle makes transitions to
states below this energy impossible as they are already filled [39]. The minimum kinetic energy
of a photoelectron (p.e.) emitted (leaving the atom it was generated in) in the final state is thus
h̄2k2F /2me, with me the mass of an electron. The threshold energy for a photoelecton excitation
can then be given in equation 1 and expressed as the wavenumber k :

k =
1

h̄

√
2me(Ep.e. − Ef ) (1)

with Ep.e. being the energy of the photoelectron emitted from the atom the excited electron is
generated in. The system now consist of a photoelectron and a core-hole, which is unstable with a
lifetime typically τ ≈ 10−15 - 10−17s [40]. This is responsible for the core-hole lifetime broadening
effect and is a major limitation in the resolution of conventional XAS/XES measurements.

Figure 2.1.1: Left: schematic energy diagram indicating the photon-induced transition, EB is the
binding energy. Right: shows absorption coefficient vs energy, with example edges without scattering
effects (isolated atom).
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The absorption coefficient µ(E), which describes how far the electromagnetic radiation can pen-
etrate a material before being absorbed, can be derived from Beer-Lambert’s law [41]:

I(E) = I0(E)e−µ(E)x (2)

here I(E) is the intensity of the transmitted beam, I0(E) is the intensity of the incident beam and
x is the thickness of the sample. To account for the absorption from all the atoms in the material,
µ(E) can be defined as:

µ(E) =
∑
i

niσi(E) (3)

where ni is the number of atoms of the same type per unit volume and σi(E) is the cross-section of
each atom i. The energy of the incident photons can be given in terms of their frequency E = h̄ω,
and the cross section is defined by the transition rate, Ω(ω), normalized with respect to the flux of
the incident x-rays:

σ(ω) =
Ω(ω)

nc
(4)

with n the number of photons per unit volume of the x-ray beam and c the velocity of light. Using
the Fermi’s golden rule [42] it can be shown that the probability of an incident x-ray releasing a
core-electron per unit time, where the system goes from the initial bound state, |i >= |i, n−→

k ,α
>,

to a final unbound state, |f >= |f, n−→
k ,α

> is given as:

Ωi→f (ω) =
2π

h̄
| < f |HI |i > |2δ(Ef − Ei − h̄ω)ρ(Ef ) (5)

The interaction Hamiltonian between the x-rays and core electrons is given by HI , ρ(Ef ) is the

density of the unoccupied states and n−→
k ,α

is the number of photoelectrons with the wavenumber
−→
k

and polarization α. By using the single particle Hamiltonian describing the deep core electron and
its interaction with the x-ray field, and expanding the matrix term | < f |HI |i > |, the final cross
section is given in equation (6) [42, 43], a simple derivation is also given in [44]:

σ(ω) = 4π2αfsh̄ω| < f |ℑ|i > |2δ(Ef − Ei − h̄ω)ρ(Ef ) (6)

ℑ = ϵ · r(1 + i

2
k · r + · · · ) + 1

2mc
(k × ϵ) · (L+ h̄σ) +

ih̄ω

4mc2
σ · (ϵ× r)

The fine structure constant is given by αfs = e2/h̄c, which governs the strength of the elec-
tromagnetic interaction between elementary charged particles. δ is the Dirac delta function which
reduces all other energies to zero and ϵ is the polarization of the x-rays. The transition operator,
ℑ, can be given in terms of the largest components and describes the possible interactions and their
strength. The first term gives the electronic contributions; ϵ · r is the dipole and i

2ϵ · rk · r is the
quadrupole transitions. The second term 1

2mc (k× ϵ) · (L+ h̄σ) gives the magnetic dipole transitions,

and ih̄ω
4mc2σ · (ϵ× r) is the dipole spin position operator. In the EXAFS analysis it is typical to only

take into account the electronic dipole transitions, as these are the most intense. It is important to
also consider the quadrupole transitions when interpreting the XANES pre-edge features.

The equations shown above give the relationships which govern the absorption process of x-
rays in a material. For a core electron to be excited, the incoming x-ray must have an energy at
least equal to the binding energy. Figure 2.1.1 shows a schematic representation of the absorption
coefficient for a generic isolated atom. As the energy of the incident x-rays are varied, there are
sharp increases in the absorption and slowly decreasing values after. The inflection point is the
absorption edge in which these represent the threshold energies for specific orbitals. The decrease
after the edge is due to the fact that the probability of absorption decreases with energy. As the
binding energy is specific to the element and orbital, XAS and XES are element specific techniques.
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Figure 2.1.2: Schematic energy diagram of the x-ray absorption and K fluorescence. The s-s transi-
tion is not allowed.

Both fluorescence detected XAS and XES require the core-hole to be filled by an electron from
a higher orbital state, which releases a photoelectron with an energy equivalent of the difference
between the initial and final states. Which transitions occur not only depends on the Pauli exclusion
principle but also on a set of selection rules. The origins of these selection rules are dependent on
the transition moment integral [45]: ∫

ψ∗
1υψ2dτ (7)

where two wave functions from two states are given by ψ1 and ψ2, and υ is the transition moment
operator. The integral gives the probability and magnitude of a transition occurring between two
different states. Note that this specifically relates to the electric-dipole electric-field interaction
since these are the most intense. While it is not necessary to calculate the value of the integral in
this thesis, by understanding the properties of the wavefunctions, including symmetry and angular
momentum, it is possible to show whether a transition is allowed or forbidden. This can then be
summarised as a series of selection rules which provide the conditions for transitions. If the function
is symmetric then in general it is not zero and therefore the transition is allowed. When the function
is zero, the interaction energy is zero and no transition can occur between the different states and is
termed a forbidden transition. The parity of the wavefunction relates to a symmetry operation, even
parity is where the wavefunction does not change under inversion (for example s-type functions) and
a wavefunction is consider odd if it does change sign.

Electronic dipole transitions are the most intense and are responsible for the majority of the
features observed in XAS and XES. These transitions occur between states of different parity, which
gives the main selection rules considered for these transitions:

� The total spin must not change, ∆S = 0

� The total angular momentum can change by: ∆J = 0, ±1. However the 0 → 0 transition are
not allowed.

� The total orbital angular momentum can change by: ∆L = 0, ±1. However the 0 → 0
transition are not allowed.

As the dipole transitions are the dominant decay process it is typical to use the dipole approxi-
mation to simplify the interpretation of spectra. For pre-edge features however it is also important
to consider quadrupole transitions, in which the parity must be conserved. These transitions are
significantly weaker than the dipole allowed transitions as they are coupled to the electric field
gradient [46]. However they can provide further information regarding the electronic state of the
system. It is also important to note that while the dipole and quadrupole transitions have been
treated separately, in reality the geometry of the system under investigation can lead to a mixing
of the transitions, i.e. in non-centrosymmetric systems mixing is allowed [47]. The selection rules
for quadrupole transitions are given as:

� The total spin must not change, ∆S = 0

� The total angular momentum can change by: ∆J = 0, ±1, ±2. However 0 → 0, 1
2 → 1

2 , 0 → 1,
1 → 0 transitions are not allowed.

� The total orbital angular momentum can change by: ∆L = 0, ±1, ±2. However 0 → 0, 0 → 1,
1 → 0 transitions are not allowed.
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2.2 X-ray absorption spectroscopy

During an x-ray absorption spectroscopy measurement the energy of the incident beam scans over
an absorption edge. The fraction of photons absorbed in this process provides information about the
element of interest, where the electronic and local atomic structures can be determined. Figure 2.2.1
shows an schematic diagram of an XAS spectrum, where different regions have been defined. The
XANES region which typically extends over a short energy range originates from the photoelectrons
reaching the conduction band and provides information regarding the electronic state of the element
of interest and the local chemical environment. The final extended region (EXAFS) results from the
scattering of photoelectrons which have been ejected to the continuum and provides local structural
information. There are 3 different modes which are used in collecting the resultant spectra, which
all include measuring the incident intensity (typically with an ion chamber).

Figure 2.2.1: Schematic diagram of an XAS spectra, XANES (pre-edge, edge, post-edge) and EXAFS
regions have be identified

Transmission mode is the most direct route where the intensity downstream of the sample at
a given energy is compared to the incident intensity, as shown in equation (8) where x is the
sample thickness and It is the intensity of the transmitted photoelectrons. As this is a direct route
this method does not suffer from self-absorption effects however it requires careful consideration
with regards to the sample thickness since the x-rays need to be transmitted by the sample. The
attenuation coefficent, which descibes the distance over which the x-ray beam is absorbed, is given
by Beer-Lambert law (equation 2). If a sample is too thick (typically taken as 2 absorption lenghts),
then a significant proportion of the x-rays are absorbed and not enough pass through to measure the
spectra. If on the otherhand the sample is too thin, then the majority of x-rays pass through and
this can be detrimental to the signal to noise ratio. In fluorescence mode, when the core-hole created
by the incident x-rays is filled by an electron in a higher energy orbital, an photoelectron is released.
This is given in equation (9) where If , the intensity of the fluorescence x-rays, is proportional to the
absorption coefficient. While this technique can suffer from significant self-absorption, it doesn’t
have the same limitation with respect to the sample thickness when compared to transmission
measurements.

µ(E)x = ln(
I0
It
) (8)

µ(E) ≈ If
I0

(9)

An additional limitation comes from the core-hole lifetime broadening which in conventional
XAS limits the achievable resolution. To over come this HERFD-XAS has been used [48]. This
technique uses a XES spectrometer to select specific fluorescence lines with greater resolution than
the core-hole broadening. The experiments presented in this thesis are almost exclusively measured
in fluorescence mode, due to the need of single crystal samples which are highly concentrated hence
the absorption length is typically small.
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2.2.1 X-ray absorption near edge structure (XANES)

The XANES region typically covers an energy range of approximately 50eV below and 100eV above
the main absorption edge, shown in figure 2.2.1, and can be defined by three regions: pre-edge, edge
and post-edge. These regions are sensitive to the formal oxidation state, coordination environment
and geometry of the absorbing atom. Different interactions contribute to each region and provide
specific information:

� Pre-edge: This region is typically defined by 50eV below the rising edge, and within a simple
approximation involves quadrupole transitions to empty bound states. This region can provide
information regarding the local coordination environment, the oxidation states and bonding
[47]. These features are typically more intense with non-local and pd orbital mixing.

� Edge: This is the threshold for continuum states. The energy position can be defined in a
number of ways. For this thesis it is taken as the first peak (after the pre-edge region) in the
first derivative. The edge position is dependent on the oxidation state of the absorbing atom.
When a neutral atom gains or loses an electron the effective charge of the nucleus changes
and the remaining electrons either feel a greater or a weaker binding force, hence the energy
to excite a core electron in to the continuum will also change [49, 50].

� Post-edge: This region can extend up to 100eV after the absorption edge and is dominated by
multiple-scattering (MS) resonance of the photoelectrons with low kinetic energy. The features
typically show dependence on the atomic position of neighbouring atoms and information can
be obtained regarding distances and bond angles.

While XANES measurements have the advantage that the Debye-Waller factor is negligible, there
is no simple equation that can be used to interpret the results since the low kinetic photoelectrons
have long mean free paths and MS dominates. The features in this region are effected by the core-hole
broadening. The core-hole created is in an unstable state and will decay in a short amount of time.
The energy width of this state is proportional to its lifetime hence as higher atomic number elements
have shorter lifetimes, the broadening is greater. This effects limits the resolution of features in the
XANES measurements. It is possible however to make some analysis of the features by either
fingerprint analysis or using quantum chemistry modelling codes to simulate the XANES spectra
[51]. The fingerprint analysis requires comparison to known reference compounds where information
regarding the local coordination chemistry, molecular orbitals and oxidation states is known. In this
thesis the XANES have been analysed by simulating the groundstate electronic structure using
density-functional theory/multiple-scattering theory calculations and tracking changes in features
across the studied transitions.

2.2.2 Extended x-ray absorption fine structure (EXAFS)

When an electron gains enough energy to be excited to the continuum, the interactions with neigh-
bouring atoms will cause a modulation to the measured absorption coefficient after the edge. This
region provides information about the local environment around the absorbing atom, including the
number and type of neighbours, distances and disorder in the structure. Starting from a simplified
model of the interaction, a single scattering event consists of a released photoelectron travelling a
distance r to a neighbouring atom (the scatterer) and returning to the original absorber. As the
photoelectron can be treated as a wave, the interference between the outgoing and incoming waves
will either be constructive or destructive. This can be modelled as a sinusoidal function which
will be modulated by the total scattering path between the interacting atoms and the wavenumber
(equation (1)). Equation (10) gives the simplified expression for the modulation in the absorption
coefficient:

µ(k) = µ0(k)(1 + χ(k)) where χ(k) ∝ cos(2kr) (10)

here µ0(k) is the absorption coefficient for an isolated atom. Since the discussion will be in terms of
the photoelectron, the energy dependence has been translated into the photoelectron wavenumber
via equation (1). In order to be able to analyse the modulation to provide information regarding
the local structure around the absorbing atom it is necessary to take into account a series of effects,
which can lead to modifications to the amplitude and phase of χ(k). Here only single scattering
events will be considered, within the harmonic approximation for lattice vibrations. The final
expression for the EXAFS equation based on the IUCr (2011) definition is given in equation (11)
[52, 53, 54, 55, 56, 57]. In this equation the terms are defined as: S2

o is the amplitude reduction
factor, Nj is the degeneracy of the scattering path, fj(k, π) is the backscattering amplitude, rj is the
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distance between the absorbing atom and scatter, λ(k) is the mean free path, σ2
j is the Debye-Waller

factor and δj is the phase shift of the wavefunction dependent on the species of the absorbing and
scattering atoms. It is useful to separate the phase (Φj) [58] and amplitude (Aj) [59] components,
which are given in equations (12):

χ(k) = S2
0

∑
j

Nj
fj(k, π)

kr2j
e−

2rj
λ(k) e−2k2σ2

j sin(2krj + δj(k, rj)) (11)

χ(k) =
∑
j

χj(k) =
∑
j

Aj(k, rj)sin(Φi(k, rj)) (12)

Aj(k, rj) = S2
0Nj

fj(k, π)

kr2j
e−

2rj
λ(k) e−2k2σ2

j , Φj(k, rj) = 2krj + δj(k, rj)

The summation represents the fact that contributions from all scattering atoms will be consid-
ered. The Nj term is the degeneracy of the scattering paths. Since there may be multiple atoms
of the same species at the same average distance, the EXAFS can provide information regarding
the number of scattering atoms. The phase of the EXAFS modulations arises from the optical
path, 2krj and a phase shift. The optical path is the phase of the photoelectron travelling to the
scattering atom and returning to the original absorber and varied with the interatomic distance.
The additional phase in the sine function is introduced to account for phase shifts in the photoelec-
tron which can severely affect the simplified model of the optical path and depends on the atomic
species involved in the scattering process [56]. When considering what contributions account for it,
it is useful to treat the system semiclassically. The wavefronts of the photoelectron will not have
a constant k value due to the atomic potential created by the atoms. For both the absorbing and
scattering atoms, due to the conservation of energy the photoelectron will be travelling faster in the
centre of the potential. It is typical to combine all phase shift effects into one parameter, δj , and
this is normally calculated by software, for example FEFF [60, 61].

The main contribution to the EXAFS amplitude comes from the backscattering amplitude,
fj(k, π) [56]. This takes into account the probability of the scattering event occurring elastically
towards the absorber. The k -dependence of this factor is different for different elements and it is
typical for large atoms with many electrons to have a higher probability of scattering when compared
to small atoms with few electrons. An additional factor that needs to be considered is that the
photoelectron is not a planewave, but is better approximated by a spherical wave that travels out
isotropically (ψ(k, r) = eikr/kr) [62]. Since EXAFS measurements are proportional to the value of
the backscattered wave at the origin, the backscattering amplitude must also be modulated by the
fact that waves spread out and therefore the scattering probability will decrease as the square of
the distance between the origin and scatterer, this is introduced into the EXAFS equation by the
1/kr2 term.

Once a photoelectron has been created, the final state of the absorbing atom will be different to
the initial state due to the core-hole. The orbitals will adjust to the fact that all the other electrons
will feel an additional force from the nucleus and will lead to a reduction in amplitude of the EXAFS
oscillations [63]. The overlap between the initial and final state [63], | < ψf |ψi > | will be reduced
by this effect and therefore also a reduction in the transition strength. The amplitude reduction
factor, S2

0 , is an element-dependent constant used to model this factor. This also takes into account
the measurement errors and is typically fitted as a parameter.

The mean free path, λ(k), takes into account the contributions to the reduction in the amplitude
of the EXAFS modulations and is related to the fact that scattering effects are not instantaneous.
The first contribution comes from the core-hole left by the photoelectron. After a period of time
(τc.h.) this will be filled by an electron from a higher orbital, hence the initial and final states of
the absorbing atom will not be the same and the overlap used in equation (6) will again reduce the
amplitude. The second contribution originates from the inelastic scattering of the photoelectron,
which can be considered in terms of a lifetime (τp.e.) since the further it is travelling the more likely
inelastic losses become. The total lifetime therefore is 1/τ = 1/τc.h. + 1/τp.e. and the consequence
of this is an energy broadening, ∆E ≈ h̄/τ . This term is the main reason why EXAFS is a local
probe, since it reduces the modulations by ≈ 90% at a distance of ≈ 10Å.

The final term considered at this stage is the mean square radial displacement (Debye-Waller)

factor, e−2k2σ2
j . The EXAFS measurements typically consist of ≈ 108 absorption events at each

energy point. Since the lifetime of the photoelectron (≈ 10−15s) is shorter than the characteristic
time for lattice vibrations (≈ 10−13s), this technique gives a snapshot of the local structure in the
area covered by the focus spot of the beam. There are two effects that need to be considered due
to the averaging of the EXAFS measurements. Firstly static disorder can arise when there are
differences in the position of the absorbing atom which are randomly distributed throughout the
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sample, for example defects in the crystal structure. The second effect is the thermal disorder. Since
all chemical bonds will show a vibration, the distance between the absorber and scatter will vary
over time and there will be a contribution to the EXAFS from the different lengths.

While this is a simplified model (e.g. no multiple scattering or polarization dependence) equa-
tion (11) gives an acceptable overview of the different effects which need to be considered when
analysing the EXAFS signal. The methods for treating the different factors when fitting the exper-
imental data to theory will be introduced in section 4.5.

2.2.3 Multiple scattering

Single scattering (SS) events typically dominate the EXAFS signal, but in certain cases multiple
scattering (MS) events need to be considered too. These events result from the photoelectron wave
scattering from more than one neighbouring atom before returning to the original absorber. This
can be defined by the “path length”, rtot, which gives the sum of each “leg” involved in the scattering
path and the effective half path length as reff = rtot/2. Here a “leg” is defined as the distance
between two scattering atoms. The majority of the systems in this thesis can be described by single
scattering events, however it is important to also note that in the Ca2−xLaxRuO4 analysis MS paths
have been considered to obtain a reasonable fitting result.

Figure 2.2.2: Possible multiple scattering events considered. Grey atom represents the absorbing
atom.

The mathematics needed to include the MS paths is significantly more complex [54, 55, 64, 65,
66] than SS event. FEFF has been used to include these paths correctly via the implementation
of the Rehr-Albers scattering-matrix algorithm [55]. While the polarization effects discussed in
section 2.2.4 apply to the first event in a MS path, the effect on additional scattering events are
difficult to calculate since the scattering events become isotropic. Using the orientation of the
sample relative to the x-ray beam, the MS paths including the polarization dependency have been
calculated in FEFF6 [67, 68] when needed.

The single scattering equation (11) can be modified to account for MS events:

χ(k) = S2
0

∑
j

Nj

|F j
eff (k)|
kr2eff

sin(2kreff + ϕj(k) + 2δc(k))e
−2k2σ2

j e−2reff/λ(k) (13)

here Nj is the degeneracy of path j and σ2
eff =< (ri − reff )

2 >i is the mean square deviation in

the half path length, where ri is the instantaneous half path length. The term r2eff is introduced to
the denominator to allow this equation to resemble the SS equation. For an N-leg path, the scat-
tering amplitude, F j

eff , is given by the product of (N-1) curved-wave effective scattering matrices,

F (N−1) · · ·F 2F 1. The scattering matrix depends on the photoelectron energy, the scattering angle
βi = cos−1(r̂i · r̂i+1) which is the angle between the incoming and outgoing legs at site i, and the
distance to site (i−1), |ri− ri−1| due to the curve wave effects [55]. The optical path length is given
by eik(ρ1+ρ2+···+ρN ) where ρi = |ri − ri−1|. δc is the phase shift from the central atom. As the F j

scattering matrices are complex the effective scattering phase, ϕj(k) also depend on the inter-site
distance and angles.

2.2.4 Polarization dependent XAS - single crystal samples

Both the phase and amplitude of the EXAFS are dependent on the polarization of the x-rays. The
excitations are highly preferential in the plane of the electric field and since the x-rays generated
from a synchrotron are highly polarized in the plane of the ring, the analysis of spectra collected
on single crystal samples can provide a wealth of orientation dependent information [69]. As all of
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the samples in this thesis (apart from the references) are single crystals, the polarization analysis
can give information along different crystallographic planes due to the periodic structure. In cubic
crystals the electric dipole transition probability is isotropic, however in lower symmetry groups the
probability become anisotropic [70]. In the case of K and L1 measurements with initial s states, the
polarization dependence on the EXAFS amplitude is simple to analyse since it only involves final
states with p symmetry. The situation becomes more complicated for the L2- and L3-edges as the
final states involve both s and d symmetry. While the d transitions are the most intense interactions,
the contribution from the s states is still not fully understood [69, 70, 71, 72, 73]. The samples used
in this thesis are highly anisotropic and in single crystal form, so a careful consideration of the
dependency of both the XANES and EXAFS regions with respect to the polarization is discussed
below.

(a) (b)

Figure 2.2.3: Representation of the relative angles between the scattering paths and electric field,
considered for the polarization dependent calculations. It is assumed that the central atom is at the
origin. a) electric field parallel to c-axis, b) electric field perpendicular to c-axis

XANES

Due to the multiple scattering events and possible mixing of dipole and quadrupole transitions,
analysis of the polarization dependence is complicated, especially since no formal equation can be
used in this region. The focus of the XANES analysis in this thesis is on the changes in features across
transitions, since the anisotropic nature may provide information regarding the directionality and
orbital selectively of the transitions [74, 75, 76]. By measuring the XANES at different orientations
it has been shown that the orbital occupancy ratio can be calculated in certain situations [77, 78, 79].
Since the pre-edge features are dependent on the quadrupole transitions, which are dependent on
the local symmetry of the absorption atom, differences across angles becomes difficult to interpret
in this region. Additionally the hybridization between the metal and ligand orbitals also has an
effect on the intensities of features in the pre-edge region. Recent work has shown how it is possible
to directly image the active orbitals in real space, using non-resonant inelastic x-ray scattering since
the method has non-vanishing matrix elements beyond the dipole limit showing that polarization
dependent measurements are sensitive to orbital orientation [80]. While XAS can not provide this
level information, it can show how different crystallographic planes can be linked to certain orbitals
and hence changes across transitions can be mapped. Using knowledge of the electronic structure
and simulations of the systems, an understanding of the angular dependence of the XANES for each
material will be discussed in the relevant sections.

K (and L1) edge EXAFS

Since the K and L1 absorption edges (initial s state) within the dipole approximation, only consider
p symmetry orbitals for the final state, the polarization dependence on the EXAFS is introduced
by:

χA ∝< (Ê · r̂)2 >θ,ϕ (14)
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The polarization vector (electric field) is given as
−→
E = E(sinθcosϕ, sinθsinϕ, cosθ) and the

scattering atom A is at a distance −→r A = r(sinθAcosϕA, sinθAsinϕA, cosθA). While during the
experiment the electric field is fixed and the sample is rotated, it is simpler for the derivation if it is
considered that the sample is fixed and the electric field is changing (both cases are equivalent). Fig-
ure 2.2.3 shows the experimental set up for the extreme cases (0o and 90o), representing the different
angles considered. For conventional XAS using powdered samples the polarization dependence is
effectively averaged over all orientations:

χRan ∝< (Ê · r̂)2 >θ,ϕ (15)

= < (sinθcosϕsinθAcosϕA + sinθsinϕsinθAsinϕA + cosθcosθA)
2 >θ,ϕ

= < (sinθsinθAcos(ϕ− ϕA) + cosθcosθA)
2 >θ,ϕ

where cos(α − β) = cosαcosβ + sinαsinβ has been used. Integrating over all directions and using
the trigonometric relation sin(2θ) = 2sinθcosθ:

χRan ∝ 1

4π
[sin2θA

∫ 2π

0

∫ π

0

sinθdθdϕsin2θcos2(ϕ− ϕA)+ (16)∫ 2π

0

∫ π

0

sinθdθdϕsin(2θ)
sin(2θA)

2
cos(ϕ− ϕA)+

cos2θA

∫ 2π

0

∫ π

0

sinθdθdϕcos2θ]

Using the following relations:∫ 0

π

dcosθ(1− cos2θ) =
4

3
;

∫ 2π−ϕA

−ϕA

cos2ϕ′dϕ′ = π;

∫ 2π−ϕA

−ϕA

cosϕ′dϕ′ = 0 (17)

the final expression becomes:

χRan ∝ 1

4π
[
4π

3
sin2θA + 0 +

4π

3
cos2θA] =

1

3
(18)

This gives the angular dependence of the EXAFS signal when the incident beam is polarized in
the plane of the synchrotron on a powdered sample. Since the only component which will change
between powdered and single crystal samples will be the angular dependence term, a generalized
equation can be formed to give the weighting factor to the EXAFS signal when single crystal samples
are measured:

χRan ≈ 1

3
χ(k) (19)

χPol ≈ (sinθsinθAcos(ϕ− ϕA) + cosθcosθA)
2χ(k) (20)

Where χ(k) represents the measured EXAFS signal. By expressing χPol in terms of χRan the final
weighting factor becomes:

χPol ≈ 3(sinθsinθAcos(ϕ− ϕA) + cosθcosθA)
2χRan (21)

This derivation has been based of D. Haskel’s thesis [44], with concepts taken from [42]. The
positions of the atoms can be calculated and the relative angles to the axes are determined for the
model used in the fit for a given material. The ARTEMIS fitting program uses FEFF to calculate
single scattering paths for randomly oriented samples. Using equation (21), a weighting factor can
be calculated for each path which allows the polarization dependence to be taken into account.
In these measurements the samples are rotated around one axis, i.e. the c-axis is rotated from
being parallel to perpendicular to the polarization of the beam, and the angles for the equation
is defined by this scenario. The ab-plane orientation is not characterized and is left as the only
fitting parameter for the weighting factor. This factor is introduced into the fitting process via a
global parameter, the amplitude reduction factor S2

o , which takes into account all contributions to
the amplitude reduction when fitting a model to experimental data.

Page 16



The theory of XAS and XES

L2 and L3 edge EXAFS

For the L2 and L3 absorption edges, the polarization dependence is complicated because it
involves two final states. It was suggested that neglecting the s-d cross term can lead to significant
errors in both the bond lengths and amplitudes [71]. However the literature is inconclusive in
providing a universal explanation for how much the additional term actually contributes to the
EXAFS signal. It has been shown that the crystal structure, experimental set-up and analysis
technique can all affect the final result [72]. For this thesis the IrTe2 L3 data has been fitted with
the assumption that the d contribution is significantly greater than the s. While this approach
appears to work for this system, it is important to understand the different effects that need to be
considered and why the simplification is valid.

The simplified expression for the EXAFS equation for the L2/L3-edges is shown in equation (22),
a number of varying versions have appeared in the literature [71, 72, 73, 81]. This equation is taken
from P. H. Citrin [72], which gives a in depth derivation, including the assumptions used.

χk,θ ≈ Aj(k)nd(θ)sin[2kR+ δ2b(k)] + nsd(θ)sin[2kR+ δ2b(k) + ∆a(k)] (22)

with Aj defining all other amplitude related effects, δ2b is the total phase shift of the photoelectron,
∆a(k) is the cross term correction for the phase shift for purely d final state scattering and:

nd(θ) ≈ 0.5

N∑
j=1

(1 + 3|ϵ̂ · r̂j |2) (23)

nsd(θ) ≈ 0.2

N∑
j=1

(1− 3|ϵ̂ · r̂j |2) (24)

the quantities nd and nsd can be considered as effective partial coordination numbers and importantly
it should be noted that there is no contribution from the s final state on it own. The reason for this
is because as the s state is isotropic it can be shown that compared to the d and coupled sd states,
the contribution vanishes [72, 73]. For an isotropic absorber the s-d cross term vanishes by angular
averaging, however for anisotropic absorbers this is not the case. The initial analysis shown in the
literature suggested that in the worst case scenario the effect on the bond lengths is up to ±0.05Å
and the amplitude can be modified up to a factor of 2. On the other hand it has been suggested
that the d contribution is approximately a factor of 50 greater than the s contribution in all cases
and therefore the one final state approximation (effectively the same as the K-edge approximation)
is suitable [82, 83]. The errors introduced are also dependent on angle, shown in figure 2.2.4, with
a ”magic angle” 54.7o where any angular dependence is extinguished. Since there is a range of
literature with differing results, the effect on the EXAFS will be limited to a discussion with respect
to IrTe2.

Figure 2.2.4: Ratio of the amplitude factors nsd and nd as a function of absorption geometry and
polarization, re-drawn from [71]. Unshaded areas indicate nsd <10%, section A: nsd up to 20% and
section B: up to 40%.
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The effect on the bond lengths has been reported to be between 0.05-0.01Å [72] and arises from
the relative phase shifts between the s and d states waves. In the case for IrTe2 the average error in
this thesis associated with the fitted bond lengths is ±0.03Å, shown in section 6.4.3. This suggests
that the additional error from neglecting the s contributions is not significant enough to affect the
results in a detrimental way, since the error from the fits is comparable. It is also important to
note that since the research focuses on changes in the bond length across a transition, it is less
important to accurately determine the individual bond lengths values. The difference introduced
from the polarization dependence will be consistent across each angle and therefore the results will
still provide valuable information.

The EXAFS amplitude has been shown to be modified by up to a factor of 2 [72]. The analysis
from the IrTe2 data however shows reasonable amplitude correction values. This discrepancy may
arise from two factors. Firstly these studies were carried out using HERFD-XAS measurements
which unlike previous studies, have a greater ability in selecting the energy of the fluorescence that
is measured. The higher resolution may reduced the contributions to the EXAFS from the s final
state transitions. The second factor may arise from the angles measured. It was shown that there
are certain combination of angles which reduces the angular dependence. The experimental set-
up requires for the angle with respect to the ab-plane to be a fitting parameter which affects the
amplitude reduction factor. By having this as a variable parameter the fitting program may pick
a value that provides a reasonable reduction factor. While there isn’t sufficient data to assess if
these factors play a crucial role, understanding that these factors need to be considered allows for a
reasonable interpretation of the results presented.

2.3 Non-resonant X-ray emission spectroscopy (XES)

Non-resonant X-ray emission spectroscopy measurements observe the radiative decay of electrons
after the creation of a core-hole. Unlike XAS, the incident energy is set well above an absorption
edge and it is the detectors that sweep over the emitted energy. XES data has also been collected
for the HERFD-XAS (high energy resolution fluorescence detected - x-ray absorption spectroscopy)
to select the energy of the fluorescence x-rays which are monitored in this technique. While core-
to-core XES is not a technique that has used in this thesis, valence-to-core XES (based on the same
principles) has been used. A detailed review of the applications and experimental considerations for
vtc-XES is given in chapter 5.

Figure 2.3.1: Origins of XES transitions for K-edge with respect to the materials in this thesis
(metal with light ligand) and representation of the spectra obtained for each.

In general, XES can provide information on both the absorbing atoms, the ligand chemical
environment and covalency. Specifically it is sensitive to the spin state, oxidation state, chemical
environment, ligand ionization state and metal-ligand bond length [84]. A schematic diagram of the
transitions typically involved in K emission spectra is given in figure 2.3.1. Similar transitions can
be identified for the L-edges with final states in the 2p orbitals, however due to an increase in the
number of initial states that have reasonable transition probabilities the description become more
complicated [85, 86, 87, 88].

Unlike conventional fluorescence XAS, HERFD-XAS [48, 87] uses the XES measurements to
select a specific transition to monitor as the incident energy is changed. This is a fluorescence
measurement since it is monitoring a decay process and it is also suitable for single crystal samples
that are needed for the polarization dependent measurements. By using the maximum of the related
XES, this technique reduces the core-hole lifetime broadening effects and gives greater selectivity
with respect to the fluorescence transition of interest.
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2.4 Chapter summary

This chapter has covered the basic theory and mathematical formulation of the absorption and
electronic transition processes in the XAS and XES experiments. Specifically the origins of the
absorption edge and the allowed transitions are discussed. An introduction to the structural in-
formation obtained from the XANES and EXAFS regions is given, with emphasis placed on the
EXAFS equation and the effects that contribute to the amplitude and phase for the EXAFS modu-
lations. Special consideration is given to the polarization dependence term in the EXAFS equation.
While the L2- and L3-edge measurements are more complicated due to 2 final states, it is shown
that for the experiments in this thesis an approximation to a single final state (the same as K/L1

edges) is suitable. A brief discussion about XES spectroscopy is given in relation to its uses in the
HERFD-XAS.
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Experimental setup and theoretical calculations

This chapter will cover the critical concepts involved in the spectroscopy measurements and
electronic simulations. The basic principles of synchrotron sources will be discussed and details
regarding the 3 beamlines used to collect the experimental data will be presented. Additionally,
the SEM/EDX and magnetic susceptibility characterization measurements will be discussed with
relation to their use in this thesis. Finally the fundamental mathematics of the density functional
theory (DFT) used to simulated the experimental data are given, along with the differences with
multiple scattering theory and the 2 packages used (FDMNES, Exciting) will be described.

3.1 Synchrotron radiation

The primary measurements presented in this thesis have been carried out using synchrotron radiation
from both Diamond Light Source (DLS) in the U.K. and the European Synchrotron Radiation
Facility (ESRF) in Grenoble, France. It was first observed in 1947 that when electrons travelling
near the speed of light have their paths bent by a magnetic field, due to the conservation of energy,
a broad-spectrum of radiation termed ”synchrotron radiation” is produced [89, 90, 91, 92]. Storage-
ring synchrotron x-ray sources generally fall into one of three different classes. The first generation
were originally built for different purposes, typically for particle physics research. The second
generation were built for the sole purpose of producing synchrotron radiation and x-rays were
generated by bending magnets. The third generation use additional insertion devices in the straight
sections of the ring to produce further sources and typically feature beams with significant improved
collimation. Some third generation machines are also being upgraded to take advantage of new
technologies. An additional source of tunable x-rays are free electron lasers (FEL) which provide
significantly more intense x-rays in short pulses [93].

Figure 3.1.1: Schematic diagram of typical 3rd generation synchrotron, including the main compo-
nents.
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The capabilities of a synchrotron can be defined by a number of factors, however the three most
critical things to consider are the brilliance, the optics in the beamline of interest and experimental
end stations. The beamline optics have the ability to manipulate the beam to optimise it for a
specific experiment, using for example focusing mirror, slits and an appropriate monochromator.
The experimental endpoints determine what type of measurements are performed, by having a
range of detectors and sample environments.

Brillance =
Photons per second

Source area× Source divergence×Bandwidth
(25)

The brilliance [94, 95], is defined by equation (25) which shows that greater brilliance results
in more photons of a given wavelength and direction focused per second. This quantity takes into
account the number of photons produced per second, the divergence of the photons, the cross-section
of the beam and the photons which are within a bandwidth of 0.1% of the central wavelength.

The main components of a third generation synchrotron facility, shown in figure 3.1.1 are an
electron gun, linear accelerator, booster ring, radio-frequency (RF) cavity, storage ring and the
beamlines [96]. Electrons are initially inserted into the system via the electron gun, which are
then passed to the linear accelerator, where a series of oscillating electric potentials accelerate the
electrons to an energy of several 100MeV. The electrons are then injected into a booster ring formed
of two straight sections joined by semicircular curves. Using a radio frequency voltage source the
electrons are further accelerated up to the required energy of the synchrotron. Finally they are
delivered to the storage ring, which is comprised of a series of straight and bent sections where
synchrotron radiation can be produced to feed the different beamlines. As the electrons travel
around this ring, they lose energy when passing through the bending magnets and insertion devices,
to compensate during each rotation they pass through a RF cavity which provides an energy boost
[97].

Figure 3.1.2: 3 types of x-ray sources with the associated characteristic radiation. Images reused
from [98]

To produce synchrotron radiation, three main sources are typically used. Shown in figure 3.1.2
are the simplified diagrams and spectral profiles of each device. The basic principle of operation for
all three devices is that when a charged particle passes through a magnetic field it is accelerated
radially. This change in trajectory causes a release of radiation [99].

� Bending magnets: are used to keep the beam within the circle pattern of the storage
ring. Formed of a single pair of dipole magnets calibrated to the specific needs of individual
synchrotrons, the change in the velocity of the electrons will result in an short period of
acceleration and thus the release of radiation. This source produces a white beam, which
consists of a broad range of energies.

� Wigglers: Placed in the straight sections of the storage ring, wigglers are made of a series of
alternating magnetic poles. As the beam passes through the device it oscillates back and forth,
producing radiation. The x-rays from this source are used in a similar way to the bending
magnets. However as the radiation emitted at each bend will superimpose each other the net
brilliance can be significantly greater than the bending magnets.
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� Undulators: Based of the same principles as a wiggler, the magnetic poles in an undulator are
less powerful and produces smaller deflections. This results in the x-rays interfering, producing
a coherent beam. The wavelengths can be tuned by adjusting the gap between the magnets
and the brilliance of this devices can be up to four order of magnitude greater compared to
the bending magnets. The undulators produce concentrated narrow energy bands rather than
a broad spectrum.

The x-ray beam will pass through an “optics hutch” before reaching the sample, in which the
beam can be modified to suit the specific requirements of the experiments. While the range of
optical components is large, for XAS/XES beamlines the typically required optics include [51, 99]:

� Collimating mirror: When the source of the x-rays gives large divergence, a collimator
mirror is used to maximise the intensity to reach the monochromator and reduces the diver-
gence of the beam. Additionally collimators are used to ensure that the resolution of the
monochromator is maintained.

� Monochromator: To select the specific energy required (technically a small range of energies)
a double crystal monochromator (DCM) is typically used. Different sets of crystals can be
used to selected specific energies (Eγ) by orientating to an angle which satisfies the Bragg
condition:

2dhklsinθ = nλγ = n
hc

Eγ
(26)

With n the harmonic number and dhkl the distance between planes. In the beamlines used
for this thesis, the monochromator crystals come in pairs to ensure that the transmitted
beam is returned to the original direction towards the sample. The I20 beamline uses an
in-house designed 4 bounce device which gives further advantages such as high stability and
reproducibility [100].

� Focusing mirrors: Set between the monochromator and sample, these mirrors further refine
the x-ray beam to a required focus spot size.

� Harmonic rejection mirrors (HRM): Bragg’s law allows for undesired harmonics to pass
the monochromator, which can degrade the signal-to-noise ratio and create difficulties in the
normalization processes. Harmonic rejection mirrors serve as low-pass filters which can be
orientated in such a way as to stop harmonics without affecting the required energy, since
the undesired harmonics are at least twice the energy. The HRM can have different coatings
which can additional reject certain energies.

3.2 Beamlines

Determining which beamline is suitable for a specific experiment requires the consideration of several
factors, which include the sample environment, energy range and type of measurement. For the
spectroscopy measurements presented in this thesis the requirements included: tunable energy range
covering the absorption edges of the elements of interest, a focused beam, stages with a rotational
degree of freedom, cryogenic sample environments and fluorescence detection. The XMas instrument
(BM28) at the ESRF and I20 and B18 beamlines at Diamond have been used for the thesis, with the
specific capabilities outlined in the following sections. Diamond light source is a third generation
synchrotron with a target energy of 3GeV, while the ESRF operates at 6GeV. It should be noted
that the measurements at the ESRF were carried out before a significant upgrade took place in 2018
and the following discussion is related to before the upgrade.

3.2.1 XMas

Using a bending magnet as a source, the XMas beamline has an available energy range of 2.035
to 15keV, a beam size at the sample of approximately 70 (V) x 60 (H) µm FWHM and an energy
resolution of ∆E/E = 1.7x10−4 at 10 keV [101]. A schematic diagram of the optical configuration is
given in figure 3.2.1. The set up consists of a water cooled double crystal monochromator, toroidal
focussing mirrors, harmonic rejection mirrors and 4 slits.
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Figure 3.2.1: Schematic diagram of the XMas beamline optical components [102]

This beamline was only used for the Ca2−xLaxRuO4 XANES measurements. A Vortex Si Drift
Diode detector was used, with a typical energy resolution of <136eV FWHM at Mn Kα. Set at
45o to the sample within the plane of the synchrotron, the detector has a single element active area
of approximately 50mm2. These measurements required a sample environment with a temperature
range between 400K - 55K, hence a ARS DE202G cryofurnace with an operation range of 600K -
10K has been used. To allow angular dependent measurements, the cryofurnace has been mounted
directly onto the phi circle of a Huber diffractometer allowing the samples to be oriented in any
direction at base temperature.

3.2.2 B18

The general purpose XAS B18 beamline uses a bending magnetic source, with an available en-
ergy range of 2.05 - 35keV and focused beam spot at sample of approximately 200 (V) x 250 (H)
µm FWHM [103]. The main optical components include: a collimating mirror, double bounce
monochromator (Si (111) or Si (311)), a double toroidal focusing mirror and a pair of harmonic
rejection mirrors. A schematic diagram is given in figure 3.2.2. Two sets of measurements have
been performed on this beamline to collect EXAFS data for the Ca2−xLaxRuO4 samples. In both
cases the monochromator used the Si (311) crystals and a 36 element Ge fluorescence detector, set
perpendicular to the direction of the beam within the plane of the synchrotron. A helium pulse tube
cryostat (400K - 50K) and a cryo-jet system (300K - 50K) have been used to give a temperature
range of 400K - 50K. In each case the samples have been mounted such that they could be rotated
within the plane of the synchrotron in order to take angular dependent measurements.

Figure 3.2.2: Schematic diagram of the B18 beamline optical components, reproduced from [104]

3.2.3 I20

I20 is the versatile x-ray spectroscopy beamline at Diamond Light Source and uses a wiggler as
the source. The operational energy range for the scanning branch is 4 - 20keV, with a beam
size of approximately 400 (V) x 300 (H) µm FWHM [105]. A schematic diagram is given in fig-
ure 3.2.3, showing the major optical components: a collimating mirror, deflecting mirror, a four
bounce monochromator (Si (111) available crystals), two focusing mirrors and a pair of harmonic
rejection mirrors.
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Figure 3.2.3: Schematic diagram of the I20 beamline optical components [105]

All of the IrTe2 and NaFeAs measurements, which include conventional XAS, HERFD-XAS
and vtc-XES, have been carried out on this beamline. Two different cyrostats have been used. A
nitrogen cooled Linkam stage with an operational temperature range of 350K-78K and a closed-
cycle He cyrostat (Stinger). The Linkam uses one kapton window and has an angular range of
approximately 120o. The stinger was developed2 specifically for angular dependent measurements
with the spectrometer and covers a temperature range between 300K-5K. There are three layers
on the stinger cryostat. An outer layer which provides a vacuum space, a radiation shield which
reduces low energy x-ray scatters reaching the detector and a inner shield which defines the cooling
area. There are two kapton windows (with the additional radiation shield) over 180o, however the
practical angular range is approximately 160o. In both cases the samples could be rotated with
respect to the polarization of the beam at base temperature in order to collect angular dependent
measurements. For the conventional XAS measurements a 64 element monolithic Ge detector was
used, placed perpendicular to the direction of the beam within the plane of the synchrotron. The
HERFD-XAS and vtc-XES measurements were carried out using a three-analyser XES spectrometer
equipped with a 2d pixel (medipix) detector. Further information is given in section 3.3.3.

3.3 Detectors

In spectroscopy, a range of different detectors are used, depending on the conditions of the mea-
surements. The following were used in this thesis.

3.3.1 Ion chambers

To measure the incident intensity, a ion chamber is placed between the beamline optics and sample.
These detectors are filled with either pure or a mixture of inert gases (i.e. Ar, He, N2, Kr). The
incident x-rays ionize the gases and the electron-ion pairs are collected on the plates between which
there is a voltage difference. This produces a current proportional to the incident intensity. An
accelerating electric field between the collector plates is needed to avoid pair recombination. It is
typical to select a combination of gases so that approximately 10-15% of the incoming intensity is
absorbed in the ion chamber. The remaining photons reach the sample. The incident intensity, I0,
is given by I0 = ξ(I0)Iinc(1− e−µI0x0), where x0 is the length of the chamber, µI0 is the absorption
coefficient, ξ(I0) is the gain in the current amplifier and Iinc is the incident intensity [51, 106].

3.3.2 Solid state detectors

3 solid state detectors have been used: Vortex Si drift diode, 36 element Ge detector and 64 element
Ge detector. Their operation is based on similar physics. Based on semiconducting materials,
the ionizing radiation creates charge carries, under the influence of an electric field the electrons
and holes travel to the electrodes. Variations in the ionization produces varying charge and this
is measured [107]. The XMas Si drift diode is a single element detector and the Ge detectors are
monolithic, which means both have no dead space between elements. The I20 detector has an
additional Te mask in front of the Ge. This type of detector is energy discriminating which allows
for the selection of specific emission lines.

2The Stinger was commissioned by the author for this project
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3.3.3 XES spectrometer

Both the HERFD-XAS and XES measurements have been carried out using a point-to-point scan-
ning x-ray emission spectrometer in place at the I20 beamline [108] at Diamond Light Source. The
spectrometer consists of a 1 meter Rowland circle (Johann-type geometer [84]), 3x100mm diameter
analysing crystals and a medipix detector, which is shown in figure 3.3.1. A He environment (bag)
is used in the space between the sample, analysers and detector to minimise the air path that the
photons travel through (the sample, analysers and detector are not enclosed). The analysing crystals
collect and focus the photons on to the detector, which has enough resolution to allow a step size of
0.1eV (however this is dependent on energy). By varying the angle of the analysing crystals relative
to the sample, the bragg angle changes and hence the selected wavelength also changes. There is a
range of analyser crystals available which are changed depending on the emission line of interest.

Figure 3.3.1: Schematic diagram of the I20 XES spectrometer [108]. Emitted photons are focused
and collected by the analysers onto the detector.

The system can be operated in two different modes to either collect HERFD-XAS or XES
measurements. The HERFD-XAS uses the spectrometer to select the maximum of the emission
line of interest. The incident energy is scanned through the absorption edge (and EXAFS), which
allows the intensity variation of the emitted line to be recorder as a function of the incident energy.
The advantage of using the spectrometer to collect XAS data is to reduce the background noise
(no contamination of an elastic peak) and to overcome the effect of the core-hole broadening [48],
by selecting a much narrower energy band than the solid state detectors. The improvement in the
resolution is highlighted in figure 3.3.2.

Figure 3.3.2: A comparison between the normalised HERFD-XANES (black line - emission) and
normalised conventional XANES spectra (red line - absorption) for PtBR2 and PtO2 [108]

Non-resonant x-ray emission spectroscopy (XES) is measured by setting the incident energy
well above the absorption edge and scanning the spectrometer over the emission line of interest.
In this thesis the XES data has been collected for the valence-to-core emissions, which can provide
information regarding the metal-ligand interaction, oxidation states, ligand identification and valence
levels of the absorbing centre, as discussed in chapter 5.
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3.4 Characterization techniques

The phase transitions that this project focuses on are highly sensitive to the geometric structure of
the crystals, which in turn are sensitive to a number of parameters, for example growth method,
dopant level and environmental contamination. In addition, polarization dependent spectroscopy
techniques require single phase, single crystal samples. To confirm the samples are suitable, scanning
electron microscope (SEM), energy-dispersive x-ray (EDX) and magnetic susceptibility (SQUID)
measurements have been carried out. These measurements have been performed at the University
of Kent, Diamond Light Source and the ISIS Neutron and Muon Source characterization lab 3.

3.4.1 Scanning electron microscope and energy-dispersive x-rays

SEM and EDX analysis has been used to check the quality of the single crystals (no impurities,
homogeneous composition). These techniques are seen as complementary, since they use the same
experimental set-up but differ in what they detect. A simple schematic diagram of the set-up is
given in figure 3.4.1, which highlights the typical components.

In both cases a beam of electrons is focused on to the sample and it is the interactions of these
electrons with the atoms in the sample that are measured. To produce the beam, which typically
has an energy ranging between 0.5 keV - 40 keV, an electron gun is used. A series of condenser lenses
and deflection coils are used to convert the divergent beam from the electron gun into a convergent
beam and to deflect the beam to allow for raster scanning [109].

To collect an image of the sample surface, both secondary and backscattered electron detection
systems can be used. The origins of the secondary electrons are inelastic scattering interactions
of low energy electrons. As a result this detection method probes the surface of the samples. A
grey scale image is produced by comparing the incident intensity of the beam with the detected
secondary or backscattered electrons. The image shows brighter features at the edges and steep
surfaces and thus provides information regarding the surface topography. Backscattered electrons
are high-energy electrons scattered by elastic interactions just below the surface of the sample. Since
this scattering has a strong dependence on the atomic number of the scatterer, it can be used to
map areas of the sample with different chemical compositions [110]. The magnification of the SEM
is generally dependent on focal spot size and the size of the raster area.

Figure 3.4.1: Schematic diagram of the SEM/EDX microscope. [109]

The EDX measurements uses electrons to generate x-rays, which are detected, to determine the
chemical composition of a sample. When an atom is bombarded by the beam, inner electrons can

3ISIS Materials Characterisation Laboratory, Harwell. (Dr Gavin Stenning)
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be excited and ejected from the atom which creates a core-hole. In the process of an electron from a
higher orbital decaying to fill this hole, an x-ray can be released. The energy of these x-ray photons
is dependent on the energy difference between the initial and final state and is element selective.
By measuring the intensity and energy of the x-rays emitted, the stoichiometry of the sample is
analysed [110].

3.4.2 Magnetic susceptibility

A schematic diagram of the typical superconducting quantum interference device (SQUID) is shown
in figure 3.4.2. Commercial SQUID magnetometers typically work by detecting the change in the
magnetic flux created when a sample is moving through a superconducting pick-up coil, which is
then converted to a voltage (vsquid). The samples are placed at the end of a mechanical rod either
in a gel capsule or on a quartz sample holder. Initially a long scan is conducted over the sample
rod to identify the centre of the sample. Figure 3.4.2(insert) shows a SQUID response versus the
sample position. The measurements shown in this thesis have been carried out in a sweep mode, in
which data is collected as the temperature is changed but the temperature is not stabilized at each
point. This allows for reduced scan times but does introduce some errors in determining the exact
temperature of the transitions. An applied field is used to assist in aligning the individual magnetic
moments to produce the largest possible signal, the size of the field applied for these measurements
is based on the values used in the literature for a given material to allow a comparison. The samples
are rapidly moved in the x-position as the temperature is changed and the change in magnetic flux
is measured [111].

Figure 3.4.2: Schematic setup for a SQUID with a 2nd order gradiometer, insert shows squid response
verse sample position [111].

To be able to confirm that the samples in this research show the expected transition at the
correct temperatures, magnetic susceptibility measurements have been carried out. This technique
is capable of providing a significant amount of information about the samples, however for the work
in this thesis it has only been used to determine the temperature of the magnentic transitions. This
has bene done as it confirms if the samples are of a high enough quality. While this technique
will only show the magnetic transitions, all the compounds under investigation show a magnetic
transition that can give information with regards to the state of the compound. 4.

3.5 Simulations - Density functional theory (DFT) and multiple scatter-
ing theory

Understanding the electronic structure of the materials has been key for this work, since it plays a
critical role in driving the transitions. In some cases it is important to simulate the experimental
spectra to give further insight into how the electronic structure may change with the structural
transitions. By gaining an understanding of the orbitals contribution to specific features in the
XAS/XES spectra and how these change across the transitions it is possible to obtain a better
understanding of the mechanisms involved. Where needed in this thesis, simulations have been
carried out to produce XAS/XES spectra, band structure and density of states. There are a number

4Note: due to difficulties with access to a SQUID during the COVID-19 pandemic, only IrTe2 measurements have
been carried out.
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of different methods used for calculating the electronic structure of materials and in this thesis both
density functional theory (DFT) and multiple scattering theory (MST) have been used. There are
key similarities between the two methods and for this thesis the DFT method will be the focus of
the discussion. While it is not appropriate to give a full derivation of the mathematics that govern
DFT in this thesis, a brief overview of the key concepts is given (a detailed overview of DFT is given
by U. V. Barth in reference [112]). Two software packages have been used in this thesis: FDMNES
[113, 114] and Exciting [115]. While both use DFT as a foundation, the treatment of the Kohn-Sham
wavefunctions and the methods to calculate the required properties differ. Key characteristics of
the software packages are given in the following sections.

Using the Born-Oppenheimer approximation [116], which treats the nuclei as point charges and
treats nuclei and electrons independently, the energy of a many-body system can be calculated using
the time-independent non-relativistic Schrödinger equation:

ĤΨ = [T̂ + V̂ + Û ]Ψ = [

N∑
i=1

(− h̄2

2mi
∇2

i ) +

N∑
i=1

V (ri) +

N∑
i<j

U(ri, rj)]Ψ = EΨ (27)

here Ĥ is the Hamiltonian, E is the total energy, T̂ is the kinetic energy, V̂ is the potential energy
from an external field due to the nuclei and Û is the electron-electron interaction energy. Ideally
if this equation is solved, all the properties of the material can be obtained. However, due to
the interaction term Û , it is not possible to separate the many particle equation into a series of
single-particle equations. This makes this equation effectively impossible to solve for most systems.
The simulation packages avoid solving the Schrödinger equation directly and calculates the ground
state of a system using a set of single particle equations, reducing the problem to a mono-electronic
simulation. The basic principle comes from the Hohenberg-Kohn theorems [117]:

� The potential energy and hence the total energy of an interacting system of electrons is a
unique functional of the electron density:

V (r) ⇒ Ψi(r) ⇒ n(r) ⇒ V (r)

where V (r) is the potential energy, Ψi(r) is the wavefunction of the system and n(r) is the
electron density.

� The total energy of a system is variational, the energy takes its minimum at the ground state
electron density i.e.

E[n] ≥ E[nGS ]

In principle all properties of a system are exact functionals of the ground state density, hence
Hohenberg and Kohn proved that there is a one-to-one mapping between the external potential and
the ground state density, which comes from the first theorem. The internal electronic energy of a
system, F[n], can be defined as the total energy of the system minus an external potential, υext,
acting on the system, with each term a functional of the density. The second theorem then says
that effectively through the variation principle, equation (28) will only be minimised with an input
density that corresponds to the true ground state density. While this still technically requires the
evaluation of F[n] via the many-body Schrödinger equation, if a suitable approximation for F[n] is
determined then the Hohenberg-Kohn theorems says that the ground state energy and density can
be evaluated for a system.

E[n(r)] = F [n(r)] +

∫
υext(r)n(r)dr (28)

To find a suitable approximation to F [n(r)], a practical approach was developed by Kohn and
Sham [118]. It was shown that the ground-state density of interacting particles can be calculated
from the ground-state density of an auxiliary system of non-interacting particles, effectively an
auxiliary system of particles identical to electrons, with the exemption that the interaction term
is neglected. These particles can then be treated as single particles moving through some external
potential, υext (Kohn-Sham potential), from which the density can be calculated. The expression
for the auxiliary system can be determined by a set of component energies, which are given below
in terms of the density.

E[n] = T0[n(r)] +

∫
drn(r)υext(r) + EH [n(r)] + Exc(r) (29)
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T0 = −1

2

∑
i

∫
drϕ∗i (r)∇2ϕi(r)

n(r) =
∑
i

ϕ∗i (r)ϕi(r)

υext = −
∑
n
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r −Ri

EH [n(r)] =
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2

∫ ∫
drdr′

n(r)n(r′)

|r − r′|

Exc[n(r)] =

∫
drn(r)εxc[n(r)]

where T0 is the kinetic energy of non-interacting particles, EH [n] is the classical Coulomb energy,
Exc[n] is the exchange and correlation function and the Kohn-Sham (KS) orbitals are given as ϕi(r)
(spatial form only). The single particle Kohn-Sham orbital equations can then be given as:

(−1

2
∇2 + υKS(r))ψi(r) = ϵiψi(r) (30)

υKS(r) = υn(r) + υh(r) + υXC(r) (31)

where υn(r) is the potential due to the nuclei, υh(r) is the potential due to the electron repulsion and
υXC(r) is the exchange-correlation potential. There are a number of different simulation packages
that each use different methods to calculate the density of the auxiliary system (hence the real
system). However, the essential aim is to represent the system of interest in terms of its density
via an auxiliary system, calculate a series of component energies to describe the Schrödinger like
equation, by requiring that the potential of this system converges (within a set of constrains). While
there are different methods to calculate the density of electrons, they are all based on self-consistent
calculations used to minimise equation (28) to find the true electronic state of the system.

In this thesis two software packages have been used. The Exciting package is a DFT based code
which solves the Kohn-Sham equation to calculate the groundstate electronic structure, from which
the properties can be derived. Exciting also uses a two particle Green function to calculate the
excited properties. The second package, FDMNES, uses the multiple scattering theory to effectively
calculate the absorption cross-section. The multiple scattering theory rewrites the Kohn-Sham
equation (30) in terms of the Green function to solve the wave equation. While an overview of these
packages will be discussed in the following sections, there are a number of factors that need to be
considered and which apply to both.

The only true approximation comes in the form of the exchange and correlation functions [119].
The exchange function accounts for the quantised nature of the charge and the anti-symmetric
nature of the wavefunctions. The correlation function takes into account that in the real system
the electrons tend to avoid each other. While the exchange function is possible to solve, it is
computationally expensive. The correlation function describes a many-body problem and hence
can not be solved with a single particle method. These two terms are then taken together and
approximation functions are used. There is a large range of functionals available, typically grouped
into empirical (or semi-empirical) functions, which use some experimentally determined results to
define them, and non-empirical functionals, which are defined by first principle calculations. In this
thesis the two non-empirical functional families used are the local density approximation (LDA)
[120] and generalized gradient approximation (GGA) [121]. The LDA approach is derived from a
homogeneous electron gas model, which has a uniform density in its ground state and therefore
can be uniquely defined by its density alone. The GGA approach is an extension of the LDA
which not only considers the local density at each point but also its gradient. The determination of
which functional should be used is dependent on the system under investigation and computation
expense. The LDA approach is applicable to many systems and has relatively low computation
cost, however it typically fails to calculate the correct binding energies. GGA on the other hand
is a more accurate approach for calculating the binding energies however has higher demands on
computation cost. Additionally, GGA functional have the disadvantage that unlike LDA there is no
single universal form so it can prove difficult picking the most suitable version.

In any method a suitable description of the potential and wavefunctions must be made with
respect to the different areas in the crystal (i.e. interstitial and muffin-tin regions). In a typical
system the wavefunctions are smooth and vary slowly in the space between the atoms, however close
to the nuclei they exhibit strong variations due to the potential for the nuclei. Basis sets are formed
of a set of basis functions which describe the wavefunctions. Three approaches are used to take this
into account. One option is to represent the total wavefunction as a linear combination of atomic
orbitals. This is computationally efficient, since an extremely small basis is typically used. However
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it suffers from numerical instabilities in the basis-set superposition [122]. One of the most widely
used approaches is to introduce pseudopotentials [123]. The pseudopotential replaces the strong
nuclei potential with a weaker potential which allows the wavefunctions for the core electrons to be
frozen and replaced with pseudo-wavefunction. The pseudo-wavefunctions aim to replace the fast
varying core functions with smooth wavefunctions, which reduces the number of nodes close to the
nuclei. The valence states can then be obtained by a planewave basis set. This method significantly
reduces the number plane waves required to expand the wavefunctions and eliminates the numerical
difficulties in the core region. However since the pseudopotentials are approximations, it can lead
to an over-simplified model for some systems. The final approach explicitly partitions the system
into interstitial and muffin-tin regions, where the wavefunctions are then described differently [124].
In the interstitial region the wavefunctions are represented by a set of planewaves. In the muffin-tin
region the potential is treated as spherical and wavefunctions are defined by a set of functions, which
are expanded in terms of spherical harmonics, radial functions and a set of coefficients to ensure the
wavefunctions are continuos at the sphere boundary. This method in the simplest form is termed
the augmented wavefunction (APW) method and allows for a complete description of the system
and is seen as the ”gold standard”.

Finally it is also important to introduce periodic boundary conditions for the basis sets and the
KS orbitals to remove the problem of infinitely large systems (and integrals). This is done by using
Bloch’s theorem and requires that the Bloch wave vector always lies within the Brillouin zone. This
however introduces one of the main issues with these simulation packages when it comes to accuracy:
incorrect determination of the number of sampling points within these regions (and how to properly
account for the edge of each region) can lead to an inaccurate description of the system, especially
in metals since sharp changes in the orbitals may be missed.

3.5.1 Exciting

Exciting is a full-potential all-electron package which calculates the groundstate properties via DFT
and the excited state system via the many-body perturbation theory. A full review of Exciting is
given in reference [115]. In this section only a brief overview of the key concepts of Exciting is given,
specifically focusing on the basis set employed, method for the self-consistent solution of the KS
equation and the method to model an excited system (appropriate for XAS experiments).

In treating the wavefunctions, Exciting uses a full potential method where the interstitial and
muffin-tin region are defined separately. One of the key advantages of this package is that it calculates
an all-electron system rather than approximating the core electrons in one function. The core and
valence electrons are treated differently. This can be done as the core electrons are well localized
and typically do not hybridize with other electrons. The linearized augmented planewave method
((L)APW) [125, 126] is used in Exciting. In this method a variation parameter is added to the
solutions in the muffin-tin radius which additionally includes the energy derivative of the basis
function. This allows the radial basis functions to be solved at a fixed energy and thus equation (32)
can be solved with a set of linear equations. There are a number of additional methods to improved
the treatment of the valence, core and semi-core orbitals in Exciting. These include the APW [127],
LAPW(+LO) [125, 128], APW+lo [129] and super-LAPW [128]. These methods either improve the
efficiency or accuracy of the calculations and their use depends on the system being investigated.

The process for finding the self-consistent solution for the KS equation in Exciting is shown in
figure 3.5.1. The procedure starts by making an initial guess for the KS potential, calculated from
the superposition of atomic densities. Exciting then calculates the core wavefunctions and the basis
functions, which have been described above. Since the basis is completely defined, equation (30)
can be transformed into a generalized-eigenvalue problem:

HkCk = ϵkSkCk (32)

Here Hk is the Hamiltonian matrix, Sk is the overlap matrix, Ck contains the coefficients which are
used to expand the KS wavefunctions and ϵk corresponds to a set of eigenvalue energies. Exciting
constructs these matrices and solves equation (32) for KS eigenvalues and wavefunctions. From this
solution the density and potential are calculated. The electron density is solved via equation (33)
where ωk is the weight of the k-points, both regions are treated slightly differently but result in
a summation of electron densities on a real-space grid. The KS potential is then calculated via
equation (31). This procedure is then repeated until the new potential converges with the previous
step within a set of constraints, where the potential is updated on each iteration via: υnewKS = M̂υoldKS

with M̂ a non-linear operator.

n(r) =
∑
k

ωk

∑
i

fik|ψik(r)|2 (33)
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Figure 3.5.1: Flow diagrams of the self-consistent method in both Exciting and FDMNES

In spectroscopy measurements a core-hole is created, the interaction between the core-hole and
the rest of the system can cause significant differences between the measured and simulated spectra.
To account for this, two methods are available in Exciting, time-dependent density functional theory
(TDDFT) [130, 131, 132] and the Many-body perturbation theory (MBPT) [133]. The MBPT
involves solving the Bethe-Salpeter equations [134, 135, 136]. It is this method that is applied in
this thesis since it is more appropriate for electron-hole excitations. The BSE calculation involves
solving the ground state properties (DFT), calculating the quasi-particle bands and finally solving
the 2 particle Green’s function (BSE). The quasi-particle eigenvalues are formed by using the one-
particle Green’s function which is obtained from the DFT KS states. A full derivation of these
corrections (including the two-particle Green’s function later used) are given in [137]. The one-
particle Green’s function models the propagation of an additional particle (non-interacting electron-
hole pairs) in the system and takes into account the dynamically screened Coulomb potential. With
the corrected energies, the final step in calculating the absorption spectrum can be performed.
With the corrected quasi-particle bands, a two-particle Green’s function is then applied to take in
to account the electron-hole interaction. The interacting two-particle correlation function is given
schematically in equation (34), where S0 is the non-interacting electron-hole pairs and K is the
electron-hole interaction kernel. The correlation function can be obtained by solving an effective
eigenvalue problem, which importantly includes the effective Hamiltonian (equation (35)). The
Hamiltonian is given by the diagonal part orientating from the independent particle transitions,
Hdiag, the repulsive exchange term, Hx, caused by the unscreened Coulomb interaction and the
attractive term, Hc for the particle-hole correlations from the screened Coulomb interaction. The
terms Υx and Υc determine the level of approximation applied, i.e. either spin-singlet (Υx=1, Υc=1)
or spin-triplet (Υx=0, Υc=1). It is important to note that the resultant absorption spectrum is
derived from taking into account the diagonalization of this Hamiltonian in which the macroscopic
dielectric function of the interacting system is obtained, its implementation is give in [115].

S = S0 + S0KS (34)

Heff = Hdiag + 2ΥxH
x + ΥcH

c (35)
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It is important to also take into account the spin-orbit (SO) coupling in these systems. The pre-
vious discussions have focused on a spin-independent Hamiltonian consideration of the KS equation,
defined by the first variation. By also considering the electron spin interaction (second variation),
the spin-orbit coupling can be introduced. This is done by adding an additional approximation into
the expansion of the spherical harmonics [138], where the SO is not considered in the interstitial
and vacuum regions (considered as vanishingly small).

Exciting has been used in this thesis to simulate the absorption spectra (XANES only) and
its associated properties. Since this package gives significant control over the type of calculations
preformed and the parameters used, it is important to note the general parameters that have be
considered in each simulation set. The generalized gradient approximation, using the Perdew-
Burke-Ernzerhof corrections [121], exchange-correlation functional has been used in all calculations.
While the LDA approach was attempted (since it is less computational expensive) it was unable to
reproduce the correct band separation around the Fermi energy. It is important to converge the
total energy of the system with respect to both the K-grid and RMTGmax. The K-grid determines
the size of the sampling within the Brillouin zone, while the RMTGmax parameter determines the
number of augmented planewaves. To ensure an accurate groundstate the total energy, charge
distance and effective potential have been converged within the limits of 1×10−4, 1×10−4 and
1×10−5 respectively. Additionally the calculations have been performed with consideration of the
spin-orbit.

3.5.2 FDMNES

The finite difference method near-edge structure (FDMNES) is a real-space symmetrized code using
the full potential muffin-tin approximation to calculate the XANES and XES spectra, where addi-
tional properties can also be extracted including the density of states and orbital overlap. For this
thesis the package has been set to use multiple scattering theory (MST), utilizing Green functions
rather than the finite difference method which has significantly higher computational demands. A
full description of the MST can be found here [139, 140, 141], a derivation of the Green’s functions
in this approach are given in reference [142] and an FDMNES package overview can be found here
in references [113, 114]. In this section a brief summary of key components of the method is given,
specifically the steps involved in the self-consistent calculations and the MST method.

FDMNES uses the muffin-tin approximation, where the potential has spherical symmetry around
the atom within the muffin tin and the potential is constant in all other areas. The radial Schrödinger
equation is solved within each sphere and planewaves are used to represent the other regions. The
multiple scattering approach uses the Green’s functions as an alternative to solving the Schrödinger
equation for an electron moving in a potential. Equation (36) gives the Green’s function used, where
the multiple scattering amplitude (transmission matrix), Λ, is calculated using the optical theorem
and projected on to the spherical harmonics basis. The transmission matrix is related to the full
Green’s function and gives a complete description of the interacting system. The wavefunctions are
expanded, as shown in equation (37), where Y m

l (r̂) are the spherical harmonics, ϕl(r;E) = rbl(r, E)

is the solution to the radial SE at energy E and afl,m(E) are the energy dependent atomic amplitudes.

Ģ(r, r′;E) =
∑
l,l′

∑
m,m′

Ψ ∗l′,m′ (r′;E)Λ
l′m′;(j)
l,m (E)Ψl,m(r;E) (36)

Ψf (r;E) =
∑
l,m

afl,m(E)bl(r, E)Y m
l (r̂) (37)

By considering a cluster of atoms, all the scattering processes from one atom to any other atom
can be calculated via the transmission matrix, which contains all the atoms individual expansion in
spherical harmonics. The diagonal of this matrix gives the atomic scattering amplitudes and the off
diagonal terms are the propagation terms. The density related quantities can be expressed in terms
of the transmission matrix and the radial solutions. The spectra are obtained via the real part of
the Green’s function when substituted in the cross section term (equation (6)) [143].

The procedure for the calculations is shown in figure 3.5.1. Initially a guess is made for the
potential. It is assumed for the absorption spectra that the system is in an excited state in which a
core electron is placed in the first available unoccupied level. The wavefunctions and transmission
matrix are then solved, the structural constants are also applied which gives all the information
regarding the crystal structure. Once the potentials have been calculated (FDMNES uses the LDA
approach) the full Green’s function can then be solved. In the self-consistent method [113] the
treatment is similar to the Kohn-Sham method where the potential calculated is then used to
converge the system to a stable total energy given by equation (29).
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FDMNES gives less user control, for example the exchange-correlation function is limited to
LDA5 and the wavefunctions are fixed. However it has the advantage that the methods used are
less computationally costly and the XES spectra can be calculated using the same scheme. The
most important parameter defined by the user is the atomic radius, which needs to be converged to
ensure a suitable representation of the electronic structure.

3.6 Chapter summary

This chapter has introduced the experimental set up and theoretical considerations applied in this
thesis. The main elements of a synchrotron, specifically the sources of radiation are discussed. The
3 beamlines used to perform the experiments have been outlined with consideration of the different
optical components needed to create a monochromatic focused beam. Additionally the types of
detectors used to monitor the incident and outgoing intensities of the radiation are given with respect
to the type of measurements carried out. To characterize the sample before the main experiments
both SEM/EDX and magnetic susceptibility measurements have been used. The basic concepts and
considerations have been outlined in this chapter. Finally the fundamental mathematics needed to
produce simulations are given, with special focus on the procedure to solve the Schrödinger like
equation in a one particle approximation. The two packages (FDMNES and Exciting) have been
outlined.

5using either the Perdew-Wang [120], Hedin-Lundquist [144], X-alpha [145] approximations
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Chapter 4

Data processing

This chapter provides the information regarding the data processing techniques used to analyse
the spectroscopy data. From the raw data several steps are taken to de-glitch the spectra and a
consistent normalization procedure allows for comparison between data sets. Since the majority
of these measurements have been taken in fluorescence mode from highly concentrated samples,
details of the self-absorption procedure are given, which include a method to account for numerical
instabilities that can affect standard programs. The techniques used to extract atomic and electronic
structural information are given. Specifically the branching ratio is discussed in relation to the
electronic structure. The beat effect and fitting to theoretical model procedures show how local
structural information is extracted from the EXAFS.

4.1 Processing, background subtraction and normalization

Before any analysis of the absorption spectra can take place, several processing steps are taken. All
the data presented in this thesis, as a minimum have had a self-absorption correction applied and
have been normalized. A background subtraction has also been carried out on the EXAFS data.
Apart from the self-absorption correction; the normalization, background subtraction and fitting
procedure later described have been carried out using the DEMETER: ATHENA and ARTEMIS
programs [146]. Certain effects caused by the incident beam, beamline optics and detector setup
can make comparison between spectra impossible. For example most synchrotrons operate in a
“top-up” cycle where the beam decay over time is counteracted by a periodic top-up. While this
ensures that the optics are stable, it leads to jumps in the intensity of the beam. To eliminate
these types of features the measured signal is normalized with respect to the incident beam (I0)
which is collected simultaneously, as the absorption is relative to the total intensity. It can not
be assumed that the monochromators will remain at a perfect energy over a course of multiple
measurements and that this energy is calibrated to the true energy. Either a steady drift in the
energy or occasional jumps can lead to incorrect comparisons between different spectra, where the
edge position can provide significant information regarding the oxidation state of the species. To
account for this, measurements are taken on reference samples with known absorption edge energies
before and after the experiments to determine the extent of the drift, the edge position can then
be aligned with respect to the references. Finally as spectroscopy experiments are probabilistic,
random unbiased variations in the measurements (referred on the whole as noise) must be averaged
out by taking sufficient data at each energy point to improve the quality of the data/signal to noise.
This is achieved by measuring the same conditions several times and merging the resultant spectra.
Additionally, multiple scans give the advantage of being able to check for radiation damage and
minimises the total acquisition time per spectrum.

The experimental absorption spectra, specifically the edge jump in fluorescence, is not only
dependent on the absorption coefficient of the spectra but is also dependent on many other factors
including the solid angle covered by the detector, sample properties (e.g. thickness) and use of
filters. Any analysis of spectra including peak fitting, linear combination and fitting to theoretical
models require comparison between different spectra and therefore it is necessary to attempt to
remove these additional factors. Within a simplified view of the effects that contribute to measured
spectra, the following terms can be used [51, 147]:

� Intrinsic background: The course atomic-like (single atom) structure of the element of
interest. This is formed of the featureless pre-edge, a rising absorption edge, and the post-
edge curve.
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� Extrinsic background: The slow varying background function which has contributions from
the detector response and non-atomic like background.

� Scaling factor: Difference between spectra caused by the samples physical properties, for
example the thickness and concentration.

� Fine structure: This is the useful structure that gives information regarding the electronic
and atomic structures, defined as χ(E). This is given as the oscillatory components of µ given
in equation (11).

The normalization procedure is carried out to normalize the data to the absorption of one
absorber. The edge step should be consistent across all spectra for a given element present in a
sample and therefore can be normalized to the same value, which is typically taken as 1. The
first step is to determine the E0 position, which defines the energy of the edge. The E0 position
can be selected in a number of different ways, for the data in this thesis the position of the first
inflection point in the spectra (after any pre-edge features) is used, which is determined by the
first peak in the first derivative. It is necessary to remove the slow variation before and after the
edge. This is prominently formed from the absorption coefficient response across the energy range
and the detector response. Figure 4.1.1 shows a typical spectra before and after the normalization
steps, also shown is the pre- and post edge functions. The pre-edge function is normally a straight
line due to the short range typically collected, while the post-edge can be fitted with a 1st, 2nd

or 3rd polynomial and the choice is dependent of the data. The pre- and post-edge functions are
extrapolated to the E0 position and the difference between these is used as the scaling factor. This
scaling factor is used to apply the normalization consistently across all data sets.

(a) (b)

Figure 4.1.1: Normalization steps: a) Pre- and post- edge functions on uncorrected data, b) edge-
step corrected data

At this stage apart from a self-absorption correction, detailed in section 4.2, the XANES reduc-
tion is complete. The next step for the EXAFS analysis is a background subtraction [148]. While
the normalization process takes into account some of the background contributions, it is necessary
to further account for non-atomic like contributions and statistical noise, which occurs as oscillatory
features. The extrinsic background can only be approximated as accurate modelling of non-atomic
background is currently not possible. The background function is applied in ATHENA where the
E0 position determines the start of the function. To account for the oscillatory background, a back-
ground parameter (Rbkg) is also applied. In this case it is assumed that the oscillation in the Fourier
transform EXAFS (FT-EXAFS) should be suppressed before at least the diameter of the absorbing
atom. It is typical to use a Rbkg value which suppresses oscillations before the first peak in the
FT-EXAFS while ensuring that the features from the scattering paths are not significantly effected.
Examples of background corrections applied to the data with varying Rbkg values are shown in
figure 4.1.2, where it can be seen that care must be taken to ensure a consistent correction. When
Rbkg is 0.5 there are significant features below 1Å. Where Rbkg is set to 1, below 1Å the features
are suppressed and there are very little changes in the remaining features. At a value of 1.8 Rbkg,
while the features below 1Å are suppressed, there is also a significant suppression of the first major
feature.
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(a) (b)

Figure 4.1.2: Background function: a) typically Rbkg function on spectra (dashed red line), b) 3
examples of applied corrections: 0.5 too little, 1.0 reasonable, 1.8 too much. Plotted in R-space.

4.2 Self-absorption

In the limit of dilute samples and thin films, the x-ray fluorescence signal to a good approximation
is directly proportional to the atomic sub-shell absorption coefficient of the element of interest.
For concentrated and thick samples, self-absorption effects can lead to a severe suppression of the
XANES and EXAFS amplitudes making it difficult to carry out a full analysis. In particular and
critical for the data presented in this thesis, Tan el. al. [149] have shown how these effects can lead
to differences in coordination numbers and Debye-Waller factors when modelling the experimental
data. In this section a brief overview of the current techniques used to correct for self-absorption
is given [150, 151], and a new procedure is presented where a numerical instability in many of the
available codes is taken into account.

Figure 4.2.1: Typical fluorescence geometry

4.2.1 Theory and standard correction procedure

In general, self-absorption corrections are derived from an expression for the experimental XAS
given by Goulon et al [152], where different approximations are made to correct data in a number
of given situations. The total fluorescence intensity from an edge of interest, I(E), originating from
a slice of sample, dy, at a depth of y can be expressed as:

dI(E, y) ∝ A

r2
I0(E)ϵ0(E)µ0(E)e[−µtot(E)y−µtot(Ef )z]dy (38)

The intensity of the outgoing photons is proportional to a number of factors; i) the incident photon
beam I0, ii) the area, A, of the fluorescence detector at a distance r, iii) the absorption coefficients,
where µtot is a combination of the element of interest, µ0, and all other elements, µb, and iv) ϵ0(E)
the probability that the core-hole will decay through a radiative process. The exponential term
takes into account the path of the photon while travelling through the sample. To calculate the
total yield from entire an sample of thickness d :
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I(E)

I0(E)
∝ A

r2
ϵ0(E)µ0(E)

1

sinϕ

∫ d

0

e[−[
µtot(E)
sinϕ +

µtot(Ef )

sinθ ]x]dx (39)

Figure 4.2.1 shows a simple diagram of a typical fluorescence set up, here for simplicity the depth
is calculated perpendicular to the sample surface where x = ysinϕ = zsinθ.

I(E)

I0(E)
∝ A

r2
ϵ0(E)

µ0(E)

sinϕ

e−(
µtot(E)
sinϕ +

µtot(Ef )

sinθ )x

−(µtot(E)
sinϕ +

µtot(Ef )
sinθ )

∣∣∣∣∣
d

0

∝ A

r2
ϵ0(E)

µ0(E)

µtot(E) + µtot(Ef )
sinϕ
sinθ

[1− e[−[
µtot(E)
sinϕ +

µtot(Ef )

sinθ ]d]]

(40)

It is from equation (40) where most of the corrections deviate with different approximations, however
this restricts the corrections to specific situations. The early corrections [149, 152, 153] were only
applicable to the EXAFS region due to a discontinuity at the edge making it unsuitable for XANES
data. The first corrections that applied to the entire spectra came from S. Eisebitt 1993 [154],
which estimate two unknowns (µtot, µ0) from independent fluorescence measurements and A. Iida,
T. Noma 1993 [155] using tabulated data to estimate the background absorption coefficient. There
have been a number of further strategies implemented to extend the corrections [156, 157, 158, 159]
to account for different experimental considerations, including within the thickness limit and for
finite detector areas.
Given the range of corrections available, the two most applicable methods for the data presented
in this thesis are discussed in further detail [150, 151]. However it is shown neither provided a
suitable correction due to a numerical instability at the absorption edge. It is this instability that
is accounted for so that the data can be processed in a sensible manner.
Fluo [150] is one of four [153, 159, 160] correction methods implemented in the Demeter: Athena
software [146], which is widely used for XAS processing and analysis. The Fluo code is applicable
for XANES correction only (where as the other three apply to EXAFS) however as a significant
proportion of the data for this thesis is focused on this region, it provides a suitable starting point
for the corrections and has the added advantage of only needing the chemical formula and inci-
dent/detector angles to provide a correction. Following on from equation (40), a simplification is
made by neglecting the exponential term in the limit of ”infinitely” thick samples where µtot ≫ d−1

and since 0 ≤ (ϕ, θ) ≤ 90o which leads to:

[
µtot(E)

sinϕ
+
µtot(Ef )

sinθ
] ≫ d (41)

I(E)

I0(E)
∝ A

r2
ϵ0(E)

µ0(E)

µtot(E) + µtot(Ef )
sinϕ
sinθ

(42)

Equation (42) represents pre-edge subtracted data where it is assumed that over the small energy
range considered before the edge I0 is constant. An edge-step normalization is then added, giving
a normalized signal (N):

N =
I
I0
(E)

I
I0
(E+)

=

[
ϵ0(E)µ0(E)

ϵ0(E+)µ0(E+)

] [
µtot(Ef )

sinϕ
sinθ + µb(E

+) + µ0(E
+)

µtot(Ef )
sinϕ
sinθ + µb(E) + µ0(E)

]
(43)

Here E+ indicates an energy above the absorption edge. To simplify, the numerator and denominator
are divided by µ0(E

+):

N =
µ0(E)

µ0(E+)

ϵ(E)

ϵ(E+)

 µtot(Ef )
µ0(E+)

sinϕ
sinθ + µb(E

+)
µ0(E+) +

µ0(E
+)

µ0(E+)

µtot(Ef )
µ0(E+)

sinϕ
sinθ + µb(E)

µ0(E+) +
µ0(E)
µ0(E+)

 (44)

Finally by using the approximation that ϵ(E)
ϵ(E+) ≈ 1 and defining β =

µtot(Ef )
µ0(E+) , γ = µb(E)

µ0(E+) ,

γ′ = µb(E
+)

µ0(E+) , the edge-step normalized absorption coefficient µ0(E)
µ0(E+) can be calculated:

µ0(E)

µ0(E+)
=

N(β sinϕ
sinθ + γ)

(β sinϕ
sinθ + γ′ + 1)−N

(45)

Using tabulated absorption coefficients, Fluo solves equation (45) to find the correction. In fig-
ure 4.2.2 an example is given where this method has been applied to IrO2 data collected at 300K
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with the sample surface at 45o with respect to the polarization of the incident beam. At the absorp-
tion edge the correction breaks down and becomes asymptotic and then negative. Mathematically
this occurs due to the denominator of equation (45) approaching zero, where the measured absorp-
tion coefficient approaches and then becomes larger than the theoretical total absorption coefficient.
Physically the reason for this comes from two factors. Firstly when considering the type of orbitals
investigated, the K-edge has non-localised final states which creates a broad whiteline feature since
the orbitals can have a wide range of energies. On the other hand the L-edge measurements involve
localised final states which results in a very sharp increase in the measured signal since there is less
variation in the allowed energies. The second reason is also related to this and is due to the improve-
ment of the achievable resolution in recent years (measurements below the core-hole lifetime limit).
This further increases the ability to detect transitions at specific energies. The overall result from
these effects is not modelled well by the existing codes, which use tabulated absorption coefficients
calculated from a mono-electronic approach, most applicable for non-localized states.

Figure 4.2.2: Example of a self-absorption correction by Fluo program on the IrO2 data (300K,
45o)

Figure 4.2.3: Example of a self-absorption correction by the procedure presented by A. Iida and T.
Noma (1993) on the IrO2 data (300K, 45o)
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The second correction method is derived from A. Iida, T. Noma 1993 [155], and implemented
with small variations in XANES dactyloscope [161]. The advantage of this method is that it can
be applied to the entire spectrum however it does require a very carefully pre-edge subtraction and
normalization. The method was re-invented by J. M. Ablett, et. al. 2005 [151] where detailed
examples have been given. Starting from equation (40), a calibration constant is introduced to take
in to account certain factors that are assumed to be constant across the entire spectra, leading to:

I(E)

I0(E)
= K

µ0(E)

[µtot(E) +
µtot(Ef )sinϕ

sinθcosτ ]
(1− e−[

µtot(E)
sinϕ +

µtot(Ef )

sinθcosτ ]d) (46)

It is from equation (46) that the calibration constant can be estimated at a point away from the edge
in which the EXAFS oscillations are minimal and the absorption coefficient for the element of inter-
est can be calculated. Note that the additional term cosτ can be used with sinθ to take into account
corrections using a large detector area. The procedure is as follows: i) an accurate measurement of
the incident x-ray intensity is important so that a correct normalization and background subtraction
can take place. ii) once the background has been determined it can be normalized and subtracted
from the normalized fluorescence intensity and equation (46) can be applied. iii) taking the as-
sumption that µb(E) is constant throughout the energy range, tabulated absorption coefficients for
µtot(Ef ), µb(E) and µ0(E) at a point far from the edge where oscillations from the EXAFS signal
are minimal can be inserted in the equation (46) and the calibration constant can be estimated.
iv) The sub-shell absorption coefficient can then be obtained at each energy point. This is done by
inputting trial values for µtot and comparing the output with the measured background-subtracted
fluorescence intensity until agreement is made within a pre-set limit.
Figure 4.2.3 shows an example correction from the procedure described above on IrO2 (300K, 45o)
with the follow absorption coefficients used: µtot(Ef ) = 3065.8cm−1, µb(E) = 0.03cm−1,
µ0(12.0keV ) = 3545.93cm−1. Similar to Fluo the correction fails at the edge, becoming asymp-
totic. The reason for this due to the pre-edge normalization step and calibration constant. The
background absorption is removed by the pre-edge step however when calculating the calibration
constant this is not accounted for, leading to an unrealistic correction in the data which displays a
dramatically varying absorption coefficient at the edge.

4.2.2 New correction procedure

For the worked carried out in this thesis an accurate correction is needed for the EXAFS region in
order to produce reliable fitting and a reasonable correction in the XANES region so that a compar-
ison between the different angles can be undertaken. The procedure outlined by A. Iida, T. Noma
1993 [155] has been reproduced to give control over the correction parameters and absorption coef-
ficients used (the code used is shown in appendix A). The critical difference in the implementation
of the code used in this thesis compared to A. Iida, T. Noma 1993 code comes from the µ0(E) value
used to determine the calibration constant far from the edge. When carrying out the normalisa-
tion step and pre-edge correction, the data effectively represents the absorption coefficient with the
background fluorescence subtracted. In the method presented by A. Iida, T. Noma 1993 [155] it is
assumed that the background fluorescence can be accounted for in the calibration constant however
it is not the case for all elements and edges where the background fluorescence is significant. To
correct for this, an approximation of the background fluorescence from the element of interest is
calculated before the edge (µ0(E

∗))and then subtracted from the µ0 used to calculate the calibration
constant. Figure 4.2.4 and 4.2.5 shows the edge-step normalised transmission and fluorescence data,
along with the correction, for IrO2 (300K, 45o). The absorption coefficients used to calculate the
calibration constant were: µtot(Ef ) = 3065.8cm−1, µb(E) = 0.03cm−1, µ0(12.0keV ) = 3545.93cm−1

and µ0(E
∗) = 1932cm−1. There is excellent agreement in both the XANES and EXAFS (repre-

sented by the k -space data) between the corrected fluorescence and transmission data, indicating
that this method is applicable for the data in this thesis.
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Figure 4.2.4: Example of the new self-absorption correction, comparing the correction on Fluores-
cence to transmission data on the IrO2 data (300K, 45o)

Figure 4.2.5: Example of the new self-absorption correction, comparing the correction on Fluores-
cence to transmission data, in k -space, on the IrO2 data (300K, 45o)
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4.3 Data extraction

Once a correction for the self-absorption and the background contribution has been applied, the
χ(k) can be extracted. Using equation (47), k is extracted from E by ATHENA.

k =
1

h

√
2me(E − E0) (47)

Where me is the mass of an electron. As χ(k) decreases in amplitude at high values of k, it is
typical to apply a weighting for analysis. ARTEMIS allows either k -weightings of 1,2 and 3 (kχ(k),
k2χ(k) and k3χ(k) respectively), or a combination of all three to allow an evaluation of the best
fit. The aim is to make χ(k) a constant amplitude, where different weightings can fit low-z or
high-z scattering elements better. High frequency oscillations and incomplete ranges can introduce
additional artefacts, to ensure that only atomic-like data is considered a spline clamp is applied to
the data. This effectively adds the structure outside this range to the background and hence these
oscillations will be set to zero.

The fits in this thesis have been carried out in R-space, which gives greater control over the
range of data used and can be fitted peak by peak. The Fourier transform (equation (48)) allows
the extraction of periodic frequencies from the data, where kw is the k -weighting applied.

χ(R) =
1√
2π

∫ kmax

kmin

kwχ(k)ϵ2ikRdk (48)

Analysis of the peak position, intensity and broadness can provide information regarding the
local structure. As the Fourier transform is finite, a reasonable range selection is needed in k. A
window function is applied to the χ(k), to avoid sharp discontinuities. A Hanning function has been
used in this thesis (other examples of fitting windows included Kaiser-Bessel and Gaussian) which
smoothly reduces the paths at the end of the window close to zero [51].

A final extraction of data can be performed by a back-Fourier transform. While by definition,
the inverse Fourier transition of a Fourier transform will reproduce to the original data, if modified
to only take the real parts of the original Fourier transform then the back Fourier transform can
provide information relating the phase and amplitude effects. If a small range is selected then
specific information regarding one or more paths can be extracted. In this thesis, this technique is
used in the beat effect section 4.6.

4.4 Electronic structure: Branching Ratio (BR)

As already mentioned in previous sections, the electronic structure information obtained during these
experiments has been analysed by using simulated groundstate structures and tracking changes in
features across the transitions investigated. The materials in this thesis contain transition metals
with d electrons which can lead to significant effects caused by the spin-orbit coupling. Using a
simple atomic picture the L3-edge represents dipole transitions 2p3/2 → d3/2 and 2p3/2 → d5/2.
However at the L2-edge, the J selection rules only allow the 2p1/2 → d3/2 transitions. It was shown
on the basis of a 2j+1 degeneracy of the initial core states and in a one electron model, that the
L2/L3 branching ratio is 2:1 [162, 163]. Without spin-orbit coupling this is a statistical value. Since
the materials investigated in this thesis include 3d, 4d and 5d transition metals, spin-orbit coupling
can not be neglected and has been shown that the BR varies significantly depending on its strength.
It has been shown that for deep core levels there are systematic changes in the BR with changing
ground-state spin-orbit energy in the atom and that changes in the crystal field splitting can also
have an influence on the BR value [162, 163, 164, 165, 166, 167]. The BR is very sensitive to a
number of factors, which makes it difficult to compare values obtained in different experiments and
compounds as it can vary dramatically. There have been attempts to create a set of generalized
rules to understand the relationship between the BR’s and interactions, where a comprehensive
overview is given in B. T. Thole, et. al. 1988 [163]. While it is difficult to apply these rules in all
situations, it has been shown that comparison of BR’s across transitions can show if changes occur
in the electronic structure of the absorbing atom, as long as the interaction that makes the two final
state manifolds different (either spin-orbit coupling or electrostatic core-valence interactions) is also
present in the initial state. To express the BR two values are typically quoted in the literature:

BR =
L3

L2
(49)

BRN =
L3

L3 + L2
(50)
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where BR is the branching ratio and BRN is the normalized value. To calculate the intensity under
the whiteline a standard Gaussian or Lorentzian function is fitted. The whiteline feature is a result
of well confined electrons which produces a peak in the near-edge region. It is the interaction of these
electrons with the spin-orbit coupling and crystal field which defines the BR. It is also necessary
to add an additional step function since the tail end of the whiteline will have a small overlap
with other orbitals. This is fitted with an arctangent function. The area considered is shown in
figure 4.4.1. Here the red line shows the best fit of the Gaussian-arctangent function, the black line
is the arctangent function, the orange area is the intensity considered and the green area represents
the overlap from the other orbitals. In this thesis the BR is used to understand if there are significant
changes in the spin-orbit and crystal field effects across the transitions investigated.

Figure 4.4.1: Branching ratio normalized peak area. The orange area represents the intensity from
the L2/L3-edge that is considered and the green area represents the overlap from other orbitals that
is removed.

4.5 Fitting to theoretical models

A quantitative analysis of the extracted EXAFS signal provides information regarding bond lengths,
degeneracies and disorder. This is achieved by fitting a theoretical EXAFS signal to the measured
signal, an analysis of the fitting parameters that modulate the theoretical model provides the re-
quired information. There are a number of different programs which can fit theoretical EXAFS to
the experimental data, in this thesis ARTEMIS is used [146]. This program used FEFF6 to produce
the theoretical EXAFS based on known structures of the parent compounds in a well characterized
high temperature phase. Using the atom positions from a given structure, FEFF6 calculates the
scattering paths and their contribution is weighted. These individual paths are then compared to
the experimental data and using equation (11) the model EXAFS signal is built.

χ(k) = S2
0

∑
j

Nj
fj(k, π)

kr2j
e−

2rj
λ(k) e−2k2σ2

j sin(2krj + δj(k))

For each individual path FEFF calculates certain parameters: the scattering amplitude fj(k, π),
the mean free path of the photoelectron λ(k) and the phase shift δj(k). The remaining parameters
are either fixed or refined by fitting the theoretical to the measured EXAFS and can be manipulated
to provide the most suitable fit. This is achieved by minimizing the difference between the theoretical
model and experimental data in the region of interest using a least-squared method:

[

N∑
j=1

|χdata(rj)− χmodel(rj)|2]; rmin ≤ rj ≤ rmax (51)
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The fitting parameters used in this thesis are:

� Degeneracy, Nj : often referred to as the coordination number, this parameter identifies the
number of identical scattering paths from the same absorber. With polarization dependent
measurements, the degeneracy is also constrained by paths that will give the same contribu-
tions to the EXAFS signal with a given polarization (i.e. the same vectors). This parameter
is fixed in the fitting process.

� Threshold energy, ∆E0: determines the energy used to calculate the momentum of the
photoelectron and effectively gives the shift between the theoretical and measured signals. In
these fits the ∆E0 parameter is allowed to vary for each spectrum, since large changes may
suggest an incorrect normalization. The obtained value should be reasonably consistent across
spectra and with a value between ±10eV when compared to the theoretical ∆E0.

� Amplitude reduction factor, S2
0 : This is treated as a global parameter that in principle

takes into account intrinsic losses, that are not dependent on k and r. However this factor is
sensitive to a number of effects, including self-absorption, harmonics, sample inhomogeneity
and detector non-linearity, hence is seen as a useful variable to determine if a fitting is realistic.
The values should fall between 0.7 and 1.05. As a general rule, a value outside this range
suggests that the model is incorrect, however some solids can come with values of 0.6 hence
the value is dependent on the material. The same S2

0 value is fitted to all paths contributing to
the EXAFS but is an independent variable across different angles. The independences across
different angles is used to check if the self-absorption correction is consistent across data sets.

� Debye-Waller factor, σ2
j : This is the mean square relative displacement which describes

the static and thermal disorder. Each path in practice will have its own value, however the
parameter is normally fitted with the same value for similar path lengths for the same atomic
species. This is to minimize the number of fitting parameters used. The value should be
positive since it is the squared value of the deviation and typically ranges between 0.002Å2

and 0.03Å2, with values larger than this suggesting that the path is so disordered it does
not contribute to the signal. The values should decrease with decreasing temperature and
deviation from this may indicate a change in its properties.

� Half path length, drj : the average deviation from the reference path length defined by
FEFF.

While ARTEMIS can perform the fits in both R and k -space, the fits in this thesis are carried out
in real space with ARTEMIS automatically fitting all k -weightings at the same time. Each path is fit-
ted on a peak by peak basis which allows greater control over the different parameters used. The final
fit is a combination of several data sets taken under the same conditions with different orientations
relative to the beam. Temperature dependent measurements are not fitted in the same sets as this
allows for different fitting parameters to be tracked across the temperatures. ARTEMIS calculates
the EXAFS signal by default using the powder average equation. To take into account the polariza-
tion dependence the S2

0 is replaced with S2
0 ∗Wj with Wj = 3(sinθsinθjcos(ϕ− ϕj) + cosθcosθj)

2

which is the weighting factor that gives the contributions relative to the polarization of the x-rays
(Section 2.2.4). By fitting multiple orientations during the same fit the ϕ parameter (ab orienta-
tion) can be calculated correctly. The aim of the fitting is to monitor the different parameters across
temperature to track changes in the local atomic structure.

It is important to evaluate the fits within a physical framework to ensure that the parameters
and overall theoretical EXAFS make physical sense. As already outlined the parameters have well
defined conditions, when the values range outside these constraints it suggests that the model may
be incorrect or there are properties which have not been taken into account. In addition, the
”goodness” of the fit is evaluated by two numbers, χ2 and R-factor. The statistic χ2 is defined as
[168]:

χ2 =
NI

NG

N∑
j=1

|χdata(rj)− χmodel(rj)

ϵj
|2 (52)

which gives a quantitative value for the mismatch between the experiment and model by defining
it as a statistical value. In this equation NI is the number of independent parameters available
defined by (2∆k∆R)/π and NG is the number of guess parameters used in the fits. χ is both the
real and imaginary parts of the Fourier transform and ϵ is the estimated uncertainty of the data.
The sum is performed over the range of data points included in the fit, which when multiple data
sets are included (polarization dependent fitting) the sum includes all data points in all data sets.
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The uncertainty in the fitting parameters calculated in ARTEMIS is defined as the amount by which
the parameters can vary without causing the fit to become significantly worst. The estimate in the
uncertainty (ϵ) is not always reliable so it is typically to calculate the reduced χ2

υ:

χ2
V =

χ2

V
(53)

where V is the number of guess parameters which are unused in the fits. Effectively χ2
υ takes into

account the amount of information used in the fit and the total amount available. It should be noted
that it is typical for ARTEMIS to underestimate the uncertainty in the fits since the statistical errors
rarely dominate systematic errors.

The additional parameter to check the accuracy of the fits is given by the R-factor:

R =

∑N
j=1 |χdata(rj)− χmodel(rj)|2∑N

j=1 |χdata(rj)|2
(54)

this is a measure of the agreement between the experimental data and the model. R should be much
smaller the 1.

4.6 Beat effect

There are several methods that can be used to extract structural information for EXAFS. The
fitting to theoretical models method is used in this thesis as the main fitting process. However it
does have some limitations. Due to the limited k -range in which EXAFS with sufficient amplitudes
can be observed, the data represented in R-space suffers from broadening effects. The resolution
is determined by the width of these features, which in the case of close lying shells can affect the
ability to resolve different scattering path with similar lengths. When two paths are similar in length
and amplitude, the fitting parameters applied, especially the Debye-Waller factor, may treat one
of the paths as noise. G. Martens et. al. [169] presented an extended Fourier transform method
with significantly improved resolution, which can be used to determine differences in bond lengths
for identical atoms. This method has been used in this thesis to determine if two paths of similar
lengths are present in a data set before a fit is attempted.

If two shells of identical atoms are positioned at a distance of R1 and R2 from the absorption
atom, the backscattering amplitudes, fi(k, π), and phases, δj(k), can be considered the same. In
this case, the sum over both shells from the EXAFS equation (11) describing the modulating part
of the absorption coefficient can be written as:

χ(k) = −k−1Ā(k)sin[2kR̄+ φ̄(k)] (55)

The average distance of the two shells from the absorbing atoms is given by R̄ = (R1 +R2)/2. The
envelope function, Ā(k) which gives the amplitude related effects, then becomes:

Ā(k) = A1(k)[1 + C2 + 2Ccos(2k∆R)]1/2 (56)

C =
A2

A1
=

(
N2

N1

)(
R2

1

R2
2

)
× e[−2(σ2

2−σ2
1)k

2−∆R/λ] (57)

Where A1(k) is the envelope function of the first shell, C is the ratio of the envelope functions of
the second and first shell and the relative distance is ∆R = R2 − R1. From equation (56) it can
be seen that the envelope function for shell 1 is modulated by the presence of shell 2. There will
be beats determined by the relative separation of the two shells, in k -space. The term under the
square root of Ā(k) will show minima and maxima when:

kE =
nπ

2∆R
,n = 1, 2, ... (58)

It is assumed that there are only small differences between the shells in terms of the mean-square
displacement (σ2

i ) and that the mean free path (λ) is k -independent.
Figure 4.6.1 shows an example of the beat effect on IrTe2 data. In this system it has been

proposed that there are two close lying shells of Ir atoms, as a result of dimerization. The reported
bond lengths relative to the absorbing Ir atom are R1 = 3.98±0.005Å and R2 = 3.82±0.005Å and
the contributions from both paths will range from 3.3-4.3Å. Using equation (58), the position of the
minima should be between 9.23-10.47Å−1 and as shown in figure 4.6.1 b) this is confirmed.
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(a)

(b)

Figure 4.6.1: EXAFS Beat analysis example on IrTe2 sample (225K, 15o). a) Fourier transform,
range shown for two similar length Ir-Ir paths from two shells, b) Resultant back Fourier transform
(q-space) with envelope function showing a beat at 9.8Å−1.

Page 45



Data processing

4.7 Chapter summary

This chapter has given details regarding the data processing techniques used in this thesis. The
processing, background subtracting and normalization steps remove glitches from the data and
adjust the spectra so that a comparison can be made between different data sets. The self-absorption
correction applied to all data sets presented in this thesis is given. Details are provided with
respect to some of the existing correction methods and a new procedure is introduced to allow for
reasonable corrections to XANES and EXAFS data. The procedure used to extract the branching
ratio information is given and allows comparison of the spin-orbit coupling and crystal field across
transitions. To extract local structural information from EXAFS, both the beat effect and the
method to fit theoretical models to the experimental data have been discussed. The former allows
for the determination of the relative separation of similar length scattering paths from the same
scattering species. The latter provides significant information regarding the nature of the local
structure including: bond lengths, degeneracy and disorder. The methods discussed in this chapter
have been used to extract the relevant information required to give a deeper understanding of the
materials investigated.
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Chapter 5

Valence-to-core x-ray emission spectroscopy

In this chapter an investigation into the use of valence-to-core XES measurements is presented.
While this technique has been used in many studies, its use for investigating materials with heavy
metal/ligands and specifically the L-edge emission lines is not well understood. A study of the
K-edge emission features is presented, which provides a suitable reference point for the analysis.
Using tungsten reference samples, the L-edge emission lines are investigated. With the additional
use of simulations, the different features are identified and discussed with relation to the electronic
structure of the materials.

5.1 Introduction

X-ray emission spectroscopy is often seen as a complementary technique to absorption spectroscopy,
which involves a core electron being exited to the continuum. The emission process occurs when
this core-hole is filled by an electron from a donor orbital and a fluorescence photon is emitted.
The technique can provide significant information from the occupied molecular orbitals (OMO)
regarding the local charge, spin-density and the chemical environment of the species being probed
[85, 170]. One area of XES which has seen rapid advancements in recent years in its interpretation
and analysis is the so called valence-to-core measurements. While this high energy region has been
observed since at least the 1930’s [171, 172], it is only recently that the applications of the technique
in material studies have been made possible due to improvements in high-energy beamlines, with
higher flux and multi-element XAS spectrometers, and computational simulations. The technique
directly probes the valence orbitals, where analysis of these features indicate that they originate
from transitions involving the filled ligand valence ns and np orbitals [48, 173, 174]. As shown in
figure 5.1.1, the combination of vtc-XES and HERFD-XANES can provide a wealth of information
around the Fermi energy levels, where HERFD probes the lowest unoccupied molecular orbitals
(LUMO) and vtc probes the highest occupied molecular orbitals (HOMO) [48]. While valence band
photoemission spectroscopy (PES) measurements can provide similar information with a higher
spectral resolution, vtc has the advantage that it is a element selective, bulk technique and has
less requirements with regards to the sample environment (i.e. PES requires ultra-high vacuum
(UHV)). It has been shown that it is sensitive to the metal spin and oxidation state as well as ligand
identification, hybridization, protonation state and metal-ligand bond lengths [175, 176, 177].

Figure 5.1.1: Left: Representation of the XES, vtc and HERFD-XANES regions. Right: depiction
of the type of molecular orbital which contribute to each region.
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Experimentally the incident x-ray photons are set at an energy well above the metal K/L ab-
sorption edge and the XES analyser crystals scan fluorescence photons at energies just below the
Fermi energy. Compared to the main emission line, the vtc region is at least 100 times less intense
(for example the Kβ), making these measurements significantly more difficult than traditional XES.
Further details of the experimental set-up are given in section 3.3.3. In recent years a large range
of literature has shown the successes of this technique for a wide range of applications, specifically
focused on the Kβ emission line for 3d elements with light ligands [178, 179, 180, 181, 182, 183, 184].
The interpretation, including DFT simulations have shown very good agreement with the theory
and that for these systems a simple molecular orbital description is suitable for understanding the
origin of the features. However, only preliminary measurements have been published regarding the
use of L-edge emission lines for vtc in material studies. While studies had shown that vtc features
are detectable for heavy elements [185, 186, 187, 188, 189], the current level of interpretation has
not as yet fully explained the origins of the observed features in this region. Furthermore it has
been suggested that the level of the DFT theory typically used may not be appropriate for vtc with
heavy elements and/or heavy ligands. Using a range of reference samples and calculations performed
using FDMNES, an overview of K- and L-edge valence-to-core emission spectra will be discussed
(sections 5.3 and 5.4) and later used to interpret results on the IrTe2 and NaFeAs compounds.

5.2 Background removal and FDMNES simulations

The importance of the intensities of different features when comparing vtc-XES spectra taken from
different samples requires careful and consistent normalization. There are several different tech-
niques employed to process the data, with the most reliable based on the normalisation with respect
to the area of the entire Kβ region (main emission and vtc area). Using the assumption that the
integrated intensity of this region is chemically invariant [173, 190], an estimate can be achieved
by either summing every energy point or by interpolation of the XES data and integrating the
obtained function. A detailed review of these procedures and potential sources of error is given
by E. Gallo et al. 2014 [174]. As the vtc-XES data forms the tail end of a strong emission line,
subtraction of the background tail intensity allows comparison between experiment and DFT cal-
culations. The main source of error using this method arises from the selection of data points used
for the interpolation at the high energy side of the vtc region, which may show multi-electron fea-
tures [191, 192] difficult to separate from the background emission. A two step correction process
has been applied to the data presented in this thesis. Firstly the XES data has been interpolated
across the vtc region and the background intensity has been subtracted, the regions considered are
shown in figure 5.2.1. Due to the relatively large energy gap between the Lβ5 emission lines and
vtc region in the 5d compounds, sufficient data points have not been collected to cover the whole
energy range. To take into account differences between spectra introduced by the beamline optics
and/or small changes in the sample position, the data has been normalized with respect to the
maximum intensity of the main emission line (Lβ5). Here the assumption has been that the ratio
of this emission line will be stable across temperature related transitions. This approach however
may produce significant errors when comparing spectra for different samples, so caution is needed.

(a) (b)

Figure 5.2.1: vtc normalization step. a) red markers indicate selected points for curve fitting,
b) background subtracted data.
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To interpret the origin of each feature resolved in the vtc-XES spectra, simulations have been
carried out using the FDMNES package [193]. This software implements a self-consistent ab initio
multiple scattering calculation using a muffin-tin approximation. XES spectra, the density of state
and orbital overlap have been simulated for all vtc data sets in this thesis. A detailed review of
the FDMNES package including the theoretical considerations has been given in section 3.5.2. To
solve the electronic structure these calculations have been performed using a multiple scattering
method, based on Green’s functions. Taking into account a core-hole and spin-orbit coupling, a
fully self-consistent method ensures a sufficient level of theory to model the compounds presented
in this work.

5.3 Kβ” and Kβ2,5 transitions for K emission

Figure 5.3.1 shows a schematic representation of the x-ray emission from Kβ and a simplified molec-
ular orbital diagram showing the origins of the different features in the spectra. The feature defined
at Kβ1,3 originates from the 3p-1s transitions and provides information regarding the metal local
charge and spin-density [85, 194]. For historical reasons the two higher energies features are defined
as Kβ” and Kβ2,5. The Kβ” emission involves contributions from the ns ligand orbitals while the
Kβ2,5 emission represents the np ligand orbitals, the tail end of this feature also has contributions di-
rectly from the 3d metal orbitals [173, 195]. The intensity of the features is modulated by the degree
of overlap between the ligand and metal molecular orbitals and the associated symmetries. Analysis
of the transitions involved reveal that while contributions from electric dipole, magnetic dipole and
electric quadrupole mechanisms have been considered, approximately 99.5% derives exclusively from
the electric dipole-allowed character [178, 194, 196]. Interestingly it has been determined that it
is the metal p orbital participation in the bonding that introduces the electric dipole-allowed p-s
character and it is the extent of the 4p mixing rather than the 3p mixing that fully defines the
intensity [178, 194, 196]. The charge on the metal stabilizes the ligand orbitals and therefore deter-
mines the energy of the transitions. However the metal-ligand bond length also directly influences
the relative separation between the Kβ” and Kβ2,5 features [182]. It should be noted that there has
been significant efforts in the literature to further determine the character of the molecular orbitals
[48, 174]. For example it has been shown how the various phase combinations of the lone pairs of
the d orbitals from difference symmetries can affect the shape of the Kβ2,5 feature [178]. In addi-
tion, one of the most successful applications of this technique is the identification of ligands. The
identification of elements with similar atomic numbers can be difficult with spectroscopy techniques
however vtc-XES has been shown to be very sensitive to this [197, 198, 199]. This is due to the
energy positions of the different possible features being very sensitive to the ligands. Note that for
the purpose of this thesis that type of discussion has not been included. The metal oxidation state
and the character of the ligand orbitals is all that will be needed to study the transitions in the
materials discussed in this work.

Figure 5.3.1: Fe Kβ XES spectrum and simplified molecular orbital (MO) diagram
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(a) (b)

Figure 5.3.2: Fe K-edge: Fe2O3 vtc. a) experiment vs simulated DOS, b) experiment vs simulated
orbital overlap. Legend indicates (Ligand(Metal)) orbital overlap.

To illustrate the explanation given above for Kβ vtc emission, an example of the Fe2O3 is
given in figure 5.3.2, with the associated DOS and orbital overlap calculations from FDMNES.
This data was collected as part of the work on the NaFeAs system presented in this thesis and
further detials of the experimental set up are given in chapter 8. The data was collected on the
I20 beamline at Diamond light source, at room temperature. This example has been chosen as this
technique/emission line is commonly used for Fe compounds, hence it provides a useful validation
of the approach and reproduced literatutre results. The simulated spectra shows that there are two
well defined features within the energy range, which are labelled Kβ” centred at 7093eV and Kβ2,5
at 7107eV. Both peak positions and the relative intensities are well reproduced, the comparison
suggests significant spectral broadening in the experimental data due to life-time broadening. The
DOS indicate that both features are centred around s and p orbitals, where the tail end of Kβ2,5
feature also shows significant d character. The orbital overlap confirms that the simplified molecular
orbital interpretation is appropriate. The Kβ” feature shows overlap with only ligand s orbitals,
while Kβ2,5 only shows contributions from orbitals with ligand p character. While further analysis
is provided in a later section (8.4.2) along with other Fe compounds, the current result shows how
the level of theory used by the DFT simulations is sufficient for the 3d vtc.

5.4 Lβ transitions for L emission

Due to the lack of literature regarding vtc-XES using Lβ emission, a study of well known tungsten
reference compounds has been carried out to assist the research in this thesis by identify the origin of
certain features. The aim of these experiments was to determine how different oxidation states and
chemical environments can affect the features seen in the region of interest. These measurements
have been carried out by S. Hayama (Diamond Light Source). 4 reference samples have been used
for this work: WC, W2C, WO2, WO3. The hexagonal tungsten (IV) carbide (WC) is formed by
a tungsten W+4 cation and a carbon C−4 anion, where the atoms form a triple bond. The lesser
studied Tungsten carbide (W2C) is a highly distorted system with several different bonding types,
providing a rich chemical environment. Tungsten(IV) dioxide crystallizes into a monoclinic cell.
The Tungsten trioxide in which the tungsten shows a +6 oxidation state and at room temperature
is also a monoclinic structure. Both WO2 and WO3 have octahedral coordination of oxide around
but show diffent linkages between the WO6 units. The metal-ligand bond lengths for WC, W2C,
WO2, WO3 are: 2.212Å, 2.135Å, 2.039Å, 1.929Å respectively.

Both vtc-XES and HERFD-XANES have been carried out using the L3 W edge - Lβ5 fluorescence
line, which are shown in figure 5.4.1. The energy of the incident x-rays for the vtc measurements
was set at 10700eV. The monochromator was set up for Zn K-edge, with the spectrometer calibrated
with the elastic peak, suggesting that the spectra should be shifted by approximately +4.4eV. There
is a small energy difference between the unoccupied orbitals probed by the HERFD-XANES 2p→5d
transitions and occupied orbitals probed by the vtc-XES 5d→2p transitions. A comparison of the
HERFD spectra from the 4 samples shows some differences. Notably there is an edge position
shift between the WO2 and WO3 spectra consistent with the oxidation state change from +4 to
+6 respectively. Interestingly there is also a double peak feature that appears only in the WO3

compound indicating a significant difference in the d orbital configurations compared to the other
compounds. Both carbide structures show similar edge positions, with W2C shifted very slightly
left. Intensity differences and a more defined shoulder feature at 10208eV in W2C are also seen.
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Figure 5.4.1: W L3-edge: Tungsten HERFD-XANES and vtc-XES reference measurement on WO2,
WO3, WC, W2C. 4 areas of interest have been marked.

As shown in figure 5.4.1, 4 features have been defined in the valence-to-core spectra. These can
be defined as feature A at 10125eV, B at 10170eV, C at 10187eV and C’ at 10200eV. Due to the
method used to normalize this data, there is potentially a large error with the absolute values of the
intensities, however comparison between the relative intensities within each spectra, peak position
and peak structures is possible. It is important to note that while the HERFD spectra indicates
shifts in the edge position, this is not replicated in any of the vtc features. Comparison between
the carbide compounds shows very little difference apart from the high energy tail of feature C,
which is most likely due to multi-electron features. The differences between the WO2 and WO3

compounds are more striking. The relative difference between the intensities of features A and B,
where WO2 shows greater intensity, is opposite to that observed in feature C, where WO3 is more
intense. The WO2 C features shows greater broadening compared to the other compounds, however
as tungsten is in the same oxidation state as the WC system it suggests that this change is not
related to the oxidation state of the metal. Interestingly the 3 compounds with similar oxidation
states (WC, W2C, WO2) all show comparable intensities for feature C however WO3 is significantly
more intense. Also defined is feature C’ where the WO3 spectra displays an addition feature when
compared to the other systems.

(a) (b)

Figure 5.4.2: W Lβ: WO2 vtc. a) experiment vs simulated DOS, b) experiment vs simulated orbital
overlap. Legend indicates (Ligand(Metal)) orbital overlap.

Page 51



Valence-to-core x-ray emission spectroscopy

(a) (b)

Figure 5.4.3: W Lβ: WO3 vtc. a) experiment vs simulated DOS, b) experiment vs simulated orbital
overlap. Legend indicates (Ligand(Metal)) orbital overlap.

(a) (b)

Figure 5.4.4: W Lβ: WC vtc. a) experiment vs simulated DOS, b) experiment vs simulated orbital
overlap. Legend indicates (Ligand(Metal)) orbital overlap.

(a) (b)

Figure 5.4.5: W Lβ: W2C vtc. a) experiment vs simulated DOS, b) experiment vs simulated orbital
overlap. Legend indicates (Ligand(Metal)) orbital overlap.

To be able to determine the origin of the features in the valence-to-core spectra, partial density of
states and orbital overlap simulations have been calculated using FDMNES and are shown for each
compound in figures 5.4.2- 5.4.5. Note that the simulations have been shifted to align feature C to
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the experimental data and have been scaled to get similar intensities to the experimental data. This
has been carried out to allow a consistent interpretation between the different compounds, since
the alignment and scaling has been applied by the same amount. The simulated spectra for each
compound shows fairly good agreement with the experiment. The position and relative intensities
for features B and C are comparable, however in all cases the position of feature A is offset by
approximately 3eV and greater relative intensity compared to the other 2 features. The origin of
this disagreement may arise from the treatment of the orbitals which contribute to this feature.
Typically the simulation codes apply different treatments to core and valence orbitals to allow for
reasonable calculation times, as discussed in section 3.5. As these features arise from deep core
states, approximations used in the simulations may not be appropriate. The DOS calculations for
all samples show similar characteristics. Feature A is shown to be exclusively s character, feature
B is mostly f character and feature C has contributions for mostly d orbitals however also small
contributions for s and p. It is interesting to note that the DOS indicates significant p character
just below feature B however this is not reproduced in either simulated or experimental spectra.
It shows that emission from these orbitals are not allowed under the symmetry conditions. While
there is a significant f orbital density in feature B, these transitions are significantly weaker than the
other features indicated by the relatively weak intensity. The C’ feature is very weak however the
density of states indicates a shift between the samples. As the metal-ligand bond lengths increase,
the relative separation between C and C’ decreases. Comparison of the d orbital contributions in
each system shows little change between the carbides but significant differences with respect to the
oxides. The dispersion in the d orbital is more significant in the W+6 compound which has empty
5d orbitals.

The orbital overlap for each compound reveals how both features A and B do not have any
overlap with the ligand orbitals, indicating that these features arise from emission directly from
the metal, suggesting these are not valence states. Focusing on the C and C’ features, there is
significant overlap from both ligand ns and np orbitals. The oxide compounds display a clear
separation between the two features whereas this is not the case in the carbides. The C’ feature
shows overlap involving the ligand ns orbitals while the C feature only shows overlap with the ligand
np orbitals. This suggests similar mechanisms to that of the Kβ vtc emission. The broadening of
feature C in the WO2 can be seen not to derive directly from the orbital overlap where even though
the overlap is more intense and at a slightly lower energy it in itself is not significantly broader.

The investigation of the Lβ vtc with tungsten samples provides an insight into the origins of the
features in the spectra. Using the analysis above a suggested simple molecular orbital diagram is
given in figure 5.4.6 highlighting the origins of each feature. The two lower energy features defined
by A and B directly result from deeper metal orbitals, not valence states. The result confirms
that the area covered by the C and C’ features shows strong ligand character and similar to the Kβ
emission it is over a range of approximately 20eV. While the simulations on C’ ns ligand contribution
reveals it is sensitive to metal-ligand bond lengths, due to the very weak intensity it is difficult to
confirm with the experimental data. The intensity difference shown in feature C indicates that the
vtc is sensitive to changes in the oxidation states of the metal. While the simulations show that the
Lβ emission is sensitive to changes in the oxidation state, metal-ligand bond length and chemical
environment, the spectral resolution is a limiting factor. In general, these results show that for
heavier atoms the vtc-XES spectra show similar interaction between the metal and ligands, when
compared to the light ligands. The lower energy features arise from deep-core orbitals, while the
higher energy features come from the ligand ns and np orbitals. The broadening of the features in
the higher energy region significantly suppresses the transitions from the ligand ns orbitals. This
reduces the amount of information that can be extracted regarding the metal-ligand bond length
and oxidation states.
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Figure 5.4.6: Suggested simplified molecular orbital diagram indicating the origins of the different
features for Lβ vtc-emission. The HERFD-XANES transition is also indicated with a blue arrow.

5.5 Chapter summary

This chapter has covered the theory and interpretation of the valence-to-core XES technique. The
data acquisition and normalization steps for the vtc-XES spectra have been outlined. For both
the K- and L-edge emission lines, the different features and their origins have been identified.
Additionally, FDMNES has been used to further understand the spectra and it has been shown
to reproduce the features correctly. The results show how both K- and L-edge valence-to-core
XES can provide information regarding the oxidation state, metal-ligand bond length and chemical
environment surrounding the absorbing atom.
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Chapter 6

IrTe2: Study of the atomic and electronic role played by Ir
species in the first order transition

The role of iridium (Ir) dimers and their electronic state in the 5d transition metal dichalcogenide
(TMD) IrTe2 with relation to the first order transition (FOT) has been debated with no consensus so
far. Using polarization-dependent HERFD x-ray absorption spectroscopy, including measurements
on the L1/L2/L3 Ir edges, a detailed study of the electronic state and local structure around the
Ir species across the FOT is presented. Robust evidence shows that Ir dimers are present above
and below the transition and that there is no signature of an electronic change on this species.
Furthermore an investigation into the nature of the system once the FOT is suppressed by Ir-site
doping is carried out. The results indicate that above the superconducting phase the nature of the
Ir species and dimers remains the same with respect to the pure system.

6.1 Introduction

5d transition-metal compounds have been intensely researched for many years as they can display
a wide range of interesting phenomena. Due to large atomic numbers (Z) the spin-orbit coupling in
these materials can be significant and along with electron-electron interactions, these systems often
show multiple orbital degeneracy which when coupled to spin, charge and lattice degrees of freedom
lead to intriguing electronic phases [200]. Unique quantum states can also be realised such as the
Jeff = 1/2 Mott insulator Sr2IrO4 where spin and orbital degrees of freedom are strongly entangled
[201] or topological insulators like Bi2Se3 and Bi2Te3 [202, 203]. Interestingly many systems also
show a cascade of states when external conditions are applied such as temperature, chemical doping
and pressure [19, 204, 205, 206].

Layered dichalcogenides that form CdI2 structures have been shown to exhibit a diverse range
of physical properties. Systems like 1T-TaS2 [206] and 1T-TiSe2 [204] show charge density waves
(CDW) along with structural modulations. When the CDW are suppressed by applied pressure
or chemical doping, superconductivity can emerge. Furthermore compounds with iridium have
attracted interest, for example the metal-insulator transition in CuIr2S4 [207] and the frustrated
magnetic state in Na2IrO4 [205].

IrTe2 is a perfect example of the interplay between different degrees of freedom and how they
create a complex range of phases, dependent of external parameters. At standard room temperature
and pressure, IrTe2 is in a P3̄m1 symmetry as shown in figure 6.1.1, made of Ir and Te layers which
form edge sharing IrTe6 octahedra. In its formal state Ir is 3+ where the 5d electrons are arranged
into t2g orbitals. The tellurium is in a 1.5+ state where the 5p orbitals are suggested to be non-
degenerate. At 300K the lattice parameters [208] are a/b = 3.93Å and c = 5.39Å, with a c/a ratio
of 1.37, which is significantly less than similar dichalcogenides with values reported between 1.6-1.8
[209]. Rather than weak Van der Waals (2RV dW = 4.12Å) bonding seen in other dichalcogenides,
the layers in IrTe2 are bonded by strong “Te-Te bonding” [210]. When cooling, IrTe2 undergoes a
first order transition at 280K (T1), then a further transition at 180K (T2), shown in figure 6.2.4
as two consecutive susceptibility drops. On heating the transition at 180K is not seen and the
low temperature (LT) phase directly transits in to the high temperature (HT) phase at 280K. This
result is consistent with resistivity measurements as shown in [19]. Below 280K there is a change
to a lower P1 triclinic symmetry group which is accompanied with a lattice modulation with a
wave vector Q1/5 = (1/5, 0, 1/5) [13]. The physical consequence of this is the appearance of Ir-Ir
ordered dimers along the a-axis, as shown with x-ray diffraction measurement [13, 14], with a small
compression of the IrTe6 octahedra. At 180K there is a further modulation of the ordered dimers
in to a Q1/8 = (1/8, 0, 1/8) state [14].
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(a) (b)

(c) (d)

Figure 6.1.1: IrTe2 crystal structure. a) Side view, b) Top view, c) IrTe6 octahedra - arrows indicate
the suggested compression direction, d) Top view - Dimer states Q1/5, Q1/8.

While the low temperature dimer structure is well characterized, the mechanism for the formation
of the Ir-Ir dimers and the loss of metallic behaviour is still widely debated. Diffraction studies have
determined that the high temperature phase does not contain Ir-Ir dimers [211, 212, 213], however
B. Joseph, et. al. 2013 [214] suggested this was not the case and dimers may be present above
the transition. Given that many systems with t2g orbital degeneracy display a range of intriguing
electronic states which are accompanied by different types of dimerization [215] (stripe-type dimers,
complicated octamer), understanding the specific role of the Ir-Ir dimers in IrTe2 is critical. Similar
to other chalcogenides, the initial conclusion from early experiments on this compound suggested
a CDW type mechanism [13, 216] however this has been shown to be incompatible with many
recent experiments. For example, the expected band gap opening for the mechanism has not been
observed in angle-resolved photoemission spectroscopy (ARPES) [15] or in optical spectra [16], and
the modulation in the structure is highly non-sinusoidal [17]. The formation of the Ir dimers has
been suggested to cause a Ir3+/Ir4+ charge ordering, where the dimers become more positively
charged. This in turn results in the nearby Te atoms being pushed away causing a Jahn-Teller like
distortion [16, 18]. While photoemission studies have shown a split of the Ir-4f spectrum below
the transition attributed to the formation of the Ir4+ state [19], further studies have not produced
consistent results with respect to the final state of Ir [17, 18, 20, 213]. Furthermore, due to a strong
hybridization between the Ir 5d and Te 5p orbitals it has been shown that the nominal ionic models
may not be appropriate for this system [217]. This has also lead to debates suggesting that the Te
species plays a significant role in the transition, including a Van Hove singularity at the Fermi level
(EF ) related to the Te orbital (px + py) [218]. It has also been proposed that the in-plane intralayer
Te-Te bond formation and interlayer depolymerization play a critical role in the formation of the Ir
dimers [16, 17, 219]. This however has been ruled out by chemical bond analysis [220] which has
shown that dimers are favoured in isolated layers.

Interest in this compound in recent years has been motivated by the discovery that both inter-
calation (MyIrTe2) and Ir-site doping (Ir1−xMxTe2) with M = Pt (similar effects when doped with
Pd) results in low temperature superconductivity [13, 20]. As the level of dopant is increased the
first order transition at 280K is suppressed and eventually completely lost at the point where the
SC temperature is at its highest (3.2K), this is shown in figure 6.1.2. Upon Ir-site doping the lattice
parameters undergo a small linear change where the a-axis increases and the c-axis decreases (at
x=0.05: a=3.936Å, c=5.386Å) [221] causing the c/a ratio to slightly decrease. In the case of doping
with Pt, an additional electron leads to a slight electron doping on the Ir and Te sites [222].
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Figure 6.1.2: Ir1−xPtxTe2 phase diagram. Red diamonds - first order transition, green squares -
second transition, purple circle - SC phase transition. Combination from 2 sources [13, 223]

The full nature of the superconductivity phase has not so far been determined. The experi-
mentally determined gap size, vortex states, coherence length and band structures suggests a fully
gapped weak-coupling BCS s-wave like state [224, 225]. However the driving force for the formation
of this state is still in question. While the SC phase is not the focus of the research presented in
the chapter, determining the state of the system before this phase is important in understanding
why a SC phase can emerge. It has been proposed that upon doping, the Ir-Ir dimers are absent in
the structure [21] and therefore can not be involved in the SC phase. However the reason for the
lack of a dimerized state is still unclear and the consideration of an dimer/SC entanglement is an
intriguing topic.

The research presented here can be divided into two sections. Firstly, it aims to provide further
evidence regarding the formation of the Ir dimers and importantly to understand how the electronic
structure of the Ir species may change across the transitions at 280K and 180K. Secondly to inves-
tigate how the Ir-site doping with Pt affects the atomic and electronic structures and whether this
differs from the pure compound. Using polarization-dependent HERFD-XAS measurements along
with DFT simulations, evidence is given to show that Ir dimers are present above and below the
transitions in both the pure and doped systems. Analysis of the electronic structure indicates that
the Ir species does not undergo an oxidation state change. Furthermore these results are discussed
in relation to a scenario in which the Te (5p orbitals) are the dominant species that drives the
transition [16].

6.2 Sample preparation and characterization

To track the structural modulations across different crystallographic planes, single crystal samples
of suitable size (at least 1mm2) have been grown by Dr R.Perry (University College London, ISIS
Pulsed Neutron and Muon Source), using a self-flux method. High purity (99.9%) Ir (Pt) powder
and Te pieces, washed in ethanol, were mixed together in an atomic ratio of 0.18:0.82 respectively.
The mixture was then placed in to a Al3O3 crucible and sealed with a SiO2 plug, flushed with argon.
Literature shows that the second transition at T2 is sensitive to the crystal quality and the cooling
rate of the growth method, where this transition is not observed in batches which have been fast
cooled [13]. For this reason multiple batches have been grown with varying cooling procedures to
prepare samples with both transitions and of a suitable size. The most successful growths occur
when the mixture is heated to 1180oC for 6hrs, then cooled to 920oC at a rate of 0.75oC/hr and
finally cooled to room temperature at a rate of 20oC/hr. The resultant mixture was then extracted
from the crucible and washed in a dilute HCl + HNO3 to partially dissolve the Te flux. This was
then dried and suitable size crystals were extracted and characterized.
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6.2.1 Characterization measurements (SEM/EDX, SQUID)

To ensure that suitable samples were used during the experiments, characterization measurements
have been carried out. SEM images and EDX measurements have been taken to ensure that the
samples were single crystals with the correct composition. The methods used for the characterization
are detailed in section 3.4. These measurements have been carried out at the University of Kent.
Figures 6.2.1- 6.2.3 shows the SEM/EDX results for samples used in the experiments when x = 0,
0.02 and 0.05. In all 3 cases the SEM images show a flat homogeneous sample surface, indicated by
the consist contrast across the images. The parent compound shows a change in contrast between
different sections. It was shown that this is a result of a thin layer of oil on the surface left from the
extraction process, however this is not expected to affect the spectroscopy results. The x = 0.05
sample shows small cracks in the surface, however due to the relative size between the beam and
sample, this again should not have a large impact on the results.

The EDX measurements indicate that all compounds show the correct molecular weighting of
the Ir to Te species suggesting a successful growth, with no measurable contaminants. The doped
compounds show the presence of the Pt element. However due to limitations of the technique, it
is difficult to extract an accurate value for the molecular weighting, especially since the Ir and Pt
emission lines are close in energy. Still, it was possible to determine that the x = 0.02 samples con-
tained less Pt than the x = 0.05, sample therefore providing confidence that transition temperature
would be different in these samples.

(a) (b)

Figure 6.2.1: a) SEM images and b) EDX measurements on IrTe2.

(a) (b)

Figure 6.2.2: a) SEM images and b) EDX measurements on Ir1−xPtxTe2 (x = 0.02).

Page 58



IrTe2: Study of the atomic and electronic role played by Ir species in the first order transition

(a) (b)

Figure 6.2.3: a) SEM images and b) EDX measurements on Ir1−xPtxTe2 (x = 0.05).

To check the presence and temperature of both transitions in the parent compound, magnetic
susceptibility measurements have been carried out. The measurements have been carried out at the
ISIS Neutron and Muon Source characterization lab, with the assistance of Dr G. Stenning. The
results for the susceptibility measurements are shown in figure 6.2.4. Both transitions are present
at the correct temperatures when the sample is cooled. On heating only the transition at 280K is
seen. Due to a calibration issue with the SQUID used for these measurements, the absolute values
of the susceptibility were incorrect, where some showed negative values. While this makes it difficult
to compare to the literatue, the aim of these measurements were to identify the temperature of the
transitions, hence still provide valuable information. It should be noted that while it would also be
appropriate to perform resistivity measurements, due to the size of the crystals obtained and that
crystals from the same growth batch may show different results, resistivity measurements would not
be practical as larger crystals would be needed.

Figure 6.2.4: Magnetic susceptibility results for IrTe2

6.3 Experimental set up

Due to the very subtle nature of the expected changes across the transitions in this compound a
comprehensive set of experiments has been carried out. The aim of the XAS experiments is two fold:
firstly to track any structural changes across the transitions focusing on the Ir-Ir paths and secondly
to investigate the Ir electronic structure. All measurements presented here have been carried out
at the I20 (scanning) beamline, Diamond Light source (U.K.), details of the beamline are given in
section 3.2.3.

6.3.1 Sample environment and geometry

For these experiments two cryogenic sample environments have been used. Initially a nitrogen cooled
Linkam stage with a temperature range of 600K-78K, was utilised for the XAS L1 and HERFD-XAS
L3 measurements, shown in figure 6.3.1(a). Due to the long time duration of these experiments and
low temperatures required, it was necessary for dry nitrogen gas to be flowed over the stage window
to prevent ice build-up. It should also be noted that due to the sample being set back from the front
of the stage the L3 measurements where restricted in the angular range (approximately 120o). The
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remaining experiments used a closed-cycle He cryostat (Stinger), with an operational range between
300K-5K and angular range of approximately 150o, specifically built for polarization dependent
measurements utilising the XES spectrometer, shown in figure 6.3.1(b). This allowed measurements
to be carried out without such strong restrictions in angular range and at lower temperatures, as
specifically needed for doped compounds .

To be able to carry out polarization dependent measurements and analysis, the samples used
were cleaved between the Ir layers. This allowed them to be fixed with the c-axis parallel with the
direction of the beam, as shown in figure 6.3.1(c), with the ab-plane in an unknown orientation. The
samples where then rotated between the c-axis and ab-plane to build measurements along different
crystallographic planes. For all data sets in this section, 0o refers to the beam polarization being
parallel with the ab-plane, where 90o indicates the beam polarization being parallel with c-axis.

(a) (b)

(c)

Figure 6.3.1: Ir1−xPtxTe2 sample environments and alignment. a) Linkam stage b) Stinger stage
c) sample alignment, top view - dash line indicate Ir layers.

6.3.2 Measurements

Conventional XAS, HERFD-XAS and vtc-XES measurements have been used to collect a wide
range of data for this investigation. These measurements were carried out in fluorescence mode on
single crystal samples and the full details of these techniques are given in chapter 3. For each of
the experiments, the following co-workers assisted with the running of the beamlines and collecting
data: Dr Silvia Ramos (University of Kent), Dr Shusaku Hayama (Diamond light source) and Dr
Sofia Diaz-Moreno (Diamond light source). Table 6.3.1 shows the scan parameters for each set of
measurements and further details and justification for each measurement is given below.
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Pre-edge Edge Post-edge

Step (eV) Time (s) Step (eV) Time (s) Step (eV) Time (s)

XAS - L1 5 1 0.4 2 1-5 2-6

HERFD - L2 (Lβ1) 5 1 0.3 3 0.5-5 1

HERFD - L3 (Lα1) 5 1 0.4 2 1-5 2-6

HERFD - L3 (Lβ5) 5 1 0.3 6 2-4 3

VTC* - L3 - - 0.5 10 - -

Table 6.3.1: Scan parameters for Ir1−xPtxTe2 absorption spectroscopy measurements. * Note that
while the term ”edge” does not apply to the VTC, for simplicity it has been included in this table.

Conventional x-ray absorption spectroscopy (XAS) in fluorescence mode has been carried out
on IrTe2 samples. The Ir L1 (13.419keV) edge was recorded with the fluorescence window over a
range of 12.72keV - 13.10keV (Lγ2 and Lγ3 emission lines). These measurements probe the s to p
transitions. If there is a strong angular dependence in the XANES region, these measurements have
the advantage that the p-orbital symmetry is simpler to analyse than the d -orbitals measured later.
The aim of this is to track the Ir electronic structure across the transitions while understanding
if certain orbital directions are involved in the change of properties. Using the Linkam stage and
a 64-element germanium detector, measurements were taken at 4 angles (15o, 30o, 60o, 75o) and
4 temperatures (300K, 230K, 150K, 100K). These measurements were repeated 3 times under the
same conditions to improve the statistics of the data.

Polarization-dependent HERFD-XAS measurements have been carried out on the L2 and L3

Ir edges, probing the 5d unoccupied states. Using the XES spectrometer, specific emission lines
can be selected giving the advantage of reducing the core-hole lifetime broadening effects which
can greatly enhance the sensitivity within the XANES region. Ir L2 (12.824keV) HERFD-XAS
data has been collected using the Lβ1 (10.708keV) emission line. This emission line measures the
3d3/2 - 2p1/2 transitions. Using the Stinger cryostat IrTe2 samples were measured at 4 angles (15o,
30o, 60o, 75o) and a range of temperatures (300K, 290K, 280K, 270K, 250K, 200K, 180K, 160K,
150K). If Ir4+ is formed, it is expected that the Jeff = 1/2 state will change from full to half-
filled and this is best probed by the L2-edge. This data set, along with the L3 measurements also
allows the branching ratio to be investigated giving further information on the state of the Ir species
across the transitions. Ir L3 (11.215keV) HERFD-XAS measurements have been performed using
the Lα1 (9.175keV) emission line which measures the 3d5/2,3/2 to 2p3/2 transitions. Using the
Linkam cryostat IrTe2 samples have been measured at 4 angles (15o, 30o, 60o, 70o). The following
temperatures have been measured: x = 0: 320K, 310K, 300K, 290K, 280K, 270K, 250K, 225K,
200K, 190K, 180K, 170K, 160K, 150K.

The Ir1−xPtxTe2 (x = 0.02, 0.05) samples have been measured at 4 angles (15o, 30o, 60o, 75o)
using the Stinger cryostat. The temperature at which the transitions should occur in each sam-
ple is expected to be different, so the following temperatures were measured to track any changes.
x = 0.02: 300K, 250K, 200K, 100K, 55K. x = 0.05: 300K, 250K, 200K, 55K. To ensure good statis-
tics each data set was repeated twice under the same conditions.

The changes across the transitions could be very subtle, depending on which scenario is realised.
To be able to rule out the possibility that these measurements did not have the sensitivity required
to detect these changes, HERFD-XAS Ir L3 (11.215keV) data was collected using the Lβ5 emission
line. While these measurements are considerably more challenging due to the relative strength of this
emission line being approximately two orders of magnitude weaker than the Lα1, it has the advantage
that it probes the 5d orbitals directly, giving greater sensitivity to changes in the energy levels. The
5d hole has a smaller core-hole lifetime than the 3d hole, hence the spectral resolution of the XANES
will be further enhanced. Data was taken using the Stinger cryostat sample environment; 4 angles
(15o, 30o, 60o, 75o) have been measured at the following temperatures: 300K, 270K, 190K, 160K and
120K. Due to the weak signal of this emission line, 5 repeats have been taken under each condition.
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Figure 6.3.2: Electronic transitions considered for Ir1−xPtxTe2 measurements. Dashed line indicate
fluorescence and solid line indicate absorption.

Valence-to-core XES measurements have been carried out just below the Fermi energy using the
L3 absorption edge using the Lβ emission lines. These measurements not only probe the occupied
valence bands of the Ir species but, due to hybridization, also probe the Te 5s/5p orbitals. This
technique should be sensitive to an oxidation state change in the Ir and will give information
regarding the Ir-Te orbital interactions. The incident x-ray energy was set at 11350eV while the
analysing crystals sweep the emission energies over approximately 100eV just below the Fermi energy.
Measurements were taken at the same angles and temperatures as the Lβ5. Due to the absence of
publications regarding this emission line, in addition to the Ir reference samples a range of well
known tungsten samples have also been measured and detailed results are given in section 5.1. This
allows for a further understanding of the features observed in the Ir spectra and how certain changes
affect the relative position and intensity of the related features.

6.4 Data analysis and Results

The full analysis of the experiments carried out on Ir1−xPtxTe2 (x = 0, 0.02, 0.05) single crystals has
been separated into the XANES and EXAFS regions. In all cases measurements have been taken
above and below the first order transition, with measurements also carried out over the second
transition when observed. For each data set a self-absorption correction has been applied, with the
parameters for each edge shown in table 6.4.1. A correction has not been applied to the L1-edge
measurements, where significant distortion near the edge made a correction unreliable. Without
the correction, comparison between angles becomes unreliable for this edge, especially when identify
changes in the intensities of the features.
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Figure 6.4.1: Ir L3 (Lβ5) reference sample measurements, carried out at 300K, 45o on IrCl3 and
IrO2

µtot(Ef) µb(E) µ0(Eae) µ0(Ebe)

L2(Lβ1) x = 0.0 3708.66 886.54 3701.82 2983.16

L3(Lα1) x = 0.0 5539.85 1170.86 3545.92 1825.16

L3(Lβ5) x = 0.0 3597.85 1244.89 3720.28 1828.16

L3(Lα1) x = 0.02 5517.60 1187.67 3474.99 1791.60

L3(Lα1) x = 0.05 5479.72 1212.89 3368.61 1736.75

Table 6.4.1: Self-absorption correction parameters for Ir1−xPtxTe2 for all edges. All values in cm−1.

The data processing methods used for these results are described in section 4. A pre-edge
subtraction, post-edge normalization and background subtraction have been applied to all data
sets, with the ranges used shown in table 6.4.2. Further information specific to the XANES and
EXAFS regions are given in the relevant sections. To be sure that the position of each edge is a true
value each data set has been calibrated to Ir reference samples. Figure 6.4.1 shows an example of
the references taken on the L3-edge of IrO2 and IrCl3. The differences in edge position and intensity
of the white lines for the reference samples suggest that if Ir does undergo even a partial oxidation
state change across the transition this should be visible in the XANES.

E0 (eV) Pre-edge (eV) Post-edge (eV) Rbkg (Å)

Min Max Min Max

L1 x = 0.0 13422.6±0.5 -150.0 -45.0 123.1 547.49 1.5

L2(Lβ1) x = 0.0 12824.3±0.4 -119.3 -45.0 150.0 375.7 1.6

L3(Lα1) x = 0.0 11219.7±0.5 -150.0 -30.0 150.0 1080.4 1.5

L3(Lβ5) x = 0.0 11219.6±0.9 -114.2 -30.0 150.0 274.1 1.5

L3(Lα1) x = 0.02 11219.9±0.5 -114.8 -30.0 150.0 880.2 1.6

L3(Lα1) x = 0.05 11219.9±0.5 -114.8 -30.0 150.0 880.2 1.6

Table 6.4.2: Data processing parameters for Ir1−xPtxTe2. Pre-edge and post-edge values relative to
E0.
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6.4.1 XANES

IrTe2 - Parent compound

Figure 6.4.2 shows the L1 spectra and first derivative for IrTe2 sample between 300K - 100K at
the 2 most extreme angles measured. The E0 position has been determined from the first derivative,
as the energy of the first peak, marked by the dashed line. At 13422.6±0.5eV the edge position is
consistent across all data sets and when compared to the reference IrCl3 edge position at 13422.1eV,
it suggests Ir is in a +3 state. The angular dependence of the measurements should reflect the
p orbital symmetry, but the analysis does not explore this aspect of the data. There are small
differences between the angles, for example at 13.45keV there is an additional shoulder in the 75o

data. However there are no changes in any of the features across the transitions. It should be
noted that there is a suppression of the edge intensity in the 15o data. It was shown after the
measurements were taken that there was significant shadowing of the detector at this orientation.
This made it very difficult to normalize the data in the XANES region in a consistent way.

The L2 XANES spectra for the IrTe2 sample is shown in figure 6.4.3, along side the first derivative.
The data is shown for both the 15o and 75o angles across both transitions. The edge position is
again stable across all measurements at 12824.3±0.4eV and is consistent with the IrCl3 reference
at 12824.89eV. There is a small increase in the first peak intensity which is angular dependent. For
example at 300K the intensity is approximately 3.42 (arb. units) for 15o, after the first transition
it increases to 3.51 (arb. units) and after the second transition it reaches 3.56 (arb. units), however
at 75o no consistent change is seen. The magnitude of this increase, along with no peak shift, is not
consistent with an oxidation state change on the Ir species. However is it also unlikely that this is
simply a thermal effect. Given that the intensity increase is more significant at the angles closest
to the ab-plane, this could be an effect from the ordering of the Ir-Ir dimers below the transition.
After the edge there are two changes at approximately 12.836keV and 12.855keV, where across the
first transition the features decrease in intensity. These changes will be discussed in a later section
(6.4.4) as DTF simulations are required to understand how they relate to changes in the electronic
and atomic structures. It will be shown that these changes are potentially related to the change in
the Te octahedra structure.

Two sets of measurements have been carried out on the L3-edge. Initially the spectrometer was
aligned to the Lα1 emission line with results shown in figure 6.4.4, where a Pb foil was used for
calibrating the monochromator. To eliminate the possibility that the Ir species undergoes very subtle
changes, the Lβ5 emission line has also been measured and results are shown in figure 6.4.5. The
Lβ5 emission line has the advantage that it probes the 5d orbitals directly, giving greater sensitivity
to changes in the energy levels. Additionally, the 5d hole has a smaller core-hole lifetime than the
3d hole, hence the spectral resolution of the XANES will be further enhanced. All measurements
show a consistent edge position at 11219.7±0.5eV for Lα1 and at 11219.6±0.9eV for Lβ5. This is
consistent with the IrCl3 edge position at 11220.39eV. The larger error associated with the Lβ5 E0

position is a reflection of the fact that this emission line is approximately two orders of magnitude
less intense that the α line. There is no pre-edge feature in the L3 data and the post-edge structure
shows the same changes across the transition as the L2 data. The first peak intensity change is
consistent for the Lα1 emission line when compared to the L2-edge data, however no consistent
change is seen in the Lβ5. The reason that the change is not consistent is most likely due to the
less intense signal from this emission line making the measurements more difficult. The L3-edge
measurements clearly show no obvious change in the valence state of Ir across the transitions.
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(a)

(b)

Figure 6.4.2: XANES: a) normalized spectra and b) normalized first derivative for the Ir L1 fluo-
rescence on IrTe2 samples. Data is shown for 15o and 75o angle, across both transitions.
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(a)

(b)

Figure 6.4.3: XANES: a) normalized spectra and b) normalized first derivative for the Ir L2 (Lβ1)
fluorescence on IrTe2 samples. Data is shown for 15o and 75o angle, across both transitions.
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(a)

(b)

Figure 6.4.4: XANES: a) normalized spectra and b) normalized first derivative for the Ir L3 (Lα1)
fluorescence on IrTe2 samples. Data is shown for 15o and 70o angle, across both transitions.
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(a)

(b)

Figure 6.4.5: XANES: a) normalized spectra and b) normalized first derivative for the Ir L3 (Lβ5)
fluorescence on IrTe2 samples. Data is shown for 15o and 75o angle, across both transitions.
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Branching ratio (BR)

The strong spin-orbit coupling in the system, along with a suggested redistribution of charge
across the transition makes analysis of the branching ratio a suitable method to understand if the Ir
ion undergoes any change. Nominally, in a simple atomic picture the BR can be used to assess the
spin state and spin-orbit splitting in transition metal compounds. This becomes complicated for 5d
transition metal systems with large spin-orbit coupling (SOC), which deviates from the expected 2:1
ratio. However, it has been shown in the literature [226] that as long as the SOC and crystal field is
present in the initial and final states, then comparing the BR can reveal if changes occur. Further
details on the theory of the BR and the method for extracting the data are given in section 4.4.
Figure 6.4.6 shows the results for the L3(Lα1)/L2(Lβ1) ratios for comparable angles, with suitable
error bars shown related to the error in fitting the standard Gaussian. Note that the values here are
the normalized BR’s, the non-normalized values are give in brackets. The average value obtained
for IrTe2 is 0.729±0.01 (2.74) and no significant changes are seen across either transition or angles.
As noted in section 4.4, comparing BR ratios from literature can prove difficult due to different
techniques used and a lack of data regarding the effect caused by the bonding atom. A study of the
BR in Ir compounds [227] found values of 3.6, 7.1 and 6.9 for Ir, IrCl3 and IrO2 respectively. The
BR calculated for IrCl3 and IrO2 for this research are approximately 0.718 (2.47) and 0.686 (2.19)
respectively. The most likely cause for the large discrepancy is due to these measurements being
taken using HERFD. However without more data it is difficult to come to any conclusions. The
edge position calculated from the XANES analysis suggests the Ir is in a +3 state. However the BR
value for IrTe2 is slightly larger than the +3 reference. This may be a result of the Ir being bonded
to a heavy element with its own spin-orbit affecting the Ir BR.

Figure 6.4.6: L3/L2 normalized branching ratio’s for IrTe2 across 3 angles.

Ir1−xPtxTe2, x = 0.02, 0.05

Figures 6.4.7 and 6.4.8 show the L3 (Lα1) XANES spectra and first derivative for both Ir1−xPtxTe2,
x = 0.02, 0.05 between 300K - 55K, at the two most extreme angles measured. In the case of
x = 0.02, the FOT is expected at approximately 140K, where as in x = 0.05 the transition is fully
suppressed. In both cases the E0 position calculated from the first derivative is stable across mea-
surements at 11219.9±0.5eV. The IrCl3 reference E0 position is 11220.39eV, suggesting that in the
doped system the Ir species remains close to a +3 state. There are no differences between the
doped spectra when compared to the pure system except for the temperature of the transition. The
x = 0.02 systems shows no pre-edge features and similar small intensity changes after the peak,
which will be discussed in a later section. Similar to the parent compound, there is an intensity
increase in the edge peak which is strongest in the angles closest to the ab-plane. The results from
the system where the transition has been completely suppressed show no changes in any part of the
spectra throughout the temperature range measured. Interestingly this suggests that the changes in
the intensity of the first peak are not simply temperature related. It further confirms that while this
is unlikely to be an oxidation state change, it could be related to a potential small redistribution or
localization effect on the Ir orbitals which may be a consequence of the Ir-Ir dimers ordering. This
result builds upon information later discussed, and will be expanded in the discussion section in this
chapter.
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(a)

(b)

Figure 6.4.7: XANES: a) normalized spectra and b) normalized first derivative for the Ir L3 (Lα1)
fluorescence on Ir1−xPtxTe2, x = 0.02 samples. Data is shown for 15o and 75o angle, across both
transitions.
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(a)

(b)

Figure 6.4.8: XANES: a) normalized spectra and b) normalized first derivative for the Ir L3 (Lα1)
fluorescence on Ir1−xPtxTe2, x = 0.05 samples. Data is shown for 15o and 60o angle, across both
transitions.
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6.4.2 Valence-to-core XES

The HERFD-XANES data shows very little changes across both transitions. However the subtle
intensity change seen in the absorption edge suggests that vtc-XES may provide further information
from the valence band regarding the role of the Ir species. It may also reveal changes in the Te
species. Measurements have been carried out using the Ir Lβ emission lines on IrO2, IrCl3 and IrTe2.
Shown in figure 6.4.9 the vtc spectra for IrTe2 is shown across both transitions at the 2 extreme
angles. Also shown is the comparison between the two reference samples at 45o. The normalization
procedure outlined in section 5.2 has been applied.

(a) (b)

Figure 6.4.9: Ir Lβ: vtc spectra for a) IrTe2 for 15o and 75o and b) Ir reference samples, IrO2 and
IrCl3

The two reference samples allow comparison between the Ir +3 and +4 oxidation states. At
approximately 11160eV there is a very subtle feature in both spectra. However due to the quality of
the data it is not possible to resolve any information from this area. The main feature at 11217eV
shows a significant intensity difference, however no peak shift is seen. While it is not possible to
make a complete comparison between the intensities due to the issues involved in the normalization
steps, the size of the difference does suggest a link with the oxidation state change. Along with the
tungsten reference samples, these results show that the Lβ (for heavier elements) does not undergo a
peak shift upon an oxidation state change but an intensity difference is seen. There is also a shallow
feature that appears in the IrO2 sample at approximately 11190eV which is not resolved in IrCl3.
The IrTe2 spectra show no measurable differences across either temperature or angle. The feature
at 11160eV is resolved but shows no changes either. The intensity of the main feature is effectively
the same as the IrCl3 sample. While the intensity comparison may involve significant errors, this
again suggests that the Ir in the IrTe2 compound is in a +3 state across both transitions. Based
on the analysis of the tungsten reference samples and simulations, figure 6.4.10 shows the simplified
molecular orbital diagram used to understand the origins of each feature.

Figure 6.4.10: Ir simplified molecular orbital (MO) diagram indicating potential transitions in vtc-
XES
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FDMNES simulations have been carried out on all 3 samples at room temperature. The resultant
spectra, DOS and orbital overlap are shown in figures 6.4.11-6.4.13. Note that feature C has been
aligned with the experimental data and has been scaled to allow a reasonable comparison. The
simulated spectra peak intensity and positions are in good agreement with the experiment for all
samples. The DOS shows that feature B is centred around the f orbitals, but also shows a wide
p orbital density in a similar region. Feature B shows that the p-PDOS and f -PDOS intensity is
much larger than the experiment, which is mostly likely due to this feature arising from deep states.
The weaker intensity reflects that it is less probable for a core-hole to be filled by electrons from
these orbitals. Taking the analysis from the tungsten references into consideration, these results
suggest that the emission involving the metal 5p orbitals is not allowed (confirmation of the dipole
selection rules) and therefore feature B is formed of contributions for the f character. Feature
C shows mostly d character but also a small contribution from s and p orbital mixing from the
ligands. Interestingly there is a small feature in the region defined by C’. Comparison between the
three samples shows that this feature undergoes a shift in energy between the different oxidation
states. However the analysis of the metal-ligand bond lengths for the tungsten reference samples
(section 5.4) may indicate a different origin of this shift. The bond lengths for IrO2, IrCl3 and IrTe2
are: 2.015Å, 2.371Å and 2.639Å respectively. Both the metal-ligand bond length and oxidation state
appear to have a role in determining the energy position of this feature. The orbital overlap is shown
along side the DOS to give an understanding of the interactions between the metal and ligands. The
features in the vtc-XES have been shown to directly probe the ligand orbitals (section 5.4). The
orbital overlap shows very little ligand character in feature B as expected. Feature C’ indicates
overlap with only ligand ns orbitals while feature C has contribution from only ligand np orbitals.
This result is consistent across all samples. While there are some striking differences in the character
of the overlap, what is interesting to note is that separation between the ns and np features in the
IrTe2 sample. The simulations suggest that due to the separation of features C’ and C, it is difficult
to resolve the individual features and therefore the subtle changes in the Ir-Te path length may not
be determined. This again highlights that the limiting factor of these measurements is the core-hole
lifetime broadening effects.

(a) (b)

Figure 6.4.11: Ir Lβ: IrCl3 vtc-XES. a) experiment vs simulated DOS, b) experiment vs simulated
orbital overlap. Legend indicates (Ligand(Metal)) orbital overlap.
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(a) (b)

Figure 6.4.12: Ir Lβ: IrO2 vtc-XES. a) experiment vs simulated DOS, b) experiment vs simulated
orbital overlap. Legend indicates (Ligand(Metal)) orbital overlap.

(a) (b)

Figure 6.4.13: Ir Lβ: IrTe2 vtc-XES. a) experiment vs simulated DOS, b) experiment vs simulated
orbital overlap. Legend indicates (Ligand(Metal)) orbital overlap.
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6.4.3 EXAFS analysis

For each compound the EXAFS and FT-EXAFS have been plotted with a comparison between the
4 angles measured and across the temperature range. The relative position of the first 4 single
scattering paths with respect to the excited Ir atom are shown in figure 6.4.14, along with an
example of the experimental data. The first contribution comes from the Ir - Te paths at 2.65Å
with a degeneracy of 6. It is suggested that there is a split in this path below the 280K transition
where 2 paths becomes shorter and 4 become longer, however the difference is too small to separate
the paths in the data. The next contribution comes from the Ir - Ir paths. This is split into the
undistorted path (IrL) at 3.939Å and the dimerized path (IrS) at 3.800Å. In total these paths have
a degeneracy of 6 but the split in the contributions will be determined separately for each phase.
Finally the single scattering contributions for the second Ir - Te path at 4.623Å is considered.
Table 6.4.4 shows the path lengths, degeneracies and relative angles of the paths with respect to the
ab-plane (ϕA) and c-axis (θA).

Figure 6.4.14: IrTe2 single scattering path contributions, plotted in R-space. IrTe2 spectra (300K,
30o) shown for reference.

IrTe2 - Parent compound

Figure 6.4.15 shows the comparison across angles for both the EXAFS and FT-EXAFS taken on
the IrTe2 samples. The data and fits shown here have been carried out on data collected from the
L3 Ir edge (Lα1). The EXAFS have been plotted using a k -weight of 2 and the Fourier transform
has been performed used a k -range between 3Å−1 - 13.2Å−1. The EXAFS shows reasonable signal
to noise ratio up until at least 13.5Å−1, with strong EXAFS oscillations. The data has been cut at
13.2Å−1 as systematic errors start to appear, with this range sufficient for interpretation of the data.
There are some very small differences between the angles, for example at 4.0Å−1 and 7.4Å−1. These
changes are seen more clearly in the Fourier transform. Firstly, it is clear there is more noise in the
higher temperature data, shown just below 2Å and less defined features after the Ir-Te path. The
features that represent the contributions for the two Ir-Ir paths do show some significant changes in
the range of 3.6Å - 4.2Å. While it is difficult to conclude an angular dependence in 300K data due
to distortions caused by systematic errors, the 160K shows a clear difference between the 15o/30o

and 60o/70o, with the Ir-Ir feature becoming less intense and less broad. This data shows how the
angular dependence can affect the contributions to the data from specific paths, where the 15o/30o

angles are more sensitive to the Ir-Ir paths in the ab-plane. Figure 6.4.16 shows the data collected at
the 15o angle across both transitions, which has been separated into the high and low temperature
phases. While there is some small thermal effects, the biggest change is seen for the Ir-Ir paths.
Below the first order transition, the feature becomes more defined and greater intensity is seen at
4Å.
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(a)

(b)

Figure 6.4.15: a) EXAFS and b) FT-EXAFS for IrTe2 (Ir L3-edge) sample. Showing the angular
dependence of these measurements at both 300K and 160K. Also indicated are the two regions of
interest, identifying the Ir-Te and Ir-Ir contributions in the FT-EXAFS.
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(a)

(b)

Figure 6.4.16: a) EXAFS and b) FT-EXAFS for IrTe2 (Ir L3-edge) sample. Showing data for the
15o angle across both transitions at 280K and 180K. Also indicated are the two regions of interest,
identifying the Ir-Te and Ir-Ir contributions in the FT-EXAFS.
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Beat effect

The small difference between the two Ir path lengths and the relative difference in the contribu-
tions make the standard fitting procedure difficult to apply. The fitting parameters may treat the
shorter Ir path as noise, which would be reflected in the Debye-Waller factor. Before attempting
to fit a model to the data it is necessary to determine if both paths are present. To this end, an
analysis of the Fourier transform known as the beat effect has been carried out, with further details
of the methodology given in section 4.6. Taking the average lengths of the undistorted (IrL) and
dimerized (IrS) Ir-Ir paths as IrL = 3.97Å and IrS = 3.82Å we expect to see a minimum in the
range of 8-10Å in q-space (back Fourier transform), using equation (58).

Table 6.4.3 shows the minima of the beat effect for each temperature and angle for the IrTe2
sample. Examples of this effect are shown for temperatures above and below the transition in
figure 6.4.17. There is a clear effect seen above and below the transitions in all angles for this
sample. Hence both the IrL and IrS paths are present for the full temperature range studied here.
While it can not be determined if there is any change in the nature of paths, this shows that a model
fitting both paths is appropriate in this situation.

Angle

Temperature (K) 15o 30o 60o 70o

320 9.4±0.3 9.8±0.3 9.8±0.3 9.8±0.3

310 9.8±0.3 9.6±0.3 9.7±0.3 9.6±0.3

300 9.6±0.3 10.1±0.3 9.7±0.3 9.5±0.3

290 9.7±0.3 10.1±0.3 9.8±0.3 9.6±0.3

280 9.9±0.3 10.1±0.3 9.8±0.3 9.5±0.3

270 9.4±0.3 9.5±0.3 9.6±0.3 9.5±0.3

250 9.4±0.3 9.6±0.3 9.6±0.3 9.5±0.3

225 9.4±0.3 9.6±0.3 9.7±0.3 9.6±0.3

200 9.4±0.3 9.4±0.3 9.6±0.3 9.6±0.3

190 9.4±0.3 9.6±0.3 9.7±0.3 9.6±0.3

180 9.4±0.3 9.4±0.3 9.6±0.3 9.5±0.3

170 9.4±0.3 9.4±0.3 9.6±0.3 9.6±0.3

160 9.3±0.3 9.4±0.3 9.3±0.3 9.7±0.3

Table 6.4.3: IrTe2 (Ir L3-edge) beat effect: minimum for the beat with relation to the IrL and IrS .

Figure 6.4.17: IrTe2 beat effect example for 15o from all temperatures measured on L3-edge (Lα1).
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Fitting

To further understand how the nature of the Ir-Ir paths may change across the transitions, the
EXAFS data has been fitted. The structure used is shown in table 6.4.4 and the method for this is
described in section 4.5.

Path Path length (Å) Degeneracy θA(o) ϕA(o)

Ir-Te 2.650 2 59.14 35.10

”” 2 59.14 94.43

”” 2 59.14 144.90

Ir-Ir (IrL) 3.939 * 90.00 0.00

”” * 90.00 60.00

”” * 90.00 120.00

Ir-Ir (Dimer - IrS) 3.800 * 90.00 0.00

”” * 90.00 60.00

”” * 90.00 120.00

2nd Ir-Te 4.623 2 29.47 35.10

”” 2 29.47 94.43

”” 2 29.47 144.90

Table 6.4.4: Ir1−xPtxTe2 Scattering paths. The asterisk indicates that the degeneracy of these paths
is a variable in the different models (formally the degeneracy is 2).

The beat effect analysis for this composition shows that both the undistorted and dimerized
Ir paths are present above and below the transitions. The literature shows that below 280K the
dimerized paths are in an ordered state along the a-axis. However no information is given for these
paths above 280K. To study this further, two separate models have been applied to all the data
sets. Model 1 represents a system where the dimerized paths can be fitted in all directions within
the ab-plane. As the ratio between the IrL and IrS is unknown in the high temperature phase, this
model assumes that they have equal weighting. While different ratios of IrL and IrS paths have been
tested, due to the highly distorted structure above the 280K transition, it is difficult to determine
specific ratios. Model 2 is based on the reported low temperature structure. The dimerized paths
are only considered along the a-axis, with only 1 in 5 Ir-Ir paths dimerized. Below the second
transition at 180K a 3rd model was tested to determine if it was possible to fit the Q1/8 dimer
structure. However no significant improvement was made to the fitting parameters. The 3rd model
has not been included in the remainder of the chapter.

All fitting parameters for both models are shown in tables 6.4.5- 6.4.6 and examples of the
fits are shown in figures 6.4.18- 6.4.19 for 300K and 160K for all angles measured. The fits were
done in R-space using a range of 2.1Å-4.3Å, extracted from k -space between 3Å−1-12.5Å−1, with
k -weightings of 1, 2 and 3. While the EXAFS oscillations are strong beyond this range, this was
chosen as the most consistent range across all data sets and limits the systematic errors in the
data sets. For each data set the number of independent points is between 45-88 and the number
of variables used is between 14-17, apart from 320K where the background has also been fitted
which increases the number of variables to 59. The R-factors for each model range between 0.008
and 0.017. The E0 position for each data has been allowed to vary, but it shows a consistent value
within the error which reflects the stable edge position in the XANES data. This parameter was left
as a fitting parameter across all temperatures to track any chances in E0 position. The value for S20
is a global factor in these fits that takes into account a number of factors that affect the amplitude
value when comparing the experimental data to the theoretical data. Across all fits this value is
between 0.9-1.05, which suggests a reasonable match between the model and data. The example
fits for the 300K data using model 1 shows very good agreement with the model for both the Ir-Te
and both Ir-Ir paths. There is a small difference at 3Å, but is most likely caused by systematic
errors in the data, as it is between two scattering paths. The 160K fits using model 2 also show
very good agreement in the fitting range. There is a small intensity difference from the contribution
for the IrL scattering path, but the agreements still suggests that both Ir-Ir paths are present. The
path lengths and Debye-Waller factors are plotted in figures 6.4.20- 6.4.21. The Ir-Te scattering
paths are consistent across both models and show a small change across both transitions, which
is also reflected in the Debye-Waller factor. The Ir-Ir paths show a clear difference between the

Page 79



IrTe2: Study of the atomic and electronic role played by Ir species in the first order transition

models across the first transition. Model 1 shows reasonable path lengths and Debye-Waller factors
above the transition. However, below this transition the Debye-Waller factor values for the IrS
become unreasonably large compared to the undistorted paths. Model 2 on the other hand is more
appropriate below transition, with positive Debye-Waller factors. While the error for the Debye-
Waller factor for the IrS paths is large compared to the IrL paths, this is a reflection of the relatively
small contribution to the spectra. The Debye-Waller parameters used in these fits are adjustments
to the model which take into account thermal distortions. Typically if the value is significantly
large (including errors) it suggests that the contribution for the path is larger in the model than
the experimental data and the opposite is seen for a negative value. Appling model 1 below the
transition gives large Debye-Waller factor values, suggesting that the contribution for the IrS paths
is too large in the model due to fitting these paths in all directions rather than just one. Applying
model 2 above the transition however gives negative Debye-Waller factor values suggesting that the
model is under estimating the contribution for the IrS paths, which again comes from the model
only fitting these path in one direction. Combining model 1 and 2 where they are most appropriate
to the scenarios being tested, shown in figures 6.4.21(a, d), show firstly that it is reasonable to fit
two similar path lengths for Ir-Ir above and below both transitions. Secondly, that there is a change
in the ordering of the short paths across at least the first transition (T1). It is important to notice
that some of the Debye-Waller values can be negative within the error, which typically suggests that
there is an issue with these paths. The reason for these values may be related to several factors.
Firstly, the contribution to the signal is significantly less for the IrS compared to the IrL paths,
which makes it more difficult to fit these paths. Secondly it may be a consequence of fitting the
angular dependence of these paths, where in section 2.2.4 it is shown that the ab orientation is left
as a fitting parameter. This introduces an additional degree of uncertainly in these fits.
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(a)

(b)

Figure 6.4.18: a) EXAFS and b) FT-EXAFS fitting examples for IrTe2 (Ir L3-edge) at 300K using
3 angles. The dashed lines indicate the fitting result.
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(a)

(b)

Figure 6.4.19: a) EXAFS and b) FT-EXAFS fitting examples for IrTe2 (Ir L3-edge) at 160K using
4 angles. The dashed lines indicate the fitting result.
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IrTe2: Study of the atomic and electronic role played by Ir species in the first order transition

(a)

(b) (c)

(d)

(e) (f)

Figure 6.4.20: Fitting parameters for Ir-Te paths for IrTe2. (a)-(c) Path lengths, (d)-(f) Debye-
Waller factors. (a)/(d) - model 1 applied to 280K and above, model 2 applied to below 280K.
(b)/(e) - model 1 only, (c)/(f) - model 2 only. Dashed lines indicate transitions.
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(a)

(b) (c)

(d)

(e) (f)

Figure 6.4.21: Fitting parameters for Ir-Ir (IrL - blue, IrS - orange) paths for IrTe2. (a)-(c) Path
lengths, (d)-(f) Debye-Waller factors. (a)/(d) - model 1 applied to 280K and above, model 2 applied
to below 280K. (b)/(e) - model 1 only, (c)/(f) - model 2 only. Dashed lines indicate transitions.
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Ir1−xPtxTe2, x = 0.02, 0.05

The EXAFS and FT-EXAFS for both doped compositions have been plotted in figures 6.4.22-
6.4.25. The EXAFS have been plotted use a k-weighting of 2, and a k -range of 3Å-13Å has been used
for the Fourier transform. For x = 0.02, the angular dependence has been shown in figure 6.4.22.
The EXAFS oscillations are strong up until at least 14Å. The differences between the angles are
similar to the pure system, where there is a change in the 15o/30o and 60o/75o, shown for example
in the EXAFS at 7.5Å−1, indicated by the arrow. The FT-EXAFS indicate that the features for the
Ir-Ir paths have a strong angular dependence, where as the Ir-Te do not. It is interesting to note
that the Ir-Ir structure at 300K is more defined in these measurements than in the pure compound.
For comparison, the 15o data across all temperatures has been plotted in figure 6.4.23. Due to
the extended temperature range measured, there is a clear thermal effect on the amplitude of the
signal. The most significant structural change is seen at 3.7Å, representing the IrS paths. Across
the transition at 140K, the lower end of this feature becomes more rounded in the low temperature
phase. This suggests that the dimerized Ir paths either becomes more defined or contributes more
to the signal, indicating that there is a change associated with these paths.

The angular dependence on the signal for the x = 0.05 composition is shown in figure 6.4.24,
plotted in both EXAFS and FT-EXAFS. The quality of the data appears slightly worst than the
other compositions, where distortions in the data appear from approximately 9Å−1. A k -range of 3Å
- 12.5Å has been used for all data sets. Again the changes seen across the angles are consistent with
the x = 0.00 and 0.02 data, where the largest changes are seen for the Ir-Ir paths. All temperatures
measured for the 15o angle for comparison are shown in figure 6.4.25. There is a clear thermal effect
in the overall amplitude of the signal, seen as an increase in the amplitude at lower temperatures.
This composition should not show the metal-insulator transition, which is reflected in the data.
There is no clear structural change seen in the EXAFS data. A small difference between the 300K
and 250K data in the FT-EXAFS in the Ir region (3-4Å) is most likely a thermal effect rather than
structural.

Beat effect

To verify that both the undistorted and dimerized Ir-Ir paths are present in both compositions,
an analysis of the back Fourier transform has been carried out to check if a beat effect is seen for
these paths. Table 6.4.7 shows the position of the minimum for both compositions, across all angles
and temperatures. The values obtained are comparable to that from the pure sample (table 6.4.3)
suggesting firstly that both paths are present in all data sets and secondly that the difference between
these paths are similar across all compositions. This gives confidence in applying a fitting model
which considers Ir-Ir dimers.

Ir1−xPtxTe2, x = 0.02

Angle

Temperature (K) 15o 30o 60o 75o

300 9.6±0.3 9.7±0.3 9.7±0.3 9.6±0.3

250 9.8±0.3 9.6±0.3 9.8±0.3 9.7±0.3

200 9.9±0.3 9.7±0.3 9.7±0.3 9.7±0.3

100 9.5±0.3 9.6±0.3 9.6±0.3 9.4±0.3

55 9.4±0.3 9.4±0.3 9.6±0.3 9.5±0.3

Ir1−xPtxTe2, x = 0.05

300 9.6±0.3 10.0±0.3 9.8±0.3 9.8±0.3

250 9.4±0.3 - 9.7±0.3 -

200 9.6±0.3 - 9.5±0.3 -

55 9.6±0.3 9.8±0.3 9.8±0.3 9.8±0.3

Table 6.4.7: Ir1−xPtxTe2 (Ir L3-edge), x = 0.02, 0.05 beat effect: minimum for the beat with relation
to the IrL and IrS . The dash mark (-) indicates no data available for the temperature/angle.
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(a)

(b)

Figure 6.4.22: a) EXAFS and b) FT-EXAFS for Ir1−xPtxTe2 (Ir L3-edge), x = 0.02 sample. Showing
the angular dependence of these measurements at both 300K and 55K. Also indicated are the two
regions of interest, identifying the Ir-Te and Ir-Ir contributions in the FT-EXAFS.
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(a)

(b)

Figure 6.4.23: a) EXAFS and b) FT-EXAFS for Ir1−xPtxTe2 (Ir L3-edge), x = 0.02 sample. Showing
data for the 15o angle across the transition at 140K. Also indicated are the two regions of interest,
identifying the Ir-Te and Ir-Ir contributions in the FT-EXAFS.
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(a)

(b)

Figure 6.4.24: a) EXAFS and b) FT-EXAFS for Ir1−xPtxTe2 (Ir L3-edge), x = 0.05 sample. Showing
the angular dependence of these measurements at both 300K and 55K. Also indicated are the two
regions of interest, identifying the Ir-Te and Ir-Ir contributions in the FT-EXAFS.
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(a)

(b)

Figure 6.4.25: a) EXAFS and b) FT-EXAFS for Ir1−xPtxTe2 (Ir L3-edge), x = 0.05 sample. Showing
data for the 15o angle. Also indicated are the two regions of interest, identifying the Ir-Te and Ir-Ir
contributions in the FT-EXAFS.
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Fitting

To understand how the structures of the doped compounds differ from the pure, the same fitting
procedure and models have been applied (table 6.4.4). While it is expected that the Pt dopant will
affect the structure, due to the relatively small amounts considered it has been assumed that the
distortions will be taken into account by the fitting parameters. Given that from the beat analysis
it has been shown that both IrL and IrS paths are present, the same two models for the Ir structure
used for the pure compound have been applied to the x = 0.02 sample. The transition has been
fully suppressed in the x = 0.05 sample, so only model 1 for the HT phase has been applied. The
second transition seen in the pure sample is expected to be suppressed in both compositions.

The results from the fits on the x = 0.02 compound for both models are shown in tables 6.4.8-
6.4.9 and example fits are shown in figures 6.4.26-6.4.27. The x = 0.05 compound fitting results and
example fits are shown in table 6.4.10 and figures 6.4.28- 6.4.29. Data have been extracted from a
k -range of 3Å−1 - 12.8Å−1 and the fitting has been carried out in R-space using a range of 2.1Å -
4.3Å with k -weightings of 1, 2 and 3. The number of independent statistical points available range
between 56 - 71 and the number of variables used is 16 (apart from the 250K, 200K x = 0.05 fitting,
due to having only 2 angles available). The R-factor ranges between 0.007-0.016, but the average is
slightly larger than in the pure compound, which may suggest higher disorder in these samples. The
E0 values have been allowed to vary for all data sets and show a reasonably stable position, which
is consistent with the XANES analysis. The global S20 value takes into account amplitude reduction
factors. This value varies between 0.86-1.02, with a general increase seen across the angles.

The Ir-Te and Ir-Ir path lengths and Debye-Waller factors from each model for the x = 0.02 and
0.05 have been plotted in figures 6.4.30 - 6.4.31 and 6.4.32. The Ir-Te path lengths and Debye-
Waller factors are consistent across the two models. There is a small change across the transition at
140K in the path lengths, reflecting a similar change when compared to the pure compound and the
Debye-Waller factor shows a general decrease as a function of temperature consistent with thermal
effects. This path for the x = 0.05 compound is consistent in all measurements which reflects that
no transition is present in this system and further confirms that the changes in this path are directly
related to the transition.

The Ir-Ir paths for the x = 0.05 compound show consistent values for both IrL and IrS paths
and reasonable Debye-Waller factors when using model 1. This confirms that without a transition
both paths are present and the most likely scenario for the dimerized paths is that they are in a
disordered state. Both models have been tested for the x = 0.02 compound. Model 1, representing
disordered IrS paths, shows reasonable values for the path lengths and Debye-Waller values above
the transition but these values become large below 140K, with a significant error associated with the
values. Modelling an ordered dimer system, model 2 shows reasonable values below the transition.
These fits show again that there is a change in the nature of the structure across the transition
and similar to the pure compound it suggest an order-disorder like transition (consistent with the
observations in the pure material). Similar to the pure compound it is important to note that some
of the Debye-Waller factors can be negative with the error bars. While this typically suggests that
there is an issue with fitting these paths, it is most likely due to fitting the angular dependence of
the paths with the ab-plane orientation as a fitting parameter and the contribution to the signal is
significantly less for the IrS compared to the IrL paths.
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(a)

(b)

Figure 6.4.26: a) EXAFS and b) FT-EXAFS fitting examples for Ir1−xPtxTe2 (Ir L3-edge), x = 0.02
at 300K using 4 angles. The dashed lines indicate the fitting result.
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(a)

(b)

Figure 6.4.27: a) EXAFS and b) FT-EXAFS fitting examples for Ir1−xPtxTe2 (Ir L3-edge), x = 0.02
at 55K using 4 angles. The dashed lines indicate the fitting result.
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(a)

(b)

Figure 6.4.28: a) EXAFS and b) FT-EXAFS fitting examples for Ir1−xPtxTe2 (Ir L3-edge), x = 0.05
at 300K using 4 angles. The dashed lines indicate the fitting result.
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(a)

(b)

Figure 6.4.29: a) EXAFS and b) FT-EXAFS fitting examples for Ir1−xPtxTe2 (Ir L3-edge), x = 0.05
at 55K using 4 angles. The dashed lines indicate the fitting result.
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Parameters 300K 250K 200K 100K 55K

∆E0 (eV) 5.9±0.5 6.0±0.6 6.3±0.5 6.2±0.5 6.3±0.4

S2
o - (15o) 0.82±0.04 0.85±0.04 0.87±0.04 0.84±0.03 0.86±0.03

S2
o - (30o) 0.90±0.04 0.90±0.04 0.89±0.04 0.84±0.04 0.85±0.04

S2
o - (60o) 0.93±0.04 0.94±0.05 0.95±0.05 0.90±0.04 0.91±0.04

S2
o - (75o) 1.01±0.06 0.95±0.06 0.93±0.06 0.92±0.05 0.94±0.05

1st Ir-Te R (Å) 2.640±0.001 2.640±0.002 2.640±0.002 2.641±0.001 2.641±0.001

1st Ir-Te σ2 (Å2) 0.0028±0.0002 0.0021±0.0003 0.0016±0.0003 0.0008±0.0002 0.0007±0.0002

Ir-Ir Dimer (IrS) R (Å) 3.88±0.03 3.86±0.02 3.87±0.02 3.90±0.02 3.90±0.03

Ir-Ir Dimer (IrS) σ2 (Å2) 0.004±0.003 0.001±0.002 0.001±0.002 0.002±0.004 0.002±0.004

Ir-Ir (IrL) R (Å) 3.99±0.03 3.99±0.02 3.99±0.02 4.01±0.02 4.01±0.02

Ir-Ir (IrL) σ2 (Å2) 0.004±0.005 0.001±0.002 0.001±0.003 0.001±0.002 0.001±0.002

2nd Ir-Te R (Å) 4.62±0.01 4.63±0.01 4.63±0.01 4.62±0.01 4.619±0.008

2nd Ir-Te σ2 (Å2) 0.010±0.001 0.008±0.001 0.007±0.001 0.007±0.001 0.006±0.001

R-Factor 0.015 0.015 0.016 0.011 0.010

Independent points 64.0 62.2 62.9 59.4 62.5

Variables 16 16 16 16 16

Table 6.4.8: Ir1−xPtxTe2, x = 0.02: EXAFS fitting parameters for data between 300K-55K.
Model 1: Ir-Ir dimers fitted along all Ir-Ir paths

Parameters 300K 250K 200K 100K 55K

∆E0 (eV) 5.9±0.5 5.9±0.6 6.2±0.7 6.2±0.5 6.3±0.5

S2
o - (15o) 0.84±0.04 0.85±0.04 0.87±0.04 0.85±0.03 0.86±0.04

S2
o - (30o) 0.91±0.04 0.91±0.04 0.89±0.04 0.84±0.04 0.85±0.04

S2
o - (60o) 0.94±0.04 0.94±0.05 0.95±0.05 0.91±0.04 0.91±0.04

S2
o - (75o) 1.02±0.05 0.95±0.06 0.92±0.06 0.93±0.05 0.93±0.05

1st Ir-Te R (Å) 2.638±0.001 2.638±0.002 2.639±0.001 2.642±0.001 2.641±0.001

1st Ir-Te σ2 (Å2) 0.0029±0.0002 0.0021±0.0003 0.0016±0.0003 0.0008±0.0002 0.0007±0.0002

Ir-Ir Dimer (IrS) R (Å) 3.91±0.01 3.84±0.02 3.84±0.01 3.88±0.03 3.88±0.03

Ir-Ir Dimer (IrS) σ2 (Å2) 0.01±0.01 -0.001±0.002 -0.001±0.002 0.001±0.004 0.001±0.004

Ir-Ir (IrL) R (Å) 3.93±0.02 3.97±0.01 3.97±0.01 3.99±0.01 3.99±0.01

Ir-Ir (IrL) σ2 (Å2) 0.005±0.002 0.001±0.002 0.001±0.001 0.001±0.002 0.001±0.002

2nd Ir-Te R (Å) 4.62±0.01 4.62±0.01 4.63±0.01 4.620±0.009 4.620±0.008

2nd Ir-Te σ2 (Å2) 0.010±0.001 0.008±0.001 0.007±0.001 0.007±0.001 0.006±0.001

R-Factor 0.016 0.015 0.016 0.011 0.010

Independent points 71.0 61.5 61.5 61.5 61.5

Variables 16 16 16 16 16

Table 6.4.9: Ir1−xPtxTe2, x = 0.02: EXAFS fitting parameters for data between 300K-55K.
Model 2: Ir-Ir dimers fitted along one Ir-Ir path (a-axis)
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(a)

(b) (c)

(d)

(e) (f)

Figure 6.4.30: Fitting parameters for Ir-Te paths for Ir1−xPtxTe2 x = 0.02. (a)-(c) Path lengths,
(d)-(f) Debye-Waller factors. (a)/(d) - model 1 applied to 280K and above, model 2 applied to
below 280K. (b)/(e) - model 1 only, (c)/(f) - model 2 only. Dashed lines indicate transitions.
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(a)

(b) (c)

(d)

(e) (f)

Figure 6.4.31: Fitting parameters for Ir-Ir paths (IrL - blue, IrS - orange) for Ir1−xPtxTe2 x = 0.02.
(a)-(c) Path lengths, (d)-(f) Debye-Waller factors. (a)/(d) - model 1 applied to 280K and above,
model 2 applied to below 280K. (b)/(e) - model 1 only, (c)/(f) - model 2 only. Dashed lines indicate
transitions. Page 99
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Parameters 300K 250K 200K 100K

∆E0 (eV) 6.1±0.5 6.3±0.5 5.7±0.6 6.1±0.6

S2
o - (15o) 0.86±0.05 0.96±0.04 0.86±0.04 0.93±0.05

S2
o - (30o) 0.99±0.05 - - 0.95±0.05

S2
o - (60o) 1.06±0.06 1.07±0.06 0.95±0.06 0.99±0.06

S2
o - (75o) 1.01±0.05 - - 0.99±0.06

1st Ir-Te R (Å) 2.637±0.002 2.637±0.002 2.637±0.002 2.636±0.002

1st Ir-Te σ2 (Å2) 0.0029±0.0002 0.0028±0.0003 0.0016±0.0003 0.0006±0.0003

Ir-Ir Dimer (IrS) R (Å) 3.85±0.01 3.84±0.02 3.85±0.02 3.86±0.02

Ir-Ir Dimer (IrS) σ2 (Å2) 0.002±0.002 0.005±0.004 0.002±0.003 0.002±0.003

Ir-Ir (IrL) R (Å) 3.98±0.02 3.97±0.01 3.98±0.01 3.99±0.02

Ir-Ir (IrL) σ2 (Å2) 0.002±0.003 0.001±0.002 0.001±0.002 0.001±0.002

2nd Ir-Te R (Å) 4.59±0.01 4.59±0.02 4.61±0.02 4.613±0.007

2nd Ir-Te σ2 (Å2) 0.013±0.002 0.012±0.002 0.012±0.003 0.004±0.007

R-Factor 0.015 0.007 0.009 0.014

Independent points 56.2 26.9 29.2 54.7

Variables 16 12 12 16

Table 6.4.10: Ir1−xPtxTe2, x = 0.05: EXAFS fitting parameters for data between 300K-55K.
Model 1: Ir-Ir dimers fitted along all Ir-Ir paths. Dashed marks (-) indicate no available data.

(a) (b)

(c) (d)

Figure 6.4.32: Fitting parameters for Ir1−xPtxTe2 x = 0.05. (a)-(b) Ir-Te path lengths and Debye-
Waller factors. (c)-(d) Ir-Ir (IrL - blue, IrS - orange) path lengths and Debye-Waller factors.
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6.4.4 DFT simulations

First-principle calculations have been carried out to address the XANES post-edge region on the high
and low temperature IrTe2 parent material. 3 structures have been simulated. A high temperature
structure for comparison with the literature to confirm suitable parameters (no dimers). Two low
temperature structures simulating the ordered dimers and Te octahedra are also shown. While it
is not possible to fully separate the two changes, the structures used allows for the identification
of the changes that are responsible for the XANES structure. Specific details of these simulations
are given below, with the Exciting package described in section 3.5.1. To give further insight into
the electronic changes that result in the intensity increase of certain features across the transition,
the L2 spectra, band structure and density of states have been produced. The reported HT phase
based on the initial structure used for the EXAFS analysis (Table 6.4.4) gives a suitable reference
model to compare the two major structural changes below the transition. It should be noted that
it was not possible to model the high temperature structure with disordered dimers. The reason for
this is that both FDMNES and Exciting require an inputted structure of the unit cell which is then
repeated to form a super-lattice. To model disorder the unit cell would need to be very large and
hence the calculation would become extremely computationally expensive. It would be possible to
run this calculation via a cluster model. However this technique is outside the scope of this thesis.
The ordering of the Ir dimers has been modelled using the structural data from the fitting analysis
where IrL = 3.973Å and IrS = 3.810Å. There is one dimerized path for every five undistorted paths,
representing the Q1/5 structure. The compression of the Te octahedra has been modelled separately
and based of the reported path lengths given in [214]: two opposite Ir-Te paths have been shortened
to 2.638Å and 4 have effectively been elongated to 2.688Å (Ir-Te path length). The structures have
been built in Material Studios [228] with a coarse geometrical optimization using CASTEP [229]
to ensure a reasonable structure. The structures for IrCl3, IrO2 and both LT IrTe2 are given in
section B.2.

The groundstate calculations for each structure have been kept consistent to ensure that a
comparison can be made. A generalized gradient approximation (GGA), Perdew-Burke-Ernzerhof
(PBE) [121] exchange-correlation functional has been used. While a local density approximation
(LDA), Perdew-Wang (PW) [120] has been tested, it was unable to reproduce the band separation
around the Fermi level when compared to the literature on similar simulations. Due to the large
atomic numbers of the elements in this compound, the spin-orbit coupling has also be considered. A
k -grid of 5x5x56 has been used to sample the Brillouin zone and RMTGmax, which determines the
number of augmented planewaves, has been converged to 8.0. To ensure an accurate groundstate,
the total energy and effective potential have been converged within a set of limits during the self-
consistent cycles. The convergence limit for the absolute change in total energy was set to 1× 10−4

(compared to the previous iteration). The convergence limit for the root mean squared change in
effective potential was set to 1 × 10−5 (compared to the previous iteration). The density of states
has been calculated using a k -grid size of 15x15x157 to ensure a sufficient sampling to map the
partial density of states (PDOS).

Figure 6.4.33: IrTe2 Simulated spectra (Ir L2-edge), shown at 0o along the ab-plane, with close up
of features after peak.

6Note: k -grid is represented along the basis vector directions (a, b, c), with the sampling points evenly spread.
7Please see footnote 6
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The calculated XANES spectra for the 3 models and the experimental data are shown in fig-
ure 6.4.33 alongside a close up view of the features after the whiteline. All spectra have been
normalized and both the Te compression and dimer structure are shown with the simulated high
temperature phase. Features defined as A and C show a small reduction in intensity when the Te
is compressed which is in good agreement with the experimental data. However this is not the case
with the dimer structure which shows very little change. There is a difference between the simulated
Te compressed structure and the simulated HT structure, shown as feature B, which is not seen
in the experimental spectra. This disagreement has not been accounted for. The whiteline feature
shows a stable position in both cases. However there is an intensity increase relative to the high
temperature simulated structure for the ordered dimers. The results suggests that the changes seen
after the whiteline are driven by the Te compression while the whiteline change is related to the
dimer ordering.

(a)

(b)

(c)

Figure 6.4.34: Density of states with Ir d and Te p orbital partial states for IrTe2 structure. a) high
temperature phase, b) Te compression, c) Dimer structure
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Figure 6.4.34 shows the calculated density of states for the high temperature, Te compression
and ordered dimer structures. In all cases the overall density is shown in grey, with both the Te 5p
and Ir 5d partial states shown. Comparison between the high temperature phase and the ordered
dimer system shows very little difference, especially around EF . It indicates that the ordering of
the dimers has very little effect on the overall density of states and that this is most likely not
the mechanism for the transition. Comparison with the structure in which the Te is compressed
however does show significant differences. There are some changes below EF in both the Ir and Te
orbitals. Around the Fermi energy the changes are more subtle however may indicate a mechanism
for the transition. The Te 5p orbitals show a redistribution of charge across the EF , indicated by
a small feature at the EF in the high temperature phase which is shifted to a lower energy in the
Te compressed system. This result is similar to the literature, in particular to [16] in which it is
suggested that the increase below EF in the Te 5p orbitals would have the result of decreasing the
kinetic energy of the electrons and this could be a driving force for the transition.

The calculated band structures for the simulated structures are shown in figure 6.4.35, where both
the Te p and Ir d character has been plotted. The ordered dimer structure shows very little difference
when compared to the high temperature phase similar to the density of states. Comparison between
the Te compressed structure and high temperature phase reveal that the changes are mostly related
to sections of bands which are dominated by Te character. For example, along the Γ-M direction at
approximately 2.6eV there is a clear separation of bands, which can also be seen at the H point at
the same energy. The overall structure in both case shows highly dispersive bands in all directions.
Considering two adjacent layers (i.e Γ-M-K-Γ and A-L-H-A) and between the layers (i.e. Γ-A) the
highly dispersive nature of all the bands suggests a very three dimensional electronic structure,
which as noted in [211] is not favourable in the case of nesting and therefore separates IrTe2 from
CDW materials like NbSe2.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.4.35: Calculated band structures for IrTe2 with p and d character shown. a/b) high
temperature phase, c/d) Te compression and e/f) dimer structure. Examples of the changes in the
band structure due to the different phases have been highlighted.
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6.5 Discussion

One of the key aims of this research has been to understand the Ir-Ir dimers in this system across the
first order transition. This will be addressed first with respect to the IrTe2 parent material. The back
Fourier transform (beat effect) confirms that both IrL and IrS paths are present above and below
both transitions and suggests a difference of approximately 0.16±0.01Å. To further understand if
the IrS paths undergo an ordering transition, two models have been used. The results show that
there is a change in the properties of the dimerized Ir paths. This can been seen when only one
model is applied to the data, the fitting parameters drastically change across the transition at
280K. Model 1 which represents a system with disordered dimers shows realistic values for the path
lengths and Debye-Waller factors above the transition. However, below the transition the Debye-
Waller factors become significantly larger with errors which suggest this model is not correct for the
low temperature phase. The difference between the IrL and IrS paths lengths (≈0.15Å) is in good
agreement with the value calculated from the beat effect, further suggesting this model is applicable.
The fitting parameters from model 2 which represented the order dimers along the a-axis, where 1
in 5 Ir-Ir paths are dimerized, is more realistic below the transition at 280K. The path lengths are
consistent and while the Debye-Waller values have larger errors for the IrS paths compared to IrL,
the values are reasonable. The increase in the error is a consequence of the IrS paths contribution
to the signal being significantly weaker than the other paths. It is also important to note that some
of the Debye-Waller values can be negative within the error. While this may indicate an unreliable
fitting parameter, the most likely cause is again due to the weaker contribution of the IrS paths
compared to the IrL paths. Again the difference in the paths is comparable to the beat effect values.
The analysis of the structure shows that the dimerized Ir-Ir paths are present above and below the
transition and suggests that this is an order-disorder like transition, which differs from the majority
of the literature where diffraction data suggests dimers only form below the transition.

In interpreting these results it is important to understand the nature of the dimers. It has
been generally accepted that there is a competition between lowering the internal energy upon the
formation of dimers vs the vibration entropy which destabilizes the dimers at higher temperatures.
It should also be noted that it has been previously shown that the Te atoms directly influence
the dimers and stops the system from becoming fully dimerized. As diffraction data only detected
dimers in the low temperature phase, it has been argued that the transition temperature is high
enough to completely destroy the dimers. The results presented here show that this is not the case,
that in fact the higher symmetry allows the internal energy gain to be favourable if the dimers are
in a disordered state, within the ab-planes. This would suggest that the formation of dimers is not
the mechanism involved in causing the transition, instead it seems to correlate to the ordering of
those dimers. It has been suggested that below the 180K transition, the system undergoes a further
ordering, where the wave vector changes to (1/8, 0, 1/8). Due to this transition being significantly
weaker than the 280K transition it has been difficult to confirm if this data shows any differences
between the low temperature phases through these measurements. However it does confirm that
dimers are also present below 180K.

It has been suggested that the formation of the dimers causes a partial oxidation state change in
the Ir, which pushes away nearby Te atoms. This causes the lattice deformation and it is a type of
charge transfer mechanism that causes the less metallic system. The XANES data collected from a
range of absorption edges and emission lines shows that there is no signature of an oxidation state
change or any significant effect on the Ir valence (5d) electronic structure across either transition.
When compared to the reference samples (IrO2 and IrCl3) it appears that the Ir is most likely in
a +3 state. The branching ratio also shows no changes and a value of 0.73 is in line with a +3
Ir state. The valence-to-core spectra also confirms that the electronic structure of the Ir species is
stable across both transitions. These results also confirm that the bonding interaction between the
Ir and Te atoms does not undergo a significant change. This is important to note, as it suggests
that the Te interaction with the Ir-Ir dimers is not responsible for the ordering effect below the
transition. There is a small change seen in the intensity of the whiteline, which is preferential along
the ab-plane. Given that the structural analysis shows a change in the Ir dimers, the most plausible
explanation for this intensity increase is as a result from the ordering of the dimers, where Ir orbitals
become slightly more localized due to an increase in the interactions within the Ir dimer chains.
This has been consistent with the DFT simulations, which also indicate that the intensity change
is a result from the ordering of the dimers.

The research presented in this thesis supports a scenario in which changes in the electronic
structure of the Te are responsible for the transition at 280K8. While measurements have not been
carried out on the Te species directly, due to a strong hybridization between the Te 5p and Ir 5d

8This may also be the mechanism for the second transition at 180K, however there is not sufficient information to
address this.
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orbitals, an insight in to the role of the Te can be given. After the whileline several features are seen
to change across transition at 280K, which are within the XANES region. There is a decrease in the
intensity of two features which are consistent across angles and edges and cannot be accounted for
by the temperature variation. DFT simulations have been carried out on 3 structures, representing
the different structural changes. The simulated XANES spectra show that the changes seen after the
whiteline are a direct result for the compression of the Te octahedra rather than the ordering of the
dimers and the magnitude of these changes are in very good agreement with the experimental data.
The density of states show that the compression causes a change in the available tellurium states
near the Fermi level, with a redistribution to lower energies. The bandstructure shows significant
dispersion which rules out the possibility of a CDW mechanism and shows how changes within the
bands are governed by the Te electronic structure rather than the Ir. The DFT results suggest that
it is the Te structural changes that causes the most significant changes in the electronic structures
and it is most likely this change that drives the transitions.

When the system is doped with Pt, the temperature of the transition is suppressed and at
approximately 4% the transition is lost. The analysis of the atomic structure in the Ir1−xPtxTe2,
x = 0.02 sample shows that the Ir dimers are present above and below the transition. The difference
between these paths, calculated from the beat effect, is approximately 0.15Å which is confirmed from
the fits. The fits show the same results as the pure sample where the most reasonable parameters
come from fits where above the transition the IrS dimerized paths are disordered and below they
are ordered along the a-axis. The x = 0.05 sample in which the transition is fully suppressed also
shows dimerized paths in all temperatures measurement and the disordered dimer model is the most
appropriate.

The dopant appears to have little effect on the electronic structure of the Ir species. The XANES
analysis shows that the Ir is most likely in a 3+ state in both compositions and the small intensity
change in the whiteline across the transition is seen in the x = 0.02 sample. Along with this, the
changes seen after the whiteline are also present with the transition. This result shows that the
mechanism responsible for the transition is the same as the pure system and that Ir dimers are
present in all compositions and at all temperatures measured.

One area that has not been addressed with this research is the mechanism for the reduction
and suppression of the first order transition once doped. The nature of this transition is the same
when compared to the pure system, which suggests that it is not a change in Ir-Ir dimers or the
Te compression which modulates the transition temperature. It has already been noted that as the
level of dopant increases, so does the length of the a-axis. Given that this research has shown it is
most likely the Te compression that drives the transition, it is important to consider the correlation
between the a-axis lattice length and the Te-Te bonding. It was shown that the transition temper-
ature increases when the IrTe2 is doped with Se, which undergoes the opposite effect compared to
the Pt dopant, where the increase in dopant reduces the size of the a-axis [230]. This suggests that
the intralayer Te-Te bonding is an important factor. In the case of the Pt doping, the increase in
the a-axis leads to a weakening of these bonds resulting in the lower transition temperature. This
also suggests that the destabilization of the intralayer Te-Te bonding is the mechanism which drives
the compression of the Te octahedra.

6.6 Conclusion

The structural analysis of the IrTe2 sample shows that above and below both transitions, Ir-Ir
dimers are present. The analysis suggests that in terms of the dimers, this is a structural order-
disorder type of transition, where above 280K the dimers are in a disorder state within the ab-plane,
between 280K-180K they become ordered along the a-axis where 1-5 Ir-Ir paths are dimerized and
finally below 180K there is a further modulation where the dimers still persist. The XANES data
reveals that there is no significant change in the electronic structure of the Ir species. From this
research it would appear that the Ir species is not the driving force of the first order transition. With
DFT simulations showing that the reported changes in the Te octahedra causes the most significant
changes in the overall electronic structure. It suggests that the redistribution and reduction in the
kinetic energy of the associated electrons is responsible for the reduction in conductivity.

When the system is doped, the analysis indicates that the Ir-Ir dimers are still present above
and below the transition in the x = 0.02 composition, where the transition temperature is reduced.
It is also found that the same type of order-disorder transition occurs, with little changes seen in
the XANES. This suggests that the transition occurs through the same mechanism as in the pure
sample. When the transition is fully suppressed in the x = 0.05 compound, the dimers are still
present (at least above the superconducting phase).
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Chapter 7

Ca2RuO4: study of the first order Mott transition

Two scenarios have previously been suggested for the metal to insulator (MI) transition in the
4d Ca2RuO4 system. These scenarios suggest different mechanisms for the Mott-type insulator,
involving different orbital occupations. While experiments have shown a significant change in the
structure in this compound, the electronic transition is not yet fully resolved. In this chapter XAS
measurements track both the electronic and atomic changes across the MI transition. It is shown
that along with a compression of the octahedra, there is a charge transfer between the non-degenerate
dxy and dxz,yz states. By lightly doping with lanthanum (on the calcium sites), the MI transition
is suppressed while the original lattice structure is retained. The research shows how the structural
and electronic transitions are strongly linked, but suggests that it is the structural transition that
leads the electronic change.

7.1 Introduction

Ca2−xLaxRuO4 belongs to a complex family of layered ruthenate materials [231, 232], and is specif-
ically a member of the alkaline earth-ruthenium Ruddlesden-Popper series [233]. Ca2RuO4 is a
compound isostructural with the Sr2RuO4 superconductor [234], but shows severe distortions due
to the smaller ionic radius of Ca. Both materials show a perovskite structure, where the RuO2

bilayers are typically responsible for the conductivity [235, 236]. These materials display a wide
range of properties and electronic orders including superconductivity, Mott transitions and charged
order states [237, 238, 239, 240, 241]. This is due to the close proximity of the energy scales driv-
ing these properties, which can be easily unbalanced by small distortions. In transition metals the
competition between the intra-atomic Coulomb interaction, U, and the bandwidth, W, often drive
the groundstate properties. In many 4d compounds the systems are closely balanced near a metal
to non-metal boundary with U/W ≈ 1 [242]. Small distortions can lead to a narrowing of the
bandwidth and hence a metal to insulator transition can occur [243]. The spin-orbit interaction
within the 4d shell of ruthenium is substantial and may play a key role in the formation of these
properties. The importance of this interaction for the development of charge order is linked to its
role as a driving force for new quantum orders [201, 244].

Figure 7.1.1: Ca2−xLaxRuO4 phase diagram. Red diamonds - Metal-insulator transition, green
squares - magnetic transition. Reproduced from [27]
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Ca2−xLaxRuO4 shows a rich phase diagram, figure 7.1.1, displaying a metal to insulator tran-
sition as a function of lanthanum doping. The parent compound (x = 0) undergoes a metal to
insulator transition at TMI = 360K and a magnetic transition from paramagnetic to antiferromag-
netic at TN = 110K [22]. The nature of the metal to insulator transition and the role played by the
orbital degree of freedom is unclear. While it is clear that a Mott - type mechanism makes the 2/3
filled t2g band insulating, two scenarios have been proposed [25]. Since both scenarios have differing
orbital occupations (n =(nxy, nxz + nyz)) and polarization (p ≡ nxy - (nxz + nyz)/2) [245], it allows
these scenarios to be probed by XAS techniques. One suggests that the transition is orbital selective
and it only affects the xy band which becomes metallic, where n and p goes from (1,3) and -1/2 in
the metal state to (2,2) and 1 in the insulating phase [24, 25]. The second scenario suggests that
the transition is assisted by the crystal field splitting, ∆ = εxz/yz - εxy > 0, similar to the case of
3d1 perovskites where P > 0 in all phases [26, 246, 247]. While both scenarios can be supported by
some experimental data, it is unclear which mechanism is driving the transition since both appear
to be inconclusive.

The interplay between the electronic and atomic structure in this compound is complex. Ac-
companying the electronic transitions, the material undergoes significant structural changes. As a
layered perovskite, above 360K Ca2RuO4 is made of RuO2 layers built up of corner sharing RuO6

octahedra, with a space group Pbca [23]. In the metallic phase the compound is characterized by
a long c-axis (L-Pbca) with the octahedra slightly elongated along the c-axis and a lattice ratio of
c/a = 3.25. In the insulating phase the c-axis is shorter (S-Pbca) and the octahedra are flattened
in the ab-plane, with a lattice ratio of c/a = 3.10 [22]. It has been reported that the crystal field
splitting effect in the Ru 4d orbitals is on the order of 10Dq which leads to a splitting of the 4d
states [26]. A simple representation of this effect, the Jahn-Teller distortion, is shown in figure 7.1.2.
In the elongated state, the degeneracy of the levels is broken by the stabilization of the orbitals
with a z-component, which are lowered in energy. The orbitals without a z-component become
destabilized in which they become higher in energy. This is a result of the dxy and dx2−y2 orbitals
having a greater overlap with the ligand orbitals. In the compressed state this situation is opposite,
where the degeneracy is broken by the stabilization of the orbitals without z-components and the
remaining orbitals becoming destabilized.

Figure 7.1.2: Left: Ca2RuO4 crystal structure. Right: Jahn-Teller distortion example (elongated).
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Additional to the Jahn-Teller distortion, the octahedra are rotated around the c-axis and shows
a tilt around the b-axis. Research on the effect of these distortions has shown that they may play a
critical role in the formation of the insulating phase. The tilting about the c-axis increases when the
system is cooled, which causes the eg bandwidth to decrease and the Ca-O bond length to change
[74]. While the rotation about the b-axis undergoes a very small change across the TMI transition
(about a degree), it has been suggested that this rotation causes a severe modification to the dxy
orbital while both dxz and dyz orbitals are unaffected [248]. It is also clear that both structural
distortions are necessary to minimize the total energy of the system [240].

While the structural changes and the general electronic structure in this material has been been
well characterized, the interplay between these and the driving factor for the TMI transition is
complex and not fully understood. Unravelling how the different effects are linked together is a
major challenge and is the focus of this chapter. To aid this research on the parent compound, the
substitution of lanthanum onto the calcium sites provides a direct route to explore the interplay
between the atomic and electronic structures across TMI . Lanthanum, which has a slightly larger
ionic radius (La3+ r = 1.22Å and Ca2+ r = 1.18Å), offers the advantage of retaining the original
lattice structure and Coulomb interaction [27, 79]. The slight substitution is believed to effectively
increase the t2g bandwidth by lowering the highly distorted Ru-O-Ru bond angle (151o) and simul-
taneously filling the t2g orbitals with the electron added by the La ion. While the bandwidth control
and filling control are common in perovskite-like oxides, the drastic and distinct effects in Ca2RuO4

is rarely seen, making a study of the La doping an interesting topic in its own right [28, 29]. It is
also important to note that the tilt of the octahedra decreases as a function of dopant [249]. The
change in the tilt is reported to go from approximately 11o when x=0.0, to 7.7o when x=0.13. The
change in the tilting of the octahedra is linked to the lowering of the Ru-O-Ru bond angle, and a
consequence of the doping. The transport properties of Ca2RuO4 as a function of La dopant and
temperature have been well documented, shown in figure 7.1.3.

Figure 7.1.3: Resistivity and magnetic susceptibility measurements Ca2−xLaxRuO4 [27]

The introduction of La into the system causes the TMI to reduce in temperature; upon heavy
substitution the transition is completely suppressed. The resistivity measurements show that when
x = 0 there is an abrupt first order transition from a nearly fully metallic high temperature phase to
a low temperature insulating phase at TMI = 360K, which is simultaneous with the major structural
change where the very elongated octahedra compresses to a nearly regular structure. Upon doping,
both ρab and TMI decrease dramatically. For x = 0.005 the TMI drops to approximately 280K
and ρab decrease by more than 2 orders of magnitude. At approximately x = 0.1 the metallic
phase is retained down to at least 2K and the ρab decrease to 10−4Ωcm . The behaviour of the
resistivity for x < 0.01 and x > 0.035 is fundamentally different. There is a deviation in the
conduction process from a variable range hopping-Efros-Shklovshii mechanism to an excitation to
extended states, which is characterized by a much weaker temperature dependence [27, 250]. The
conductivity O ( 1/ρ) extrapolated to T = 0 exhibits an abrupt rise around x = 0.035 suggesting
that the electrons start to populate extended states in the upper Hubbard band and the system
accordingly approaches a delocalised state. A distinct change in the low temperature resistivity is
rare and unambiguously defines a continuos transition from a strictly insulating phase to a regime
with low, yet finite, conductivity [251]. The magnetic transition is not the focus of this research.
However it is important to note that in the parent compound the system goes from paramagnetic
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to antiferromagnetic at approximately 110K. Doping the system does not affect the temperature of
this transition, however as x approaches 0.1, it becomes suppressed [27].

In this chapter the Ca2−xLaxRuO4 is studied with polarization dependent XAS to track both
the atomic and electronic structure as a function of temperature and dopant. By using polarization
dependent measurements it may be possible to track changes in different crystallographic planes and
due to the system being highly anisotropic, provide further information regarding the mechanisms
involved in the metal to insulator transition.

7.2 Sample preparation and characterization

The samples used in this research have been grown by R. Perry, using a growth method presented
in S. Ricco thesis [252]. A brief overview of this method is given here. Equation (59) gives the
chemical reaction used to grow the crystals and allows the determination of the correct ratios for
different doping levels.

(2− x)CaCO3 +
x

2
X2O3 + yRuO2 → Ca2−xXxRuyO4 + (2− x)CO2 (59)

The samples have been grown using a floating zone technique, using a commercial four-mirror
image furnace. Using equation (59), appropriate ratios of CaCO3, RuO2 and La2O3 were mixed
together. The resultant mixture was dried, due to the CaCO3 being hygroscopic, at 600oC for
18 hours. This was then pressed into pellets of a diameter of approximately 2cm and height of
5mm. These pellets were then placed onto a Pt plate, with a thinner bedding pellet used to prevent
contamination through the following steps. This was then baked in air at 1100oC for an additional 18
hours, which allows the solid-state reaction to occur. The resultant melt was then grounded, placed
inside a narrow cylindrical balloon, which was also placed in a straw and pressed in water using
an isostatic press. Once removed from the straw, the rod was then sintered in air at 1200oC for 2
hours. This constitutes the feed rod. Suspended in the centre of the mirror stage of the furnace this
rod was vertically aligned with the seed rod held from below. The FZ method requires the melting
of the bottom of the feed rod. The hot spot was focused at the centre of the four-mirror stage,
reaching a maximum temperature of 2200oC. As the seed and feed rods were lowered at different
speeds, new material containing single crystals was grown from the molten zone on top of the seed
rod. To track the changes as a function of dopant, 3 compositions have been used, x = 0.0, 0.05
and 0.15 where the TMI is approximately 360K, 150K respectively for the first two compositions
and suppressed when x = 0.15.

7.2.1 Characterization measurements (SEM/EDX)

Due to the anisotropic nature of these samples and the requirements of the polarization dependent
measurements, it was important to confirm that the samples used in the XAS measurements were
single crystals. Figures 7.2.1- 7.2.3 show the SEM images and EDX results on each composition.
The details of these techniques are given in section 3.4.1. The SEM shows in all cases that the
samples were homogeneous single crystals, with a constant contrast across the surface, while in some
cases it was possible to see the different layers, there is no indication that different domains have
formed. The EDX results confirm that the samples are pure with Ca, Ru and O in the appropriate
ratios, suggesting high quality. Additionally, the doped crystals show the presence of La in the
2 compositions. While it is difficult to obtain accurate molecular weighting from this technique,
the relative level of doping to the Ca species were: 0.05±0.02 for the x = 0.05 composition and
0.14±0.02 for x = 0.15, suggesting appropriate levels of doping in each case.
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(a) (b)

Figure 7.2.1: a) SEM images and b) EDX measurements on Ca2−xLaxRuO4 (x = 0.0).

(a) (b)

Figure 7.2.2: a) SEM images and b) EDX measurements on Ca2−xLaxRuO4 (x = 0.05).

(a) (b)

Figure 7.2.3: a) SEM images and b) EDX measurements on Ca2−xLaxRuO4 (x = 0.15).

7.3 Experimental set up

Due to the complex interplay between the atomic and electronic structure, both XANES and EXAFS
measurements have been carried out on the different compositions. The aim of these measurements
was to confirm the structural changes in the pure compound and compare with the behaviour of the
doped compositions. Using the polarization dependent XANES, it is possible to track how the t2g
and eg orbitals change across TMI and obtain further information with respect to the mechanism
driving this transition. The XANES measurements were performed at the XMas beamline (ESRF)
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with details of the beamline in section 3.2.1. For the XMas beamtime the following co-workers
assisted with the running of the beamline and collecting data: Dr Silvia Ramos (University of
Kent), Dr Giannantonio Cibin (Diamond light source) and Dr Sinead Rowe. The EXAFS data has
been collected on the B18 beamline at Diamond, with further details given in section 3.2.2. For the
B18 experiment, the following co-workers assisted with the running of the beamlines and collecting
data: Dr Silvia Ramos (University of Kent), Dr Giannantonio Cibin (Diamond light source), Dr
Shusaku Hayama (Diamond light source) and Dr Sofia Diaz-Moreno (Diamond light source).

7.3.1 Sample environment and geometry

The L2/L3 XANES measurements at the XMas beamline were carried out using an ARS DE202G
cryofurnace with an available temperature range of 600K-10K. A vortex Si drift diode detector was
placed at 45o to the sample to allow for the collection of the fluorescence signal. To allow for polar-
ization dependent measurements, the sample environment was mounted on a Huber diffractometer
enabling the rotation of the samples relative to the beam. The samples were oriented so that in all
data sets 0o refers to the beam polarization being parallel with the ab-plane, and 90o indicates the
beam polarization being parallel with c-axis.

Figure 7.3.1: Ca2−xLaxRuO4 sample alignment relative to the beam.

The K-edge EXAFS were carried out at B18 with two different sample environments. This was
due to the data being collected over two different sessions and depended on the availability of the
environments: a helium pulse tube cryostat with a temperature range of 400K - 1.5K and a cryo-jet
with a temperature range of 300K - 85K. In both experiments a 36 element Ge detector was place at
90o to the direction of the beam and fluorescence was collected. In both cases, shown in figure 7.3.1
the sample were aligned so that the angles refer to the same orientation with respect to the XMas
data sets.

7.3.2 Measurements

Due to the high absorption of the single crystals samples, all of the following measurements were
carried out in fluorescence mode. Measurements have been performed on the Ru L2-, L3- and
K-edges and the transitions considered are shown in figure 7.3.2.

Polarization dependent XAS measurements on the XMas beamline, focusing on the XANES
region, have been collected on the 3 compositions (x = 0.0, 0.05, 0.15). The L2- and L3-edges were
used. The L2-edge at an energy of 2967eV probes the 2p1/2 → 4d unoccupied states, where the
dominant emission line is the Lβ1 which corresponds to the 3d3/2 → 2p1/2 transitions. While the
L3 at an energy of 2838eV probes the 2p3/2 → 4d states. The dominant emission lines are the Lα1

and Lα2 which corresponds to the 3d5/2 → 2p3/2 and 3d3/2 → 2p3/2 transitions. The L2-edge data
was collected using a energy step of 0.25eV with ≈2s per point over the edge and an energy step
of 1eV with ≈2s per point post-edge. The L3 pre-edge data used 0.5eV energy step, 0.25eV energy
step over the edge and 0.5eV post-edge. In each region each point was collected for ≈2s. Both edges
where calibrated using a ruthenium foil. These measurements not only give information regarding
the electronic structure of the d orbitals, it also allow for the branching ratio to be calculated. It
should be noted that the Ru L-edges are very close in energy, so only a limited range in energy
is available and not suitable for EXAFS measurements. Additionally the adhesive used to secure
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the sample to the holder contained chlorine which has an absorption edge at 2822eV. Some of the
L3 data sets show a small feature caused by this additional element since the adhesive overlapped
the sample surface. The parent compound was measured at 400K, 300K, and 55K which not only
tracked the changes across the TMI transition but also confirm the electronic structure below the
magnetic transition. The doped samples where measured at 300K and 55K. Due to the experimental
set up it was possible to measure angles between 0o and 90o.

The B18 measurements aimed to collect the EXAFS data from the K-edge and used 3 compo-
sitions (x = 0.0, 0.05, 0.15). The K-edge at the energy of 22.117keV using both the Kα1 and Kα2

emission lines which correspond to the 2p3/2,1/2 → 1s transitions, in fluorescence mode. The energy
has been calibrated with Ru foil, each scan used an energy step of 0.5eV and ≈0.3s per point. While
in principle it is possible to extract electronic information for the K-edge XANES, this has been
carried out by another PhD student in the research group (S Rowe) and the results are presented in
[253]. The overall conclusion from this work showed how the resolution of the K-edge spectra was
not sufficient to determine orbital occupational changes, hence the L2/L3 measurements presented
in this chapter. This is due to the core-hole lifetime broadening effects. In all compositions a range
of temperatures has been measured between 400K and 55K, with focus on tracking the changes in
the RuO6 octahedra. The samples have been measured at 4 angles to allow the fitting process to
take into account the polarization dependence on the structure.

Figure 7.3.2: Electronic transitions considered in Ca2−xLaxRuO4 measurements. Dashed lines
indicate fluorescence lines, and solid lines indicate absorption.

7.4 Data analysis and Results

The data analysis has been divided into the electronic and atomic structures, with a comprehensive
discussion presented in the following section. Table 7.4.1 shows the parameters used for the self-
absorption correction. Due to the short energy range collected for the L2- and L3-edges, a careful
consideration of the self-absorption parameter after the edge was needed, since oscillations would
still be present. To account for this a straight line function was fitted to the data after the edge and
the average value was used for the correction. The data processing parameters for each set of data
is given in table 7.4.2. A pre-edge subtracting, post-edge normalization and background subtraction
have been applied to all data sets. It will be shown that the XANES L2/L3 data includes a double-
peaked whiteline. The higher energy feature can be shown to arise from the Ru eg bands [254] and
since these are unoccupied above and below the transition it is this feature that has been used as a
guide for the normalization.
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µtot(Ef) µb(E) µ0(Eae) µ0(Ebe)

K x = 0.0 244.94 26.75 775.06 136.08

K x = 0.05 254.59 33.38 775.06 136.08

K x = 0.15 273.91 44.68 775.06 136.08

L2 x = 0.0 8253.66 819.08 24304.07 18283.74

L3 x = 0.0 9320.57 897.15 18843.740 6000.82

L2 x = 0.05 8709.40 1101.81 24304.07 18283.74

L3 x = 0.05 9842.21 1208.74 18843.74 6000.82

L2 x = 0.15 9620.88 1667.24 24304.07 18283.74

L3 x = 0.15 10885.51 1816.86 18843.74 6000.82

Table 7.4.1: Self-absorption correction parameters for Ca2−xLaxRuO4 for all edges. All values in
cm−1.

E0 (eV) Pre-edge (eV) Post-edge (eV) Rbkg (Å)

Min Max Min Max

K - All compositions See text -150.0 -60.0 150.0 964.6 1.3

L2 - All compositions 2971.89±0.5 -21.5 -11 37.1 59 -

L3 - All compositions 2842.78±0.5 -40.24 -30 38.5 60 -

Table 7.4.2: Data processing parameters for Ca2−xLaxRuO4. Pre-edge and post-edge values relative
to E0.

7.4.1 XANES

Ca2RuO4

In figure 7.4.1, the L2 and L3 spectra are shown for the Ca2RuO4 sample. 3 angles are given to
track possible changes in different crystallographic planes and 3 temperatures are given to track the
transition (above the MI transition at 400K, just below at 300K and finally below the magnetic
transition at 55K). In addition the first derivative is also given to allow a clear comparison of the
peak positions. It has been shown in the literature that the two main features in the L2/L3 XANES
related to the t2g and eg orbitals [255]. The most intense feature centred at approximately 2973eV
and 2844eV for the L2 and L3 edges respectively relate to the eg states. The lower energy feature
centred at approximately 2970eV and 2841eV for the L2 and L3 edges respectively relate to the t2g
states. In the literature it is also noted that in the Ru L2,3-edges multiplet effects can distort the
two peak ratio from the expected theoretical values [254]. This is due to the combined effects of
spin-orbit coupling and interelectronic Coulomb interaction. This makes it difficult to determine the
exact orbital occupation of the states. However it is still possible to understand if the occupation
is changing [254]. In the groundstate the Ru species is expected to have an electronic configuration
of 4d4 where the 4 electrons are located in the t2g orbitals and the eg states are completely empty.
This suggests that the eg intensity should be stable across the transitions, which is confirmed by
the data. The reason that the eg orbitals remain empty is due to the local structure around the Ru
which keeps the separation between the t2g and eg too large for the electrons to move to the upper
energy levels. It should also be noted that the spectra is noisy especially, in the 400K data sets, and
this is a limiting factor in interpreting the data.

It should be noted that the full spectra collected are shown in the appendix, and that the
L2-edge data with respect to the 0o and 15o were not usable. The L2 and L3 spectra both show
two resolved main features as expected. The first derivative shows that the peak positions do not
vary by any significant amount across the transition and that the edge position is comparable with
the expected oxidation state in the compound [254]. Due to the octahedral crystal structure, the
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polarization dependency of the XANES data will reflect different orbitals. With consideration of
the orientation of the samples in these measurements relative to the beam polarization, the 90o

data will have significant contributions from orbitals with z components (i.e. dxz,yz), while the 0o

will have contributions from orbitals without z components (i.e. dxy). Across the data sets the
eg feature does not undergo any significant changes in its shape or intensity, which is expected.
Focusing on the lower energy t2g feature, there are some notable changes with respect to both angle
and temperature. Firstly across the MI transition the feature changes from a shoulder in the 400K
to a more defined peak at both 300K and 55K. This is clear in the 90o data however is also seen
in the other angles to a lesser extent. The reason for this is related to the structural changes later
discussed, where a compression of the oxygen octahedra leads to a narrowing of the bandwidths,
W, and the electrons become more localized. It is important to note that the features seen in the
spectra relate to empty states. The layered structure leads to the xz, yz bandwidth being about
half that of the xy bandwidth, which explains why the 90o shows a clear peak since the bandwidth
is smaller [25]. Figure 7.4.2 shows the t2g and eg peak ratio for both edges and the 3 angles. In
monitoring this ratio, the relative occupation of these states across the transitions can be tracked.
In both the L2 and L3 data the smaller angles (L3 - 0o and L2 - 30o) show a decrease in this ratio
across the transition, while the 45o shows a relative stable ratio and the 90o shows an increase in
the ratio value. This is clearly seen in the L3 data, but also indicated in the L2 data, however the
increase in the noise does distort this slightly. In the simplest interpretation of this feature with
respect to angular dependency, it suggests that the occupation of the dxz,yz (90o) is decreasing,
while the dxy (0o) is increasing.

It is important to note the conclusions presented by S. Rowe [253] with regards to the K-edge
XANES. It was shown that the E0 position shifts as function of temperature and this shift is greater
in the ab-plane than the c-axis. This result is confirmed with the K-edge data collected for this thesis,
where the edge position for the 300K data relative to the 400K data at 15o shifts approximately
-0.6eV while 75o for the same temperatures shift by +0.1eV. It was suggested that this indicates a
greater occupation change in the xy band than the bands with z components. However it was not
possible from these measurements to determine which scenario is most likely to be the driving force
for the transition. This is due to the low resolution of these measurements caused by the core-hole
broadening. Additionally, as the K-edge probes the s to p transitions, it is indirectly probing the Ru
4d orbitals due to the hybridization between these and the O 2p orbitals [256]. It is also important
to note that while the quadrupole transition to the d states should be present, there are no pre-edge
features seen in the K-edge measurements. This suggests that the symmetry of the system does not
allow for quadrupole transitions.
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(a)

(b)

Figure 7.4.1: XANES: a) normalized spectra for the Ru L2 and L3 edges. b) normalized first
derivative for the Ru L2 and L3. Ca2RuO4 for 3 angles and 3 temperatures.
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Figure 7.4.2: t2g and eg peak ratio for Ca2RuO4 across temperatures and angles

Figure 7.4.3: Ca2RuO4 Ru K-edge measurements for two angles across the MI transition.
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Ca2−xLaxRuO4, x = 0.05 and 0.15

Using the same interpretation as the pure compound, figures 7.4.4 and 7.4.5 show the t2g to
eg peak ratio for the L2 and L3 edges, while figures 7.4.6 and 7.4.7 show the XANES spectra and
first derivative. In the x = 0.05 composition the MI transition is reduced to between 200K-150K,
while in the x = 0.15 the transition is completely suppressed. The XANES spectra for the x = 0.05
composition shows similar changes in both the angles and temperatures when compared to the pure
compound. The addition of La atoms to the system introduces an additional electron per atom
and it is suggested that the t2g bandwidth increases as a result of lowering the highly distorted
Ru-O-Ru bond angle [27, 79]. Comparing the same angle across the transition shows how there is
a change in the t2g feature from a shoulder to a clear peak in the 90o data, while in the 0o data
this is not as clear. Due to the increase in the bandwidth, as a result of the dopant, it is more
difficult to fully separate the t2g and eg states. The peak positions for both the L2 and L3 data
sets is comparable with the pure compound, suggesting that due to the relatively low concentration
of the La there is not an overall change in the oxidation state of Ru. The peak ratios indicate the
same type of occupation change when compared to the pure compound. While it is less clear in
the L2 data, due to the 0o data quality, the L3 clearly shows the 0o intensity decreasing while the
90o intensity increased. This suggests the same type of mechanism occurring in both the pure and
doped compounds. When the transition is fully suppressed, across both edges there is no changes
in either feature. This further highlights that the structural change is a critical factor in the MI
transition.

Figure 7.4.4: t2g and eg peak ratio for Ca2−xLaxRuO4, x = 0.05 across temperatures and angles

Figure 7.4.5: t2g and eg peak ratio for Ca2−xLaxRuO4, x = 0.15 across temperatures and angles
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(a)

(b)

Figure 7.4.6: XANES: a) normalized spectra for the Ru L2 and L3 edges. b) normalized first
derivative for the Ru L2 and L3. Ca2−xLaxRuO4, x = 0.05 for 3 angles and 3 temperatures.

Page 119



Ca2RuO4: study of the first order Mott transition

(a)

(b)

Figure 7.4.7: XANES: a) normalized spectra for the Ru L2 and L3 edges. b) normalized first
derivative for the Ru L2 and L3. Ca2−xLaxRuO4, x = 0.15 for 3 angles and 3 temperatures.
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7.4.2 Branching ratio

Due to the possible competition between the strong spin-orbit coupling and the crystal field in
these compounds, a comparison across temperatures and angles for the L3/L2 branching ratio may
provide further information. This may provide an understanding if there are significant changes in
the spin-orbit and crystal field effects across the transition. The branching ratio theory is outlined
in section 4.4, both peaks have been considered when calculating the area under the whiteline. The
average value for all compositions shown in figure 7.4.8 is between 0.67 - 0.75 for the normalized BR
(not normalized: 2.03 - 2.68) and this is comparable with literature on similar ruthenate compounds
[75, 257]. While the spin-orbit coupling is significant in these materials, confirmed by the divergence
of this average value from the suggested statistical BR ratio of 2:1, it does suggest that the spin-orbit
is comparable to other Ru+4 compounds. There is no change across the transition in the branching
ratio, clearly seen in the pure compound. There are small changes in the doped compound and
the difference appears to increase as a function of dopant. However due to the quality of data
and the limited number of temperatures measured it is not possible to confirm if there is a real
change. Across the angles in the pure compound the values seem to oscillate with two minima at
15o and 75o. It could be suggested that this is caused by the slightly tilted octahedra structure,
where the branching ratio is reflecting a greater interaction along the Ru-O bonds. This effect is not
consistent in the other compositions, although that could be explained as a result of the decrease of
the anisotropy of the electronic structure due to the La doping reducing the Ru-O-Ru bond angle.
This again however cannot be confirmed due to the limited data points available.

(a)

(b) (c)

Figure 7.4.8: Ca2−xLaxRuO4, a) x = 0.0, b) x = 0.05, c) x = 0.15 Ru L2/L3 branching ratio.
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7.4.3 EXAFS analysis

To track the structural changes across the transitions in all compositions, EXAFS data has been
collected at a range of temperatures using the K absorption edge. Figure 7.4.9 shows the relative
position and intensity of the single scattering paths9, along with an example of the experimental
data for reference. The first feature centred at 1.6Å has contributions from the Ru-O paths. Due
to the octahedral structure the original degeneracy of 6 is split in to a set of 2 paths close to the
c-axis and 4 paths in the ab-plane. There are several features seen after the main peak, which are
formed from 5 major Ru-Ca paths at varying lengths and relative orientations. Table 7.4.3 shows
the path lengths, degeneracies and relative angles of the path with respect to the ab-plane (ϕA) and
c-axis (θA).

Figure 7.4.9: Ca2−xLaxRuO4 single scattering path contributions to EXAFS, plotted in R-space.
IrTe2 spectra (400K, 30o) shown for reference.

Ca2RuO4

Figures 7.4.10 and 7.4.11 show the EXAFS and FT-EXAFS for the Ca2RuO4 compound, com-
paring the angular and temperature dependence. The data and fits shown here have been extracted
from the K-edge spectra. The EXAFS have been plotted with a k -weighting of 2, and the Fourier
transform is extracted from a k -range of 3Å−1 - 11.5Å−1. The EXAFS shown in figures 7.4.10
indicates reasonable data quality up to approximately 12Å−1. There are very clear differences seen
across both angles and the two temperatures. These changes show that these measurements are
sensitive to the structure across different crystallographic planes because of the octahedral environ-
ment around the Ru. It should be noted that the 400K data shows a loss of strong oscillations from
approximately 10Å when compared to the 55K data set, which is expected due to the temperature
difference. The FT-EXAFS spectra shows a well defined feature at approximately 1.5Å. In the 400K
data the features after this peak show significant distortion however there are some clear changes
across the angles. In the 55K data there are 3 well defined features between 2Å and 4Å with a
consistent intensity decrease between the 15o and 75o angles. This data has not been shown with a
phase shift, hence the difference in the position of the Ru-O bonds compared to the values shown in
table 7.4.3. Figure 7.4.11 shows the 15o data across all temperatures measured. The EXAFS data
shows that there is a significant difference between the 400K and other temperatures, suggesting a
large structural change between these temperatures. There are some subtle changes between the
remaining temperatures however this is seen more clearly in the FT-EXAFS. There is a small change
in the Ru-O path feature peak (at approximately 1.5Å), which shifts slightly to higher R values as
the temperature increases suggesting the path length is increasing. The features between 2Å and
4Å, which relate to the Ru-Ca paths show significant differences, not only related to thermal effects.
Firstly there is clear difference between the 400K and 340K data, with shifts in the peaks positions

9Additional paths have been included in the fitting process, however these have a weaker contribution than the
paths shown in figure 7.4.9
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suggesting that these paths also undergo changes across the MI transition. There is also a change
between the 300K and 250K data, with the peaks becoming more defined and more intense. While
the intensity change is most likely related to thermal effects, the difference suggests that this system
undergoes structural changes across a significant temperature range. These changes indicate that
the Ca cage around the Ru expands as the temperature decreases. However due to the number of
paths around this length it is difficult to be more specific regarding the nature of the changes.
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(a)

(b)

Figure 7.4.10: a) EXAFS and b) FT-EXAFS for Ca2RuO4 (Ru K-edge). Showing the angular
dependence of these measurements at both 400K and 55K. Also indicated are the two main regions
of interest, identifying the first Ru-O and Ru-Ca regions in the FT-EXAFS, * indicates a region of
mixed scattering paths.
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(a)

(b)

Figure 7.4.11: a) EXAFS and b) FT-EXAFS for Ca2RuO4 (Ru K-edge). Showing the 15o measure-
ments across all temperatures. Also indicated are the two main regions of interest, identifying the
first Ru-O and Ru-Ca regions in the FT-EXAFS, * indicates a region of mixed scattering paths.
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Fitting Ca2RuO4

To track the changes in the structure across the temperature range measured, the EXAFS data
has been fitted. Table 7.4.3 shows the original structure used to build the theoretical EXAFS model,
along with the angles considered to calculate the weighting factor for each path. This fit has been
carried out in R-space to allow peak by peak fitting. Due to the complicated mixture of paths after
the Ru-O feature, a multiple scattering path was needed to allow a reasonable fit; details of how
this is treated are given in section 2.2.3. Additional information regarding the fitting procedure and
parameters used are given in section 4.5.

Path Path length (Å Degeneracy θA(o) ϕA(o)

1st Ru-O 1.970 2 11.20 198.59

2nd Ru-O 2.011 2 81.08 57.96

” ” ” 98.92 145.90

1st Ru-Ca 3.033 2 55.08 269.45

2nd Ru-Ca 3.204 2 57.18 173.44

3rd Ru-Ca 3.242 2 57.61 6.57

4th Ru-Ca 3.565 2 60.85 90.42

Ru-Ru 3.888 2 90.00 46.07

” ” ” 90.00 133.93

Ru-O-Ru 3.955 4 81.08 57.96

” ” ” 98.92 145.90

5th Ru-Ca 4.158 2 4.33 85.86

3rd Ru-O 4.022 2 80.07 57.96

” ” ” 98.89 145.90

4th Ru-O 4.054 2 118.58 51.38

” ” ” 61.42 51.38

Table 7.4.3: Ca2RuO4 scattering paths details for fitting.

Figures 7.4.13 and 7.4.14 show examples of the fits for both 400K and 55K, across the 4 angles
used and plotted in both k and R-space. The fitting parameters are given in table 7.4.4. In addition,
the Ru-O path lengths and Debye-Waller factors are plotted in figure 7.4.12. The fits were carried
out in R-space within a range of 1.5Å - 3.4Å, with the data extracted from a k -range between
3Å−1 - 11.5Å−1 using k -weighting of 1, 2 and 3. The fitting examples for both temperatures show
very good agreement between the experimental and theoretical EXAFS. The FT-EXAFS also shows
good agreement between the experiment and theoretical spectra, the Ru-O feature is fitted well.
The region which includes the Ru-Ca paths shows some differences, especially from 3.5Å in the 400K
data, caused by the smaller available range of data used.

The number of independent points for each data set ranges between 75 and 110, with the number
of variables between 48 and 70. The background has been also been fitted. The number of variables
used reflects that a significant number of Ru-Ca paths have been consider after the Ru-O feature.
The resultant R-factor ranges between 0.016 and 0.030, which shows good agreement across the
fitting range. The value for S2o is a global parameter that takes into account a number of factors
that affect the amplitude of the signal. The values are close to 1, suggesting that the model is
appropriate. This also reflects that both the self-absorption and weighting factor considerations
have been treated correctly. The E0 position, which gives the shift in the data compared to the
theoretical model, show fairly stable values across temperatures and angles. This parameter was not
fixed across the data sets to allow potential small differences due to the angular dependence of these
measurements to be taken into account, similar to the effects in the XANES measurements. Due
to the number of paths being considered between 2Å - 3.8Å and the considerable overlap of these
paths, the reliability of the results of the fitting is not certain. To produce a reliable fit, a multiple
scattering path has been included as it has a comparable intensity contribution when compared
to the single scattering paths in the region considered. While other multiple scattering paths are
present, these have not been fitted since their contribution is significantly lower. This may have an
impact on the reliability of the Debye-Waller values for paths above 3Å. The Debye-Waller values
for all these paths are reasonable further suggesting that the model is appropriate. In general the
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1st and 2nd Ru-Ca paths show a small decrease with decreasing temperature, the 4th and 5th paths
show an increase and the 3th path is stable. This suggests that across the temperature range there
are small distortions in the Ca cage, which may be a result of the overall structure responding to
changes in the octahedra. It is important to also note that the Ru-Ru paths show a general increase
in line with the crystal lattice changing below the transition. The lattice parameters change from
a/b = 5.44Å to a = 5.35Å and b = 5.58Å [23]. This research focuses on the Ru-O paths and
figure 7.4.12 shows the path lengths and Debye-Waller factors for the in-plane and apical oxygens.
The path lengths show a significant change between 400K and 200K. In considering the shape of the
octahedra, across the MI transition there is a sudden contraction from an elongated state to a more
regular structure. Between 350K and 250K the structure goes from a slightly elongated octahedra
through to a slightly compressed one. After 250K the path lengths appear to remain stable in a
compressed state. This has significant ramifications for the ordering of the 4d energy levels, which
will be discussed in the follow sections. The Debye-Waller factor are fairly consistent across the
temperature range and shows reasonable values for both paths.

(a) (b)

Figure 7.4.12: Oxygen path lengths and Debye-Waller factors for Ca2RuO4, across the measured
temperature range.
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(a)

(b)

Figure 7.4.13: a) EXAFS and b) FT-EXAFS fitting examples for Ca2RuO4 (Ru K-edge) at 400K
using 4 angles. The dashed lines indicate the fitting result.
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(a)

(b)

Figure 7.4.14: a) EXAFS and b) FT-EXAFS fitting examples for Ca2RuO4 (Ru K-edge) at 55K
using 4 angles. The dashed lines indicate the fitting result.
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(Å

2
)

0
.0
0
8
±
0
.0
0
2

0
.0
0
5
±
0
.0
0
1

0
.0
0
5
±
0
.0
0
1

0
.0
0
2
0
±
0
.0
0
0
8

0
.0
0
3
±
0
.0
0
1

0
.0
0
2
0
±
0
.0
0
0
8

0
.0
0
1
0
±
0
.0
0
0
9

0
.0
0
2
±
0
.0
0
1

0
.0
0
2
±
0
.0
0
1

R
-F

a
c
to

r
0
.0
2
8

0
.0
2
1

0
.0
1
9

0
.0
1
6

0
.0
2
3

0
.0
3
5

0
.0
3
0

0
.0
2
2

0
.0
1
7

In
d
e
p
e
n
d
e
n
t
p
o
in
ts

9
2

9
2

9
2

9
6

7
9

1
0
6

7
5

1
1
0

8
9

V
a
ri
a
b
le
s

6
0

6
1

6
0

6
0

5
5

6
1

4
8

7
0

5
9

T
ab

le
7.
4.
4:

C
a
2
R
u
O

4
F
it
ti
n
g
p
a
ra
m
et
er
s.

N
o
te

th
a
t
(-
)
in
d
ic
a
te
s
th
e
d
a
ta

se
t
w
a
s
n
o
t
u
sa
b
le
.

Page 130



Ca2RuO4: study of the first order Mott transition

EXAFS: Ca2−xLaxRuO4, x = 0.05, 0.15

Due to the low level of doping in this system the same fitting strategy has been used for both
doped compositions with the assumption that the small distortions due to the doping will be taken
into account by the fitting parameters. Figures 7.4.15 and 7.4.16 show the EXAFS and FT-EXAFS
for the two compositions across different angles. For the sample with x = 0.05, the k -space data
shows similar changes in the 300K data when compared to the pure compound. However only
small changes are seen in the 50K when compared to the pure compound. Due to an increase
in the vibration caused by the cryo-jet used for some of the temperatures, some of the spectra
show weaker oscillations and more systematic noise. The following temperatures were measured
whilst using the cryo-jet and the R-factors for the fitting analysis later shown reflect the increase in
vibration; x = 0.00: 150K, 120K, 90K. x = 0.05: 300K, 217K, 170K, 120K. x = 0.15: 300K, 150K.
The FT-EXAFS data shows a clear first feature at 1.6Å related to the Ru-O paths, and further
features are seen between 2Å - 4Å which are related mainly to the Ru-Ca paths. The angular
dependency of these data sets can be seen at both temperatures, for example small changes in the
Ru-O path intensity and position. If compared to the pure compound, the changes appear to be
weaker, which may be due to more distortion in the data and a smaller k -range available to extract
the R-space data. The temperature related effects in the 30o data for the x = 0.05 composition
is shown in figure 7.4.17. In both the EXAFS and FT-EXAFS data there are changes in certain
features between 217K and 180K, which is consistent with the main structural transition being
suppressed. For example in the EXAFS between 4 - 5Å−1 and in the FT-EXAFS at 3Å. It is
difficult to determine changes in the Ru-O paths, however there is a very small shift in the peak
position. There is a clear change in Ru-Ca region at 2.8Å. This also indicates significant intensity
differences due to the thermal effects.

In the x = 0.15 composition the MI transition should be completely suppressed along with the
structural transition. Figure 7.4.16 shows the angular dependence of the EXAFS and FT-EXAFS
data for this composition across two temperatures. While there is a dependence of the features with
respect to the angles measured, there is no significant difference in the data across the temperature
range. This confirms that the structural transition is suppressed to at least below 50K. The data
quality shown is comparable to that of the pure sample, and shows strong signal up to approximately
9Å−1 in k -space and 4Å in R-space.
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(a)

(b)

Figure 7.4.15: a) EXAFS and b) FT-EXAFS for Ca2−xLaxRuO4 (Ru K-edge), x = 0.05. Showing
the angular dependence of these measurements at both 300K and 50K. Also indicated are the two
main regions of interest, identifying the first Ru-O and Ru-Ca regions in the FT-EXAFS, * indicates
a region of mixed scattering paths.
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(a)

(b)

Figure 7.4.16: a) EXAFS and b) FT-EXAFS for Ca2−xLaxRuO4 (Ru K-edge), x = 0.15. Showing
the angular dependence of these measurements at both 300K and 50K. Also indicated are the two
main regions of interest, identifying the first Ru-O and Ru-Ca regions in the FT-EXAFS, * indicates
a region of mixed scattering paths.
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(a)

(b)

Figure 7.4.17: a) EXAFS and b) FT-EXAFS for Ca2−xLaxRuO4 (Ru K-edge), x = 0.05. Showing
the 30o measurements across all temperature. Also indicated are the two main regions of interest,
identifying the first Ru-O and Ru-Ca regions in the FT-EXAFS, * indicates a region of mixed
scattering paths.
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Fitting: Ca2−xLaxRuO4, x = 0.05, 0.15

Example fits for the x = 0.05 composition are shown in figures 7.4.20 and 7.4.21, the fitting
parameters are shown in table 7.4.5. These fits have been carried out using the same structure and
procedure as for the pure compound. The fitting has been carried out in R-space over a range of
1.3Å - 3.5Å, where a k -range between 3Å−1 - 11.5Å−1 using k -weighting of 1, 2 and 3. The example
fits show good agreement between the experimental and theoretical data in both k - and R-space
for the two different temperatures. There are some small differences seen in the 300K data from
approximately 3.2Å, however as this is at the end of the fitting window it suggests there may be
additional paths in this region that are not considered in the fits.

The number of independent points for each data set varies between 72 - 105, with the number of
variables used between 50-68. The R-factor for these fits is between 0.008 and 0.029, suggesting very
good agreement between the experimental and theoretical spectra within the fitting window. The
E0 values are comparable with the pure sample and fairly consistent across angles and temperature.
This parameter was left as a variable across the temperatures and angles due to the small changes
seen in the edge position in the XANES region. The S2o global parameters is generally close to 1,
however in a couple of cases this raises to a maximum of 1.037 which may be a result from the overall
distortion introduced by the dopant and that only one multiple scattering path has been included.
The S2o parameter has also been left as a variable across temperatures and angles, this has been done
so that the angular dependence and self absorption correction for each data set can be check since
this parameter is correlated to these effects. Similar to the pure compound, the Ru-Ca path lengths
undergo small changes across the main structural transition. The 1st and 2nd path decrease, the 3rd

path is stable and the 4th and 5th paths increase. This suggests that similar distortions in the Ca
cage are occurring in the doped compound over this transition. The Ru-Ru paths also see a small
increase, in line with a small increase in the crystal lattice parameters below the transition, similar
to the pure composition. The Debye-Waller factors are consistent with the pure compound results,
however the errors for some paths are large, where the values could be negative. While this suggests
some of the paths are not fitted well, the overall result is consistent with the pure compound and
the Debye-Waller factor may indicate a significant level of distortion in the crystal structure. The
in-plane and apical Ru-O path lengths are shown in figure 7.4.18. In considering the structure of the
octahedra, above 200K the system is in a significantly elongated state. Between 220K and 160K the
structure compresses but still remains elongated. Finally after approximately 160K the structure
appears to be a regular octahedra, differing from the pure sample which enters a compressed state.
The Debye-Waller factors for these paths are reasonable and show no consistent change across the
temperature range measured.

(a) (b)

Figure 7.4.18: Oxygen path lengths and Debye-Waller factors for Ca2−xLaxRuO4, x = 0.05, across
the temperature range measured.

The XANES data for the x = 0.15 compositions indicated that the MI transition has been
fully suppressed, hence any changes seen in the structure would not be related to the transition.
Figure 7.4.22 shows the example fit for this data, while table 7.4.6 shows the fitting parameter for
a range of temperatures to track any changes in the structure. The fits have been carried out using
the same procedure and ranges as the x = 0.05 compound. The example fits show good agreement
between the experimental and theoretical data in the fitting range for both k - and R-space.

The E0 parameters for these fits are consistent with the other compounds and are reasonable
across the temperatures and angles. The S2o parameter is close to 1 for all fits, and suggest that
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even at this level of dopant the model is still applicable. The number of independent points ranges
between 68-96 for the data sets, with the number of used variables between 48-60. The R-factor is
significantly higher in these fits ranging from 0.025-0.036, which suggests slightly worst agreement
with the theoretical data when compared to the other samples. The range however still suggests
a reasonable fit. The Ru-Ca path lengths and Debye-Waller factors show some variation which is
not consistent when compared to the pure material. Some of the errors are significant for these
paths, this suggests that the quality of the fits in this region is affected by an increase in distortion
in the EXAFS signal, caused by an increase in the crystal structure distortion due to the doping.
The Ru-Ru path is consistent across the measured temperatures indicating that the lattice change
seen in the samples with the MI transition does not occur in this sample. The in-plane and apical
Ru-O paths are shown in figure 7.4.19. Unlike the other two samples, both paths are consistent
across all temperatures, with reasonable (slightly higher) Debye-Waller factors. It confirms that the
octahedra compression is linked to the MI transition.

(a) (b)

Figure 7.4.19: Oxygen path lengths and Debye-Waller factors for Ca2−xLaxRuO4, x = 0.15, across
the temperature range measured.
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(a)

(b)

Figure 7.4.20: a) EXAFS and b) FT-EXAFS fitting examples for Ca2−xLaxRuO4 (Ru K-edge),
x = 0.05 at 300K using 4 angles. The dashed lines indicate the fitting result.
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(a)

(b)

Figure 7.4.21: a) EXAFS and b) FT-EXAFS fitting examples for Ca2−xLaxRuO4 (Ru K-edge),
x = 0.05 at 50K using 3 angles. The dashed lines indicate the fitting result.
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(Å

2
)

0.
00
9
±
0.
00
6

0.
00
1±

0.
00
2

0
.0
2
±
0
.0
2

0
.0
0
8
±
0
.0
0
5

0
.0
1
3
±
0
.0
0
7

0
.0
0
1
±
0
.0
0
4

0
.0
0
5
±
0
.0
0
2

0
.0
0
2
±
0.
0
0
3

3
r
d
R
u
-C

a
R

(Å
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(Å

2
)

0.
01
1
±
0.
00
3

0.
00
7±

0.
00
2

0
.0
0
9
±
0
.0
0
5

0
.0
0
6
0±

0
.0
0
0
8

0
.0
0
7
±
0
.0
0
2

0
.0
0
2
±
0
.0
0
1

0
.0
0
7
0±

0
.0
0
0
9

0
.0
0
2
0±

0.
0
0
0
7

4
th

R
u
-C

a
R

(Å
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(a)

(b)

Figure 7.4.22: a) EXAFS and b) FT-EXAFS fitting examples for Ca2−xLaxRuO4 (Ru K-edge),
x = 0.15 at 300K using 4 angles. The dashed lines indicate the fitting result.
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7.5 Discussion

The aim of this research was to track both the atomic and electronic structures in Ca2RuO4 across
the metal to insulator transition. It has been previously suggested that the orbital occupation of
the Ru t2g states will change in a particular way across the MI transition. The two scenarios that
have been tested in this chapter will affect the orbital occupations in different ways. In one scenario,
the orbital occupation (n =(nxy, nxz + nyz)) goes from (2,2) in the insulating phase to (1,3) in the
metal phase. In the other scenario the dxy and dxz,yz energy difference is significantly affected by
crystal field splitting. Additionally, the octahedral structural changes are suggested to be closely
linked with the electronic structure. The XAS measurements presented in this chapter track both
the electronic and atomic structure in both the pure composition and when doped with La.

The structure of the parent compound has been fully resolved by previous experiments. However
to be confident that the electronic changes in the Ru are linked to certain structural changes,
the EXAFS data has been collected to track the structure as a function of temperature. The
results show that directly above the MI transition the oxygen octahedra around the Ru are in an
elongate state along the c-axis. The octahedral structure undergoes a significant compression across
the transition, where the distance between the in-plane oxygens lengthens and the apical oxygens
contracts. Between 350K and 250K this octahedra further compresses until the in-plane oxygen
paths are longer than the apical oxygen paths. Structurally, the octahedra goes from an slightly
elongated state to a slightly compressed state. This is classed as a full Jahn-Teller distortion, and
it is linked to a significant effect on the Ru energy levels. To determine if there is a strong interplay
between these structural changes and the electronic state of this system, measurements have also
been taken once the system is chemically doped with La. The La dopant retains the original
lattice structure. However due to an increase in the t2g bandwidth, caused by decreasing the highly
distorted Ru-O-Ru bond angle (151o when x = 0), the MI transition temperature is reduced. When
the doping level reaches approximately x = 0.1, the MI transition is completely suppressed. The
results for the x = 0.05 composition show that the MI transition temperature has been reduced to
approximately 200K. Both the electronic and atomic structures show the same changes across this
transition when compared to the pure sample. Interestingly the system does not undergo a further
change which is seen in the parent compound and remains in a more regular octahedra. In the case
where the MI transition is fully suppressed, there is no change in the octahedra structure. These
results clearly suggest that the contraction of the octahedra is an important factor with relation to
the MI transition. The doped material results suggest that the continued reduction of the distortion
in the Ru-O-Ru bond angle may stabilize the system and prevent the octahedra from changing. It
is important to also note that there are small changes in the Ca cage in this system, which also
appear to be consequence on the MI transition since it is likely that they do not occur in the x =
0.15 system. It is reasonable to suggest that the change in the Ca cage is a result of the system
reacting to the compression of the octahedra, however due to the quality of the data and the number
of paths contributing to the region in R-space where the Ru-Ca path contributions are found, it is
difficult to fully confirm.

The XANES L2 and L3 data tracks the electronic structure of Ru across the MI transitions
and the magnetic transition in the parent compound. There are 2 well defined features in the
absorption edge, which correspond to the lower energy t2g states and higher eg states. It is seen
in the literature that in Ru structures the L2- and L3-edge features can not be fully separated due
to the spin-orbit coupling and strong interelectronic Coulomb interaction, which leads to a transfer
of intensity between these states [254]. This coupling can make it difficult to completely separate
the different orbitals to accurately determine the occupation. However, by monitoring the changes
in the relative intensities of the different features, it is possible to gain an understanding of the
changes in the orbital occupations across the MI transition. Due to the electronic configuration,
the eg states are fully unoccupied. Across the MI transition the t2g feature generally becomes more
defined as a separate peak. This is a result of the compression of the octahedra which reduces the
bandwidth of the two states. The difference across the angles due to this effect shows that in the
lower angles the t2g feature is less defined than in the higher angles. In considering the crystal
structure and the relative orientation of the x-ray beam, it is expected that the lower angles show
a high contribution of the dxy orbital, while the higher angles represent the dxz,yz orbitals. It has
been reported that due to the layered structure of this material, the xz, yz bandwidth is about half
of that of the xy bands [25]. The difference in the bandwidths of the different states explains why
the t2g feature becomes more defined at the higher angles. It is interesting to compare the same
angles across the different temperatures. In the 90o spectra the t2g peak intensity increases, while
in the 0o data it slightly decreases. While there may be a small effect from the bandwidth change,
which may increase the localization of the electrons, the fact that one feature is increasing and one
is decreasing suggests a different interpretation. The result indicate that there is charge transfer
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between dxy and dxz,yz, where there is an increase in the number of electrons in the dxy orbitals.
This result is further confirmed by the XANES spectra of the doped samples. In the slightly doped
sample, the same effect is seen in the t2g orbitals however no change is seen on the fully doped
sample. It suggests that the electronic and structural changes are closely linked.

While it is difficult to determine the exact occupation of the different orbitals, the results do
suggest a system where the occupation (n =(nxy, nxz + nyz)) changes from close to (2,2) in the
metal state to (1,3) in the insulating state. Due to the significant elongation of the octahedra, the
t2g orbitals should be split in energy, and the occupation suggests a possible Mott type insulator.
It should be noted at this point that recent ARPES measurements and DFT calculations have
indicated that all 3 bands are metallic in the metal state. [258]. While the Jahn-Teller distortion
would suggest that the ordering of the two states should switch as the octahedra goes from the
elongated to compressed state, it has been shown that due to the highly disordered nature of
the Ru-O-Ru bond angle this is not the case [25, 26, 79, 248]. Due to the resolution of these
measurements, it is difficult to determine the ordering of the orbitals and whether this changes
across the transition. The results however do suggest a change in occupation across the transition.
The doped system shows that by reducing the distortion in the Ru-O-Ru bond angles by doping
with La, the t2g bandwidth is slightly increased. This effect is most likely the reason that the MI
transition temperature is reduced/suppressed.

One of the issues not addressed in the research so far is whether the structural transition is the
driving force of the MI electronic transition. While from the parent compound it is not possible
to answer this question, the doped system may indicate if this is the case. It suggests that the
distortion in the structure, linked to the Ru-O-Ru bond angle, plays a critical role is stabilizing the
system. If the system is highly distorted then it is favourable for the transition to occur. However
when this distortion is reduced the system remains in the high temperature structure. While this
may suggest that the structural transition is the driving mechanism, since the resultant changes in
the energy levels causes the system to become an insulator, it is unclear from these results as to the
effect of the additional electron that is added to the system from the La (per atom).

7.6 Conclusion

This chapter has presented XANES and EXAFS data on the Ca2RuO4 system to track both the
electronic and atomic structures across the metal to insulator transition. The structural analysis
confirms the previously reported octahedra compression across this transition, along with small
distortions of the Ca cage. When the system is doped with La, the structural transition is suppressed.
It has been suggested that due to the dopant reducing the distortion in the Ru-O-Ru bond angle,
the system can remain in the high temperature state. The XANES analysis indicates that there is
a charge transfer between the non-degenerate dxy and dxz,yz states, along with a narrowing of the
bandwidths. This narrowing pushes the system to a state where the on-site Coulomb interaction
causes the electrons to become localized and the system to be in an insulating state since the dxy
is full. The doped system confirms that the atomic and electronic transitions are closely linked
and it is most likely that the compression of the octahedra is the mechanism which drives the MI
transition.
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Chapter 8

Study of the nematic phase transition in NaFe1−xCoxAs

The role of the spin and orbital degrees of freedom in the iron pnictide superconductors remains
unclear in the recently discovered nematic state. While both the low temperature structural and
magnetic phase transitions have been fully resolved, experimental data has not confirmed if the
preceding nematic state is of static or fluctuating order and what is driving the emergence of this
state. The original aim of this research was to use polarization dependent XAS and vtc-XES
measurements to probe the system once doped with Co, where a bulk superconducting state emerges.
These samples are highly sensitive in air and due to contamination with moisture, this experiment
was unsuccessful in determining the electronic and atomic structural changes in this region. It was
confirmed however that the [FeAs4]

−1 structure is an important factor for the different states that
can exist in this system. Small distortions in this structure can suppress these transitions.

8.1 Introduction

Since its discovery, understanding compounds which display superconducting properties has been
a significant challenge in condensed matter physics. A diverse range of materials have emerged
over the decades which typically fall in a select group of families, including pure elements [259],
cuprates [30] and iron-based superconductors (SC) [260]. Characterized by FeAs or FeSe layers, iron
based superconductors have proven to be an abundant class of materials in which unconventional
superconductivity has been discovered with transition temperatures as high as Tc = 50K [261].
The tuning of the electronic and atomic structures in these compounds often lead to significantly
higher Tc than the parent compound. Chemical doping for instance can suppress structural and
magnetic transitions which can lead to the appearance of the SC phase [33]. It can also affect the
local electronic and magnetic correlations and shift the Fermi energy by changing the number of
electron or hole carries [36, 38]. It is typical to find a number of different unusual electronic states
that precede the onset of a SC phase, making it difficult to untangle the correlations between the
different degrees of freedom present in the system.

(a) (b)

Figure 8.1.1: NaFeAs crystal structure. a) side view, b) top view.

The discovery of iron pnictide compounds in 2008 [262] has generated significant interest since
these compounds may lead to new theories of unconventional superconductivity, as they are funda-
mentally very different from the cuprates, in which most high temperature SC’s are found. There
are 3 main families of iron base superconductors: (1:1:1) (Li,Na)FeAs, (1:2:2) (Ba, Sr, Ca)Fe2As2
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and (1:1:1:1) RFe(As, P)O (where R=rare earth elements) [31]. In each case the structural proper-
ties are similar, where two-dimensional Fe-As layers form face sharing FeAs4 tetrahedra [263]. With
strong electronic correlations, the parent compounds show long-range magnetic ordering and when
doped, superconductivity [33]. The normal states of these compounds often show strong anisotropy
and breaking of the 4-fold rotation (C4) symmetry [35]. Studies also suggest that there might be
a small degree of overlap between the AF magnetic and SC phase [32, 38]. Due to the relatively
simple structures and synthesis processes [263], these materials have become an important testing
ground for understanding the interplay between the different driving forces behind the transitions
and the fundamental physics involved.

The (1:1:1) NaFeAs system with an anti-PbFCl structure type (figure 8.1.1), shows a structural
transition (Ts=54K) well above the magnetic transition at 42K (TN ) and is a filamentary super-
conductor (Tc≈10K). Upon doping the Fe site with Co, bulk superconductivity can emerge where a
maximum transition temperature of 21K has been achieved [38]. Similar to the other iron pnictides,
in the high temperature phase the parent compound is formed of Fe-As layers with face sharing
FeAs4 tetrahedra and is in a paramagnetic metallic state (p4/nmm, a = 3.947Å, c = 7.039Å). Upon
cooling it undergoes a transition at approximately TNem=90K into a nematic state. At TS=54K a
structural transition from tetragonal to orthorhombic phase is seen, where the Fe(Co)As bond length
decreases, and the volume of the cell is dominated by a c-lattice contraction. Finally at TN=42K
the system becomes anti-ferromagnetic. While both the structural and magnetic transitions have
been fully resolved [31, 32], the preceding orbital/spin nematic state is still unclear. The electronic
nematic phase in NaFeAs is characterized as an electronic order that breaks the rotation symme-
tries without changing the translational symmetry of the underlying lattice [264, 265, 266, 267].
The origin of the transition has been theoretically linked to both the spin and orbital degrees of
freedom but it is still unclear from experimental results as to what is the critical driving factor and
whether it is caused by a static or fluctuating order [34, 35, 36, 37, 38]. It has been suggested that
the spin nematicity can be understood as a direct consequence of orbital order, potentially involving
an incommensurate state on the Fe dxy/yz orbitals [33, 34], but there is not a sufficient amount of
experimental data to confirm this. It has become critical to understand this issue as it is believed
that the interaction and coupling of these states may be responsible for the high temperature SC
[38, 268].

Additionally, upon doping with Co, which contributes an additional electron per doping atom, all
three transitions reduce in temperature and are eventually suppressed and superconducting phase
appears between x = 0.025-0.07, shown in figure 8.1.2. In its normal state, Fe is in a 3d6 state
where the Co doping pushes this towards 3d7 [36]. It has been suggested that the electron count is
a critical factor in these compounds with regards to the SC temperature, where upon doping the
Fermi level is increased. It is also important to consider the hybridization between the Fe d and As
p orbitals, which is expected to be significant as the As sites are close to the Fe planes. While the
SC phase is not the focus of this research, the literature suggests that the electron-phonon coupling
in this system is too weak for conventional SC [269], and it is for this reason that these materials
have attracted interest.

Figure 8.1.2: NaFe1−xCoxAs Phase diagram [34]. The dashed lines indicate the compositions used
in this research.
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The NaFeAs compound is known to be very air and moisture sensitive and it is expected that
this will also be the case in the doped system. While the exact time scale of the effect is debated,
in some cases 24hr in others 2/3 weeks, it is clear that decomposition starts to occur immediately
once exposed [270, 271]. A slow oxidative deintercalation of Na+ results in the gradual contraction
of the unit cell and a transformation in to NaFe2As2. The nature of the final product is not well
studied, however it has been shown in the literature that it does not exhibit a SC phase and the
antiferromagnetic phase appears at a much higher temperature (≈140K) and above this phase small
structural distortions are observed [270]. Interestingly, on initial exposure the SC temperature
increases, which may be related to an increase in internal strain, but with further exposure it
decreases again [272].

Understanding the phases that can emerge before the SC is critical and this research focuses on
the nematic phase transition once the system is doped with Co. It is strongly suggested that both
the lattice and magnetic transitions are driven by (local) electronic reconstruction rather than a
Fermi surface nesting, XAS/XES are suitable techniques to study these aspects. Using polarization-
dependent HERFD-XAS and valence-to-core XES, single crystal samples (x = 0.014 and 0.023) have
been investigated with the aim to provide evidence as to whether or not this transition is driven
by orbital degrees of freedom. Further to this, measurements have also been taken across the other
phases to understand how the interplay between the electronic and structural properties result in
the different characteristic observed.

Due to the possible effects from decomposition due to exposure to moisture, care was taken to
limit the exposure of the samples used in these measurements. To avoid air contact, the samples were
stored in a argon filled container until the spectroscopy measurements. Initially, the samples used
in the experiments were exposed to air for a short period whilst loading in the cryostat. However
the effect for the decomposition on both the structural and magnetic phases is not well understood.
Due to this, a second sample was loaded in to the cryostat within a He environment to reduce the
overall exposure. It was important to identify any decomposition signatures when analysing the
results obtained to understand the possible effects of decomposition on the different phases. After
the spectroscopy experiments the samples were stored in an air tight container until it was possible
to carry out characterization measurements to understand the level of decomposition.

8.2 Sample preparation and characterization

Single crystal samples of varying doping levels have been supplied and originally characterized
using x-ray diffraction and magnetic susceptibility measurements by Dr. Huiqian Luo10 at the
Chinese Academy of sciences in Beijing. The samples were transported in a sealed argon filled
container. It was decided that due to the sensitivity of the samples, additional characterization
would be carried out after the spectroscopy measurements to reduce possible exposure. Two different
compositions have been measured during these experiments and treated in different ways due to their
air sensitivity. Initially, a sample of NaFe0.986Co0.014As was loaded on to the sample cryostat in air
and exposure was less than 10 minutes, assuming that decomposition would not affect the nematic
phase on this time scale. In this composition TNem ≈ 80K, TS ≈ 53K, TN ≈ 35K and TSC ≈ 16K.
The second sample with x = 0.023 was loaded in the cryostat in an atmosphere flushed with He
gas in an attempt to further reduce exposure. In this composition the transition temperatures are
approximately TNem ≈ 64K, TS ≈ 40K and TSC ≈ 21K, where the AFM state has been suppressed.
Once the samples were loaded in the cryostat, the sample space was kept under vacuum till the end
of the experiment.

8.2.1 Characterization measurements (SEM/EDX)

Characterization measurements have been carried out at the University of Kent approximately 1 year
after the experiment due to restrictions on the use of the SEM/EDX during the COVID19 pandemic.
The samples were stored in a moisture free environment to stop further exposure. SEM and EDX
measurements have been carried out to check the sample quality and composition. Although these
measurements are only surface sensitive, while the XAS/XES technique probe the bulk sample,
the indicators of decomposition should be visible. These measurements allows an understanding
of whether the results are relevant for the investigation presented in this chapter. It has been
shown previously that two signs of significant decomposition can be detected with this technique
[271]. Firstly, if conversion to the NaFe2As2 has started to take place, visual appearance of the
reaction product may be detectable. In addition, it is expected that before a complete conversion
occurs, stripes may appear indicating different domains. SEM and EDX data are shown on both
compositions used and an additional composition (x = 0.016) as a reference. The reference sample

10Institute of Physics, Chinese Academy of Sciences, Beijing National Laboratory of Condensed Matter Physics
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should not have been exposed during the experiment, remaining in the transport sample container
until the SEM/EDX measurements with a minimal exposure time, therefore if it also show signs of
exposure then it may point towards contamination before the main experiments.

The results from the SEM/EDX measurements are shown in figures 8.2.2-8.2.4. The SEM images
for both compositions measured by x-rays (x = 0.014 and 0.023) show an uneven crystal surface,
indicated by the varying contrast across the sample surface. This suggests that the samples are
decomposed and are not homogeneous single phase crystals. The EDX measurements further suggest
that these samples have been significantly contaminated by moisture due to the high concentration
of oxygen present. It should be noted that due to the relatively low dopant levels, the Co was
not detectable. The reference sample (x = 0.016) was not exposed to air during the experiment.
However the SEM and EDX measurements also show similar effects when compared to the other
samples. This suggests that the contamination either occurred before the XAS/XES experiments
or the sample containers were not air tight during the transportation.

Figure 8.2.1: Example image of the NaFe1−xCoxAs samples a) x = 0.014, b) x = 0.0223.

(a) (b)

Figure 8.2.2: a) SEM images and b) EDX measurements on NaFe1−xCoxAs (x = 0.014).
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(a) (b)

Figure 8.2.3: a) SEM images and b) EDX measurements on NaFe1−xCoxAs (x = 0.023).

(a) (b)

Figure 8.2.4: a) SEM images and b) EDX measurements on NaFe1−xCoxAs (x = 0.016).

8.3 Experimental set-up and measurements

Both the HERFD-XAS and vtc-XES have been carried out on the I20-scanning beamline, Diamond
Light Source U.K, with details of the beamline given in section 3.2.3. For this experiment the
following co-workers assisted with the running of the beamlines and collecting data: Dr Silvia
Ramos (University of Kent), Dr Shusaku Hayama (Diamond light source) and Dr Sofia Diaz-Moreno
(Diamond light source). The measurements were made using the XES spectrometer to allow the
selection of specific emission lines, giving greater spectral resolution within the XANES region. To
achieve the low temperatures required, a closed-cycle He cryostat (Stinger), with a temperature
range of 400K-5K, has been used (shown in figure 8.3.1). Due to the suspected highly anisotropy
characteristic of the nematic phase, polarization dependent measurement gives the ability to track
changes in both the electronic and atomic structures along different crystallographic planes. Using
single crystal samples which have been cleaved between the Fe-As layers, the c-axis has been aligned
parallel to the direction of the beam and rotated towards the ab-plane, which is in an unknown
orientation. Shown in figure 8.3.1, all data sets in this chapter have been labelled so that 0o

refers to the beam polarization being parallel with the ab-plane and 90o indicates that the beam
polarization is parallel with the c-axis.
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(a)

(b)

Figure 8.3.1: a) Stinger cryostat with the outer window (1), radiation shield (2) and cooling space
(3) shown, b) sample alignment

The HERFD-XAS measurements were carried out using the Fe K-edge (7112eV) with the XES
spectrometer (Si(440) crystals) monitoring the Kβ1 and Kβ3 emission lines while the incident energy
is scanned over the absorption edge. The energy has been calibrated with an Fe foil at the K-edge.
The scan parameters for each region were as follows: for the pre-edge region, an energy step of
5eV with 1s per point. Across the edge and XANES region an energy step of 0.3eV with 3s per
point was used. Finally, for the EXAFS an energy step of ≈2eV with ≈5s per point was used, with
each spectra repeated twice under the same conditions. These measurements probed the 1s→3d
transitions to the unoccupied Fe states, where the emission spectrometer monitored the peak of
the Kβ1/Kβ3

11 at 7057eV which corresponds to the 3p→1s transitions. For both compositions, 4
angles were measured (15o, 30o, 60o, 75o) to track changes across different crystallographic planes
and across each transition. For x = 0.014 the temperatures measured where: 110K, 65K, 38K, 23K.
For x = 0.023 these were 300K, 110K, 51K, 30K, 23K.

The vtc-XES measurements were carried out by setting the incident beam to an energy of 7500eV
and scanning the emission spectrometer across the energy range between 7075eV-7124eV and using
a energy step of 0.3eV, with 5s per data point. The transition involved are significantly weaker than
the main emission line (Kα) (≈ 150x), and therefore the scans were repeated 3 times under the same
conditions to improve the statistics. The measurements probe the valence bands of the ligands (As)
and provide information regarding the metal-ligand bond lengths, oxidation state and metal-ligand
interactions. The same angles and temperature as the HERFD-XAS have been collected.

Along with both compositions, measurements have been collected on Fe reference samples for
both HERFD-XAS and vtc-XES. Fe2O3 with the Fe in a +3 state in a tetrahedral coordination and
Fe3O4 which contains both Fe +2 and +3 states in both tetrahedral and octahedral coordination,
have been measured to be able to compare the different oxidation states. The samples were mixed
with cellulose to form diluted pellets to minimise the self-absorption effects and spectra have been
collected at room temperature with the pellet at 45o relative to the beam polarization.

8.4 Data analysis and Results

The data processing methods used for each spectra are outlined in chapter 4. In each case the
data has had a pre-edge subtraction, background subtraction and post-edge normalization applied
so a comparison between data sets can be carried out. A self-absorption correction has also been
applied to extract the true absorption values. The method for this is given in section 4.2.1 and
the relevant parameters used for the correction are: µtot(Ef ) = 1076.3cm−1, µb(E) = 532.28cm−1,
µ0(Eae) = 2655.81cm−1, µ0(Ebe) = 410.13cm−1. Further information specific to the XANES and
EXAFS regions are given the relevant sections below.

11These emission lines are too close together to separate with the spectrometer.
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8.4.1 XANES

Shown in figure 8.4.1 is a comparison across both samples in the nematic phase, along with the
XANES data for the reference samples. The reference samples show a clear pre-edge feature and
main absorption edge. Both the pre-edge (1s→3d) and absorption peak centred at approximately
7132eV (1s→4p) show a splitting of the features in the Fe2O3 sample compared to the other sample,
which can be attributed to a splitting in the d states driven by the change in the coordination
geometry of the different samples. There is a clear intensity difference in the pre-edge features going
from Fe2O3 to Fe3O4. This could indicate an increase in holes in the 3d orbitals [273, 274, 275], as
the pre-edge intensity can relate to an oxidation state. However, it is important to note that the
pre-edge feature is mainly due to the geometry of the system. If there is a distortion in the system,
which is the case with the two references, the pre-edge will become partially dipole and the intensity
much higher.

(a) (b)

Figure 8.4.1: a) Comparison between both NaFe1−xCoxAs samples at two angles (Fe K-edge) in
the reported nematic state (x = 0.014 - 65K, x = 0.023 - 51K). b) Comparison between reference
samples at room temperature (45o).

The comparison between the two different samples in the nematic phase is shown in figure 8.4.1.
There are some significant differences between the samples and angles. At both angles the main
feature above the edge between 7125-7138eV has a clear double peak feature in the x = 0.014.
However, it is less broad in the other sample. The main absorption edge start at 7118eV and is
consistent across the two samples but is again better defined in the lighter doped sample. The pre-
edge feature, representing the 1s→3d transition due to the lack of inversion symmetry in the iron
tetrahedron, shows an increase in intensity for the x = 0.023 sample. There is an additional shoulder
at approximately 7120eV in the x = 0.014 compound. The different between the two samples
suggests a significant difference in the electronic structure, which could be related to two different
effects. Firstly this could be caused by an increase in the doping, which introduces an additional
electron per doping atom. Secondly this could be related to an affect from the decomposition of
the samples due to exposure to moisture. While it is unclear as to which effect may be causing the
differences in the spectra, the x = 0.014 is closer to the Fe2O3 reference spectra and the x = 0.023
is closer to the Fe3O4 spectra. Since these samples should be in the same phase and the level of
doping is small, it is more likely that the differences are caused by the decomposition.

The NaFe0.986Co0.014As sample shown in figure 8.4.2 across all transitions and two angles in-
dicates very little change. After the absorption edge (E0 = 7117.69eV) the peak positions and
intensities show no change other than statistical noise. The main absorption edge also shows very
little differences apart from a small intensity change at approximately 7120eV. A similar change is
seen in the pre-edge features suggesting that this is most likely a thermal effect as no consistent
change is seen over a transition. The first derivative shows how the pre-edge feature and the absorp-
tion edge positions are consistent across all measurements. It is also clear that the shoulder feature
after the pre-edge is clearly defined in the 15o data. Shown in figure 8.4.3 is the XANES data for
the NaFe0.977Co0.023As sample, which also shows very little differences across the transitions. The
absorption edge is consistent with an E0 position of 7117.9eV, and the pre-edge feature shows very
little changes in intensity. The first derivative shows that the shoulder feature after the pre-edge
is present in this data set but is significantly less intense. Both samples indicate that there is very
little change across the temperature range in the electronic structure and both samples appear not
to undergo a transition which effects the electronic state.
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(a)

(b)

Figure 8.4.2: XANES: a) normalized spectra and b) normalized first derivative for the
NaFe1−xCoxAs (x = 0.014) Fe K-edge. Data is shown for 15o and 75o angle.
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(a)

(b)

Figure 8.4.3: XANES: a) normalized spectra and b) normalized first derivative for the
NaFe1−xCoxAs (x = 0.023) Fe K-edge. Data is shown for 15o and 75o angle.
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8.4.2 Valence-to-core XES

Given the range and type of transitions in the NaFeAs compound, vtc-XES is an important comple-
mentary technique to the HERFD-XAS, which probed the valence states of the As species. Using
the Kβ emission line and measuring the Kβ” and Kβ2,5, 2 reference samples and both NaFeAs
compounds were measured. The spectra were normalized using the method outlined in section 5.2
and the FDMNES simulations have been used to model the spectra, DOS and orbital overlap. Fig-
ure 8.4.4 shows the crystal structures for both reference samples. The Fe in Fe2O3 is in a +3 state
and bounded to six O ligands where the Fe-O bond lengths are 1.96Å and 2.09Å [276]. The Fe3O4

compound contains both Fe +3 and +4 states where both single, double and triple bonds to oxygen
are present. One site only has Fe3+ ion which is tetrahedrally coordinated to the oxygen while the
other site has equal amounts of Fe3+ and Fe2+ in an octahedral coordination. The tetrahedral and
octahedral Fe-O bonds lengths are 1.88Å and 2.07Å respectively [277].

(a)

(b)

Figure 8.4.4: a) Fe2O3 [278] and b) Fe3O4 [279] structures.

Page 153



Study of the nematic phase transition in NaFe1−xCoxAs

(a) (b)

Figure 8.4.5: Fe K-edge: vtc-XES for a) x= 0.014 and b) x= 0.023, across the measured temperature
range and 2 extreme angles

Figure 8.4.5 shows both NaFe1−xCoxAs samples at the 15o and 75o, at a range of temperatures
across the transitions. There are two well defined features at 7098eV and 7107eV. The intensity of the
feature at 7098eV is approximately 0.4x10−2 arb. units and the feature at 7107eV is approximately
1.3x10−2 arb. units. In both samples no changes are seen in the intensity or position in either
feature, across angle or temperature. Given the early results that suggest these samples have
been contaminated by moisture, the lack of changes in the valence spectra is not surprising. For
completion, FDMNES simulations have been carried out for all 3 compounds to confirm the origins
of each feature and are shown in figures 8.4.6- 8.4.7. The simulations of the NaFe1−xCoxAs have
been carried out with x = 0. Also shown in figure 8.4.9 the suspected origins of each feature based
on the earlier work in chapter 5 are given.

(a) (b)

Figure 8.4.6: Fe K-edge: Fe2O3 vtc-XES. a) experiment vs simulated DOS, b) experiment vs simu-
lated orbital overlap. Legend indicates (Ligand(Metal)) orbital overlap.
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(a) (b)

Figure 8.4.7: Fe K-edge: Fe3O4 vtc-XES. a) experiment vs simulated DOS, b) experiment vs simu-
lated orbital overlap. Legend indicates (Ligand(Metal)) orbital overlap.

(a) (b)

Figure 8.4.8: Fe K-edge: NaFe0.977Co0.023As vtc-XES compared to NaFeAs simulation at 300K.
a) experiment vs simulated DOS, b) experiment vs simulated orbital overlap. Legend indicates
(Ligand(Metal)) orbital overlap.

Figure 8.4.9: Fe Kβ XES spectrum and simplified molecular orbital (MO) diagram (Fe2O3, Fe3O4,
NaFe1−xCoxAs)

In all cases the simulated spectra peak position and relative intensities are in good agreement
with the experimental data. The DOS indicate that both features are centred around s and p
orbitals and the higher energy feature also shows contributions from the d orbitals. It is interesting
to note how the p orbitals in the NaFe1−xCoxAs compound show high dispersion and the d orbital
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are approximately 5eV lower than the two references. Due to the link between the metal and ligand
orbitals, the orbital overlap provides information regarding which orbitals contribute to the spectral
features, and changes in the overlap will also affect the intensity of these features [280]. The orbital
overlap agrees with the proposed origins of the two features. The lower energy feature only shows
overlap with the ligand s orbitals while the higher energy feature shows overlap with the ligand
p orbitals. The notable change is seen in the energy position of the low energy feature. The two
reference samples are at approximately 7093eV, with the Fe3O4 sample showing slightly higher
intensity tail on the low energy side. This feature is at a significantly higher energy (7099eV) in
the NaFe1−xCoxAs compound. This change reflects that the bond between the metal and ligand
is significantly stronger in this compound when compared to the reference sample. There is a
difference between the intensities of the two reference sample, where the feature at 7093eV in Fe2O3

is approximately 0.025 arb. units while in Fe3O4 is approximate 0.03 arb. units. The second
feature has an intensity in the Fe2O3 sample of approximately 0.086 arb. units while in Fe3O4

is approximate 0.12 arb. units. A comparison with the NaFe1−xCoxAs spectra, shows that the
intensity is similar to Fe3O4, suggesting it could be in a mixed valence state.
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8.4.3 EXAFS analysis

It is expected that in both samples, without exposure to air, two structural transitions should be
present. At Ts the system should undergo a tetrahedral to orthorhombic transition, and in the
nematic phases it has been reported that fluctuations in the FeAs4 tetrahedra are responsible for
an orbital ordering transition [34, 37]. The positions and relative intensities of the single scattering
paths are shown in figure 8.4.10, along with an example of the experimental data at 110K for
reference. The first contributions come from the Fe-As scattering paths, with a degeneracy of 4 at
2.346Å; the second set comes from the Fe-Fe scattering within the layers at approximately 2.774Å
with a degeneracy of 4 and the third originates from the Fe-Na across the layers with a scattering
length of 3.107Å and a degeneracy of 4. In this short range there is no strong multiple scattering
paths. While there are further defined features between approximately 3.5Å - 5.5Å, the intensity of
these features across the different angles is relatively low and is difficult to fit accurately. Table 8.4.1
shows the path lengths, degeneracies and relative angles of the paths with respect to the ab-plane
(ϕA) and c-axis (θA).

Figure 8.4.10: NaFeAs single scattering path contributions, along with an example NaFe1−xCoxAs
(x = 0.014, 110K, 30o) spectra. Plotted in R-space.

Figures 8.4.11 and 8.4.12 show the EXAFS and FT-EXAFS for both samples measured across
all temperatures and 2 angles. The Fourier transform has been extracted from a k -range of 3Å−1

- 11.5Å−1, with the EXAFS data plotted using a k -weight of 2. Measuring EXAFS with the
spectrometer is not very efficient, especially with the Kβ line, hence the reason for the limited range
in k -space. The NaFe0.986Co0.014As results plotted in R-space show a clear main feature between
1.6-2.8Å and a clear change across angles. However no change consistent with a structural transition
is observed as a function of temperature. The 1st peak has contributions from the Fe-As, Fe-Fe,
Fe-Na scattering paths. The differences seen between the angles are a result of the 15o and 75o

closely representing the ab-plane and c-axis polarization respectively. It is important to note that
the experimental paths have not be phase corrected. The Fe-Fe paths have the greatest contribution
in the 15o at 2.4Å, while the Fe-As is strongest in the 75o at 2Å. There are well defined features
after 3Å and significant distortions in the 75o. The k -space data shows consistent spectra across
the transitions and good quality data up to 12Å, which has been aided by the very concentrated
samples.

The second sample measured had x = 0.021 doping and shows differences when compared to
the first sample. Shown in R-space the main feature in the 75o data is narrower and does not show
a shoulder at 2.6Å. The 15o shows a slightly less intense main feature and the ratio between the
peak and shoulder is less than in the other sample. The k -space data also confirms that there is no
differences across any of the transition temperatures. While there are no changes that are related to
a transition, the differences between the 2 samples is significant and is most likely linked to changes
in the structure caused by the higher Co doping.
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(a)

(b)

Figure 8.4.11: a) EXAFS and b) FT-EXAFS for NaFe1−xCoxAs (x = 0.014) (Fe K-edge) for 2
angles and all temperatures. Different areas indicate the contributions from; 1: Fe - As, 2: Fe - Fe
and 3: Fe - Na paths.
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(a)

(b)

Figure 8.4.12: a) EXAFS and b) FT-EXAFS for NaFe1−xCoxAs (x = 0.023) (Fe K-edge) for 2
angles and all temperatures. Different areas indicate the contributions from; 1: Fe - As, 2: Fe - Fe
and 3: Fe - Na paths.

Page 159



Study of the nematic phase transition in NaFe1−xCoxAs

Fitting

Even though the changes seen in the data are more likely coming from thermal effects rather
than related to a transition, the EXAFS data has also been fitted to the high temperature structure
to confirm if any changes are present. The method of fitting is outlined in section 4.5, the initial
structure used is given in table 8.4.1. While it is expected that the Co dopant will distort the
structure, the low level of doping was assumed to be taken into account as disorder. Example
fits are shown in figures 8.4.13 and 8.4.14 for both x = 0.014 and 0.021 at 110K and all angles.
Tables 8.4.2 and 8.4.3 give the results of all the fitting parameters. The fitting was carried out in
R-space over a range between 1.4Å - 3.2Å, and the data has been extracted from k -space between
3Å−1 - 11.7Å−1 for x = 0.014 and 3Å−1 - 11.4Å−1 for x = 0.021. The fits have been carried out as a
function of 3 k -weighting (1, 2 and 3). The number of independent points available is 40 and 34 for
x = 0.014 and x = 0.021 respectively, with 14 variables used in each fit. The R-factor, which gives
an indication of the closeness of the fits, is between 0.005-0.01. The S2o is a global parameter which
takes into account factors that will affect the amplitude and is slightly below 1 for all data sets.
The S2o parameter has been left as a variable across the temperatures and angles since monitoring
this value is important to confirm a realistic fit. Both the R-factor and S2o values suggest that
there is reasonably good agreement between the model and data. The E0 value varies by several
eV’s across the angles but are similar (within error) across temperatures for a given angle. Due
to the importance of tracking the oxidation state in these samples this parameter has been left as
a variable across the temperatures and angles. While fixing the value would reduce the number
of fitting parameters, it would also not allow the differences to be tracked. There is a consistent
increase in this values across angles for the same temperature.

Path Path length (Å) Degeneracy θA(o) ϕA(o)

Fe-As 2.346 1 56.8 0.0

” ” ” 123.2 90.0

” ” ” 56.8 180.0

” ” ” 123.2 270.0

Fe-Fe 2.774 2 90.0 45.0

” ” ” 90.0 135.0

Fe-Na 3.107 1 140.9 0.0

” ” ” 39.2 90.0

” ” ” 140.9 180.0

” ” ” 39.2 270.0

Table 8.4.1: NaFeAs Scattering paths

For NaFe0.986Co0.014As, the Fe-As and Fe-Fe path lengths show a very small decrease across the
110K to 65K, and no further changes seen afterwards. The Debye-Waller factors are reasonable for
these paths suggest a good fit. The change in the path lengths are more consistent with a temper-
ature related effect. These paths were expected to show a change across the structural transition
at 54K. However this signature is absent and the results indicate only a small thermal contraction.
The Fe-Na path shows a contraction which, given that these path represent the differences between
the Fe and Na layers, suggests a contraction mostly along the c-axis. The Debye-Waller factors and
associated errors are significantly larger for these paths, however there are no changes across the
structural transition.

The NaFe0.979Co0.021As Fe-As and Fe-Fe path lengths show similar changes when compared to
the x = 0.014 sample, with a small contraction across 110K to 51K. The Debye-Waller factors are
consistent, which suggests the path values are realistic. These results suggest that the tetrahedral
to orthorhombic transition is not present in this sample. The Fe-Na path lengths are shorter in this
composition when compared to the x = 0.014 sample. Interestingly, these path lengths are closer
to the reported NaFe2As2 path lengths, suggesting that the sample has undergone decomposition.
The Debye-Waller factors are slightly larger, further suggesting there is additional distortion in the
structure introduced by the dopant. The Fe-Na path lengths show a significant contraction when
compared to the first sample. However also show large errors and Debye-Waller factors, which is
most likely a result of an increase in the long range disorder caused by the decomposition. The
EXAFS results shows that the transitions are not present in these samples. Additionally, the Fe-Na
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path results suggest that the c-axis contraction is more significant in the x = 0.021 sample and
these paths are more distorted, which is consistent with a highly decomposed system.

Page 161



Study of the nematic phase transition in NaFe1−xCoxAs

(a)

(b)

Figure 8.4.13: a) EXAFS and b) FT-EXAFS example fits for NaFe1−xCoxAs (x= 0.014) (Fe K-edge)
at 110K using 4 angles.
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(a)

(b)

Figure 8.4.14: a) EXAFS and b) FT-EXAFS example fits for NaFe1−xCoxAs (x= 0.023) (Fe K-edge)
at 300K using 4 angles.
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Parameters 110K 65K 38K 23K

∆E0 (eV) - (15o) 3.1±0.7 2.0±0.6 1.6±0.9 2.5±0.9

∆E0 (eV) - (30o) 3.5±0.8 3.2±0.7 3.0±0.9 3±1

∆E0 (eV) - (60o) 5.0±0.9 3.5±0.7 4±1 4±1

∆E0 (eV) - (75o) 6.0±0.9 4.1±0.8 5±1 4±1

S2
o - (15o) 0.98±0.07 0.98±0.06 0.98±0.08 0.98±0.09

S2
o - (30o) 0.99±0.07 0.99±0.06 0.98±0.08 0.98±0.09

S2
o - (60o) 0.99±0.07 0.99±0.06 0.98±0.08 0.99±0.09

S2
o - (75o) 0.99±0.08 0.99±0.07 0.99±0.08 1.03±0.09

Fe-As R (Å) 2.416±0.002 2.414±0.002 2.411±0.003 2.412±0.003

Fe-As σ2 (Å2) 0.0010±0.0003 0.0010±0.0003 0.0009±0.0004 0.0020±0.0004

Fe-Fe R (Å) 2.783±0.004 2.777±0.003 2.775±0.005 2.777±0.005

Fe-Fe σ2 (Å2) 0.0040±0.0005 0.004±0.004 0.0030±0.0006 0.0040±0.0007

Fe-Na R (Å) 3.25±0.03 3.22±0.02 3.22±0.02 3.23±0.03

Fe-Na σ2 (Å2) 0.018±0.004 0.015±0.003 0.014±0.003 0.021±0.005

R-Factor 0.0075 0.0049 0.0091 0.0114

Independent points 40 40 40 40

Variables 14 14 14 14

Table 8.4.2: Fitting parameters for NaFe1−xCoxAs (x = 0.014)

Parameters 110K 51K 30K 23K

∆E0 (eV) - (15o) 2.2±0.8 2.1±0.9 1.6±0.9 1.4±0.8

∆E0 (eV) - (30o) 1.0±0.8 3±1 0.8±0.9 0.9±0.8

∆E0 (eV) - (60o) 2.0±0.8 3.1±0.9 3±1 3.4±0.8

∆E0 (eV) - (75o) 5.4±0.9 4.9±0.9 5±1 3.8±0.8

S2
o - (15o) 0.99±0.07 0.98±0.07 0.97±0.07 0.97±0.07

S2
o - (30o) 0.99±0.07 0.98±0.08 0.98±0.08 1.00±0.07

S2
o - (60o) 1.00±0.07 0.99±0.07 1.00±0.08 1.00±0.07

S2
o - (75o) 0.99±0.07 1.02±0.07 1.01±0.08 1.02±0.07

Fe-As R (Å) 2.393±0.002 2.389±0.003 2.386±0.003 2.395±0.004

Fe-As σ2 (Å2) 0.0020±0.0003 0.0020±0.0003 0.0020±0.0004 0.0010±0.0006

Fe-Fe R (Å) 2.745±0.004 2.741±0.005 2.735±0.005 2.750±0.008

Fe-Fe σ2 (Å2) 0.0070±0.0005 0.0060±0.0006 0.0060±0.0006 0.005±0.009

Fe-Na R (Å) 3.2±0.2 3.2±0.2 3.1±0.2 3.10±0.08

Fe-Na σ2 (Å2) 0.09±0.04 0.11±0.06 0.09±0.05 0.05±0.02

R-Factor 0.007 0.006 0.008 0.005

Independent points 34 34 34 34

Variables 14 14 14 14

Table 8.4.3: Fitting parameters for NaFe1−xCoxAs (x = 0.023)
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8.5 Discussion

The original aim of this research was to track the local electronic and atomic structures around Fe
species across the nematic, structural, magnetic and SC transitions in NaFe1−xCoxAs (x = 0.014,
0.021). The nature of nematic state in this system is unclear, however it has been theoretically linked
to both spin and orbital degrees of freedom. While experimental data has not been able to confirm
which mechanism is driving this state, it has recently been suggested that the spin nematicity
can be understood as a direct consequence of orbital ordering involving the Fe dxy/yz. The use
of polarization dependent HERFD-XAS and vtc-XES measurements allows changes in both the
electronic and atomic structure to be tracked across the transition within different crystallographic
planes. These measurements aimed to provide further information as to the state of the Fe species
in this compound in each phase. It has become clear early in the analysis that the two samples have
been exposed to moisture and due to their sensitivity, have started a process of decomposition. The
parent compound (NaFeAs) will eventually, over a prolonged exposure to moisture, decompose in
to NaFe2As2 and it is expected that the doped system will undergo a similar change.

The XANES data (figures 8.4.2 and 8.4.3) shows significant differences between the two samples.
In the suspected nematic state, the pre-edge feature, originating from 1s→3d transitions suggests,
is more intense in the x = 0.021 composition, and there is a more defined double peak feature in the
absorption edge for the x = 0.014 composition. The XANES analysis suggests that these differences
are a result of a significant structural difference between the two compositions, which is most likely
due to decomposition rather than an effect from the small difference in dopant. A comparison to the
reference samples suggest that the x = 0.014 sample is closer to the Fe2O3 with the Fe in a +3 state,
while the x = 0.023 sample is closer to a mixed valence state similar to the Fe3O4. A comparison of
the spectra for each sample across the transitions shows that there are very little change in either
sample, apart from thermal effects. The vtc-XES results (figure 8.4.5) also indicate no changes in
either the Fe or As valence orbitals or their interactions. The electronic structures of both samples
appear to be stable across the temperature range measured and suggests that due to the samples
exposure to air, the electronic transitions are suppressed. The results of this research indicate that
even a partial decomposition of the NaFe1−xCoxAs suppresses the transitions being investigated.

The structural analysis for both compositions is given in tables 8.4.2 and 8.4.3. The results for
the Fe-As and Fe-Fe path lengths across the temperature range suggest that apart from a very small
contraction there is no signature of a structural transition. The Fe-Na path for both compositions
shows a more significant contraction, which is largest in the x = 0.021 system. However there
are also larger errors and large Debye-Waller factors associated with these paths indicates greater
distortion due to the Co doping. It is expected that the decomposition will occur in patches and the
changes in the structure will be most significant across the c-axis. Comparison of the Fe-As path
lengths with the literature suggest that the Fe-As path (2.414Å) in x = 0.014 sample is similar to
the parent compound at 2.417Å, while the the Fe-As path (2.393Å) in x = 0.021 sample is closer
to the NaFe2As2 composition at 2.380Å. The structural results further confirm that the exposed
doped system does not undergo any of the reported transitions.

8.6 Conclusion

Using polarization dependent HERFD-XAS and vtc-XES measurements, this research aimed to
investigate the nematic phase in the NaFe1−xCoxAs (x = 0.014, 0.021) system. Since it has been
suggested that this phase is dominated by an orbital ordering on the Fexy/yz site, by tracking the
electronic and atomic structures across the difference phases it should be possible to confirm or
otherwise this mechanism. However, due to exposure to moisture, the original aim of this research
has not been accomplished. The characterization measurements, HERFD-XANES, vtc-XES and
EXAFS results indicate that the x = 0.014 composition has had limited exposure and is close to the
original structure, On the other hand, the x = 0.021 analysis indicates the sample has undergone
significant decomposition and is closer to the NaFe2As2 system. The results indicate that the
exposed doped system does not undergo any electronic or structural transition, which is most likely
a result of the increase in the distortion within the structure. It is reasonable to suggest that the
FeAs4 structure is a critical factor with relation to the transitions and that small distortion in this
structure can significantly affect these transitions.
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Chapter 9

Conclusion

This thesis has presented research on the transition metal compounds: IrTe2, Ca2RuO4 and
NaFeAs. In addition, it has also developed further the Lβ vtc-XES technique and a new correction
method for the self-absorption effects in fluorescence detection. In this chapter the key results for
each section will be given, focusing on the new results.

In fluorescence detected XAS the self-absorption effect can severely suppress the XANES and
EXAFS amplitudes, leading to incorrect coordination numbers and Debye-Waller factors. In chapter
4, a review of the current widely available correction methods shows how for the data used in this
thesis, numerical instabilities near the absorption edge prevented a reasonable correction. It is
suggested that the reason for this comes from the highly localized electrons in these systems which
creates a significant intensity change at the absorption edge and this is not well modelled by the
tabulated absorption coefficients used to provide a correction. To allow for a reasonable correction
for the data in this thesis, a new correction procedure, which takes into account the background
fluorescence intensity for the absorption edge, is presented. A comparison between transmission
data, which does not suffer from the self-absorption effect, and the corrected data shows that in
both the XANES and EXAFS regions this methods provides a suitable correction.

In chapter 5, a study of the Lβ emission valence-to-core XES has been presented, specifically
using tungsten reference samples. The use of vtc-XES has been shown to be an important technique
in the study of materials, as it is sensitive to the metal spin and oxidation state, as well as ligand
identification, hybridization, protonation state and metal-ligand bond lengths. However, the current
available literature focuses on the light metal/ligand system using the Kβ emission. By measuring a
range of tungsten reference samples using the Lβ emission and calculating the corresponding density
of states and orbital overlap, an interpretation of the sensitivity of this technique to changes in the
electronic structure was shown to be possible. The Lβ emission line should be more sensitive to the
d states since it probes the d states directly as the d→p is allowed, whereas for the Kβ emission
the d→s transitions are not allowed. The key result from this work is that while the Lβ emission
features are similar to the Kβ, probing the ligand ns and np orbitals, the achievable resolution may
be a limiting factor, caused by the core-hole broadening. Small changes were seen across some of
the references, for example the subtle oxidation state change between WO2 and WO3.

In chapter 6, the role of the Ir-Ir dimers and the electronic state of this species across the metal
to partial insulator transition in IrTe2 has been studied. The structural analysis has shown that
unlike what is presented in the majority of the literature, dimers are present in this compound
at temperatures above the known transitions. By tracking the fitting parameters (Debye-Waller
factor) across the MI transition, it is proposed that this is a order to disorder like transition. Above
the transition the dimers are in a disordered state throughout the ab-plane. However below the
transition they become ordered along the a-axis. The XANES data collected on the L1, L2 and L3

Ir edges, along with the vtc-XES measurements, suggest that the Ir does not undergo a significant
electronic change across this transition. Further to this, DFT simulations show how the compression
of the Te octahedra leads to the small changes seen after the absorption edge. Additional density
of state simulations suggest that rather than the ordering of the Ir dimers, it is the Te change that
causes a reconstruction across the Fermi level. Hence, it seems that it is the change in the Te
structure that is the driving force for the change in the conductivity of this system and that the
ordering of the dimers is an additional effect. When the system is doped with Pt, the MI transition
is suppressed and a SC state can emerge. It was previously suggested that upon doping, the Ir
dimers are absent in this system and lead to the possibility that a different symmetry breaking
mechanism was driving the transitions. The study of two compositions, where the MI is slightly
reduced and fully suppressed, suggests that dimers are present in these samples too and that the Ir
electronic structure is the same with respect to the pure compound. The results show that the same
mechanisms are driving the transition. Due to the increase in the lattice parameters as a function of
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dopant, it seems that the effect on the MI is caused by the Te-Te interlayer bonding. As the a-axis
lattice constant increases, the Te-Te weakens and the transition temperature is reduced.

The metal to insulator transition in Ca2RuO4 has been studied in chapter 7. The results confirm
a significant structure change in the oxygen octahedra around the Ru, with smaller distortions in the
Ca cage. The XANES analysis indicated that there is a charge transfer between the non-degenerate
dxy and dxz,yz states, along with a narrowing of the bandwidths. With measurements on the
system once doped with La, where the MI transition is suppressed, the overall result shows that
the structural and electronic changes are closely linked. Above the MI transition, the t2g orbitals
are split in energy due to the significant elongation of the octahedra. The 4th electron in the Ru
is localized on to the dxz,yz orbitals, leaving the dxy state only half-filled and conducting. Directly
below the transition the octahedra compresses and due to this the bandwidth decreases but also the
relative separation between the dxz,yz and dxy states decreases. This effect allows the 4th electron
to overcome the Coulomb repulsion and move to the dxy state. This fills this band and the system
becomes insulating. The transition/La doping changes the t2g bandwidth and unbalances the U/W
interaction resulting in a metallic state. While this research cannot address whether the structural
transition is the only driving factor for the overall change, it does suggest that the distortion in the
Ru-O-Ru bond angle is a critical factor in this material.

In chapter 8, the high temperature superconducting iron pnictide system is investigated. Origi-
nally, the aim of this research was to use XAS and vtc-XES techniques to probe the electronic and
atomic structures near a nematic state. Literature has suggested that this state, which precedes both
an atomic and magnetic transition, is related to both spin and orbital degrees of freedom, in which
the Fe dxy states may play a crucial role. Due to contamination with moisture, this research was not
successful and it was not possible to probe this state, since the sample decomposes in to NaFe2As2
(which does not show an nematic state). The research however does highlight that even a small
amount of contamination prevents the system from undergoing electronic or atomic transitions. It
also suggests that the FeAs4 structure is highly sensitive to small structural distortions.

The research presented in this thesis has used polarization dependent conventional XAS, HERFD-
XAS and vtc-XES techniques, along with simulations, to probe the structural and electronic states
in 3 compounds across different transitions. It has been shown that these techniques can provide the
necessary information to understand what factors are driving the emergence of the different phases,
including the interplay between the atomic and electronic structures. The use of simulations has also
been shown to provide additional information regarding the origins of the different changes seen the
experimental data. The HERFD-XAS and vtc-XES results additionally show that as synchrotrons
and beamlines improve, the data processing techniques must also be re-evaluated. This is due to
the assumptions used in the theory that describes the interactions of the x-rays with the samples.
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Chapter 10

Future work

In this chapter a discussion is given with regards to the possible avenues of additional research
that stems from the work presented in this thesis. In general this can be split into work with regards
to the technique side of the thesis and the materials studied.

There have been two major developments to the techniques used in this work. In section 4.2.2 a
new approach for making a correction for the self-absorption effect (in fluorescence mode) is given.
It takes into account the numerical instabilities near the absorption edge that are encountered in the
standard correction codes, specifically when correcting for L-edges with strong whiteline features
typical for high-resolution measurements. It was shown that for the data sets in this thesis the
new procedure provides a reasonable correction to both the XANES and EXAFS region. However
it is unclear as to whether this is only applicable in certain situations. It was suggested that the
reason for the instabilities is that the electrons in these compounds (specifically transition metals)
are in a highly localized state. It would be desirable to test if the code is robust for a wider range
of energies and absorption edges. Additionally, it is important that the limitations are identified,
as this would allow for corrections to data that previously has been problematic. This is especially
important for HERFD-XANES taken with XES and would also allow experiments to be done with
high-concentrated samples. To be able to provide this verification, additional measurements are
needed on a range of compounds, with varying absorption edges and with electrons in different
states (localized/non-localized). By taking measurements in both fluorescence and transmission
mode, it is possible to confirm if the correction is reasonable, since the transmission data does not
suffer from self-absorption effects.

A significant study of the valence-to-core XES using Lβ emission lines was presented is chap-
ter 5. While this provided some useful interpretation of the features that arise in the spectra, it
is still unclear as to the achievable sensitivity of these measurements to changes in the electronic
structure. To be able to take the technique further, careful consideration of additional reference
sample measurements needs to be made. This technique is in theory sensitive to the oxidation state
of both the metal and ligand, hybridization effects and the local chemical environment around the
absorbing species. A further study comprising of a set of references which take into account these
effects would allow for comparisons to be made across varying atomic and electronic structures to
determine the situations for which this technique is suitable. It would also be useful to measure 4d
compounds at lower energies which should have less spectral broadening. In addition, this technique
is also very photon hungry and a further investigation into the concentration limits with the current
instruments should also be carried out.

The study of IrTe2 (chapter 6) revealed how the Ir-Ir dimers are present above and below the
metal to partial insulator transition and that the electronic structure of the Ir species does not
undergo any significant changes. When the system is doped with Pt, the nature of the transition
is the same with respect to the parent compound and that the dimers persist close to the super-
conducting phase. Three further studies naturally present themselves from this research. Firstly
these results point towards the Te species playing a critical role in the transition and it is likely
that this species is responsible for the change in the conducting behaviour. To confirm if this is the
case, the same techniques used for the Ir species would provide the relevant information to track
the electronic changes in the Te species. While it is not possible to carry out these measurements
with the I20 spectrometer, as the edge energy of Te is too low for this beamline, conventional XAS
measurements using the Te L2/L3 absorption edges is already planned. Secondly, a fundamental
property of the dimers is that they typically become destabilized at high temperatures. Since the
dimers in this system are present in a disordered state above the metal to insulator transition, the
question then is as to whether the destabilization of these dimers at high temperature results in a
continuos transition (slow loss of dimer states) or a clear transition from a dimer to non-dimer state.
By understanding the material at higher temperatures and providing a full phase diagram for the
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dimer states, the underlying nature of the dimers in the system would be given and has important
implications as to the role of the Ir-Ir dimers. Finally, in the doped compound the dimers persist
down to at least 50K, however an important question to answer is whether the dimers survive in
the SC phase. The research presented in this thesis shows that the techniques used are sensitive
to dimers in different states and hence further measurements at low temperatures would be suit-
able. The possible realization of an entangled dimer/SC state in this system would be an important
discovery in understanding the nature and mechanisms of the SC state.

In the case of Ca2RuO4 (chapter 7), the interaction between the Ru and O atoms plays a critical
role in the stabilization of certain orbitals. Vtc-XES on the Ru species would be an ideal technique
to probe the interaction between these atoms and may provide further information regarding the
nature of the metal to insulator transition. If a sufficient resolution was achieved, changes in the
energy levels due to the metal-ligand interaction should be detectable. Due to the octahedral
structure in this material and the significant distortions occurring across the structural transition,
this would also provide information with regards to the sensitivity of the polarization dependency
of this technique which has not been possible to address in this thesis. While these measurements
would not be possible with the I20 spectrometer as the edge energies are not achievable, it would
be possible on the ID26 beamline at the ESRF [281].

In chapter 8, the iron pnictide superconductor (NaFeAs) has been probed to understand the
structural and electronic changes that lead to a nematic phase. This research was not able to
provide further information on the compound due to contamination of the samples with moisture.
To be able to probe the different phases in this material with HERFD-XAS and vtc-XES techniques,
further work would require a better system to avoid sample decomposition. This can be achieved
by loading the samples on to the cryostat within a moisture-free environment and ensuring that
they remain under vacuum during the measurements. It would be also important to characterize
the samples directly before and after the spectroscopy experiments to ensure any decomposition is
identified.
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Appendices

Self-absorption correction code

The self-absorption correction theory has been shown in section 4.2. The following code has been
used to correct for the self-absorption effect, within the thickness limit, for all data sets presented
in this thesis.

The code requires I(E)/Io(E) spectra which has a pre-edge correction applied. It is important
to ensure that the pre-edge correction properly subtracts the absorption coefficient before the ab-
sorption edge, but does not adversely affect the post-edge data. The atomic-like photoabsorption
coefficients are available in x-ray data tables and the McMaster tables [282] have been used for this
thesis. Coefficients are needed for each element at the fluorescence energy, post-edge region with
minimal EXAFS oscillations and for the pre-edge region for the element of interest. This code has
been written in Python (3.6) [283].

” ” ”
Self-Absorption correction code

Written by Steve Richards
” ” ”

# Standard packages needed to run the code #

import matplotlib.pyplot as plt
import pandas as pd
import numpy as np
import math

# Import data file. This is user specific, however must have energy (eV) and pre-edge subtracted
data columns labelled as ”ene” and ”norm” respectively. #

IfIo = pd.read fwf()
IfIo.columns = [’ene’, ’norm’]
NumRows = len(IfIo)

# Pre-set variables for correction but can be changed by user if needed. #

# Points used for average post-edge #

Post edge average = 20

# Starting point for post-edge average #

Post edge initial = NumRows - 30

# Accuracy of correction #

Accuracy = 0.0001

# unit size of increase in testing value #

Precision = 0.001

# Absorption coefficients for correction, given by user #
# FL = fluorescence, AE = after-edge, BE = before-edge #

# element of interest #

Element1 FL = 0
Element1 AE = 0
Element1 BE = 0

# Other elements #

Element2 FL = 0
Element2 AE = 0
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Element3 FL = 0
Element3 AE = 0

Element4 FL = 0
Element4 AE = 0

# Angles Phi and Theta shown in figure 4.2.1, in degrees. And Delta for finite detector area. #

phi = 0
theta = 0
delta = 0

# Correction to the element of interest when using pre-edge corrected data #

Element1 AE = Element1 AE - Element1 BE

# Define variables used for self-absorption correction #
# TOT FL = total at fluorescence, TOT AE = Total after edge, Other AE = All other elements
after edge #
# All angles converted in to radians #

TOT FL = Element1 FL + Element2 FL + Element3 FL + Element4 FL
TOT AE = Element1 AE + Element2 AE + Element3 AE + Element4 AE
Other AE = Element2 AE + Element3 AE + Element4 AE
Phi = math.radians(phi)
Theta = math.radians(theta)
Delta = math.radians(delta)

# Calculation for average value post-edge for calibration #

a = 0
for in range(Post edge average):
b = IfIo.loc[ +Post edge initial, ’norm’]
a = a + b
Postedge Value = a/Post edge average

# Calculating calibration constant #

i = TOT AE + ((TOT FL*math.sin(Phi))/(math.sin(Theta)*math.cos(Delta)))
j = i/Element1 AE
K constant = Postedge Value * j

# correction calculation #

result = np.zeros((NumRows, 2))
for in range(NumRows):
test = 1
coeff = 0
while test > Accuracy:
coeff = coeff + Precision
R TOT AE = coeff + Other AE
c = coeff/(R TOT AE +((TOT FL*math.sin(Phi))/(math.sin(Theta)*math.cos(Delta))))
trial = K constant * c
test = IfIo.loc[ ,’norm’] - trial
test = abs(test)
# Condition used to ensure code does not run away #
if coeff > 200000: test = 0.00001 result[ ,0] = IfIo.loc[ ,’ene’]
result[ ,1] = coeff

# Output for corrected data, plotted and saved to file #

plt.figure()
plt.title(Correction)
plt.plot(result[:,0], result[:,1], linewidth = 0.5)
plt.grid(b=’on’, axis=’both’)
plt.xlabel(’Energy (EV)’)
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plt.ylabel(’True absorption coefficient’)
plt.savefig(Correction)

file1 = Selfabsorptioncorrection
open(file1, ’w’)
np.savetxt(file1, result)
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Reference sample crystal structures

The following structures have been used to model the experimental data collected on the different
systems. The lattice parameters, lattice angles and atom coordinates are given. The atom positions
are given in fractional coordinates, relative to the crystal parameters. All crystal structures are given
in the P1 symmetry group, which is the most suitable structure for FDMNES and an acceptable
structure for Exciting.

B.1 Tungsten structures

The following crystals structures have been used to model the tungsten reference samples used in
section 5.4 for providing an understanding of the valence-to-core XES spectra using the Lβ emission,
including the density of states and orbital overlap.

Lattice parameters a b c

4.8370 5.7989 6.4251

Lattice angles alpha beta gamma

124.0 90.0 90.0

Atom coordinates

Species x y z

W 0.5000 0.4987 0.7488

” 0.0000 0.0013 0.7512

” 0.4999 0.5013 0.2512

” 0.9999 0.9987 0.2488

O 0.3016 0.2980 0.9015

” 0.8012 0.2019 0.5985

” 0.6985 0.7021 0.0985

” 0.1985 0.7979 0.4015

” 0.3029 0.2939 0.3981

” 0.1969 0.7940 0.8981

” 0.8029 0.2061 0.1019

” 0.6969 0.7059 0.6019

Table B.1.1: Crystal structure for WO2, symmetry group P1. All distance are given in Å and the
angles are given in degrees. The atom positions are given in fractional coordinates, relative to the
crystal parameters.

Lattice parameters a b c

5.4403 5.4403 3.9081

Lattice angles alpha beta gamma

90.0 90.0 90.0

Atom coordinates

Species x y z

W 0.0000 0.5000 0.9612

” 0.5000 0.0000 0.0387

O 0.0000 0.5000 0.4911

” 0.5000 0.0000 0.5088

” 0.2500 0.2500 0.0000

” 0.7500 0.2500 0.0000

” 0.7500 0.7500 0.0000

” 0.2500 0.7500 0.0000

Table B.1.2: Crystal structure for WO3, symmetry group P1. All distance are given in Å and the
angles are given in degrees. The atom positions are given in fractional coordinates, relative to the
crystal parameters.
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Lattice parameters a b c

2.9283 2.9283 2.8529

Lattice angles alpha beta gamma

90.0 90.0 120.0

Atom coordinates

Species x y z

W 0.0000 0.0000 0.0000

C 0.6666 0.3333 0.5000

Table B.1.3: Crystal structure for WC, symmetry group P1. All distance are given in Å and the
angles are given in degrees. The atom positions are given in fractional coordinates, relative to the
crystal parameters.

Lattice parameters a b c

4.7563 5.2373 6.1110

Lattice angles alpha beta gamma

90.0 90.0 90.0

Atom coordinates

Species x y z

W 0.2448 0.0812 0.8764

” 0.7448 0.9188 0.6236

” 0.2552 0.5812 0.6236

” 0.7552 0.4188 0.8764

” 0.2448 0.5812 0.1236

” 0.7448 0.4188 0.3764

” 0.2552 0.0812 0.3764

” 0.7552 0.9188 0.1236

C 0.5000 0.7500 0.8783

” 0.0000 0.2500 0.6218

” 0.5000 0.2500 0.1218

” 0.0000 0.7500 0.3783

Table B.1.4: Crystal structure for W2C, symmetry group P1. All distance are given in Å and the
angles are given in degrees. The atom positions are given in fractional coordinates, relative to the
crystal parameters.
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B.2 IrTe2 and reference structures

The following crystals structures have been used to model the IrTe2 system and reference samples
used in chapter 6. The IrTe2 structures have been used to model the bandstructure, density of states
and L2 XAS spectra, as shown in section 6.4.4. In addition, these structures have been used to model
the valence-to-core XES spectra to allow the interpretation of the different features, including the
density of states and orbital overlap.

Lattice parameters a b c

6.1424 6.1424 6.5152

Lattice angles alpha beta gamma

81.0 81.0 120.0

Atom coordinates

Species x y z

Ir 0.1667 0.8333 0.0000

” 0.8333 0.1667 0.0000

Cl 0.4326 0.0786 0.2084

” 0.9214 0.5674 0.7916

” 0.2133 0.2133 0.7913

” 0.7866 0.7866 0.2087

” 0.0786 0.4326 0.2084

” 0.5674 0.9214 0.7916

Table B.2.1: Crystal structure for IrCl3, symmetry group P1. All distance are given in Å and the
angles are given in degrees. The atom positions are given in fractional coordinates, relative to the
crystal parameters.

Lattice parameters a b c

4.5449 4.5449 3.1895

Lattice angles alpha beta gamma

90.0 90.0 90.0

Atom coordinates

Species x y z

Ir 0.5000 0.5000 0.5000

” 0.0000 0.0000 0.0000

O 0.6916 0.6916 0.0000

” 0.1916 0.8084 0.5000

” 0.3084 0.3084 0.0000

” 0.8084 0.1916 0.5000

Table B.2.2: Crystal structure for IrO2, symmetry group P1. All distance are given in Å and the
angles are given in degrees. The atom positions are given in fractional coordinates, relative to the
crystal parameters.

Lattice parameters a b c

3.930 3.930 5.393

Lattice angles alpha beta gamma

90.0 90.0 120.0

Atom coordinates

Species x y z

Ir 0.0000 0.0000 0.0000

Te 0.3334 0.6667 0.2500

” 0.6667 0.3334 0.7500

Table B.2.3: Crystal structure for IrTe2 in the high temperature phase without dimers, symmetry
group P1. All distance are given in Å and the angles are given in degrees. The atom positions are
given in fractional coordinates, relative to the crystal parameters.
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Lattice parameters a b c

3.930 3.930 5.393

Lattice angles alpha beta gamma

90.0 90.0 120.0

Atom coordinates

Species x y z

Ir 0.0000 0.0000 0.0000

Te 0.3334 0.6567 0.2462

” 0.6667 0.3432 0.7537

Table B.2.4: Crystal structure for IrTe2 with a Te compression (no dimers), symmetry group P1.
All distance are given in Å and the angles are given in degrees. The atom positions are given in
fractional coordinates, relative to the crystal parameters.

Lattice parameters a b c

15.619 3.930 5.393

Lattice angles alpha beta gamma

90.0 90.0 120.0

Atom coordinates

Species x y z

Ir 0.0000 0.0000 0.0000

” 0.2516 0.0000 0.0000

” 0.5032 0.0000 0.0000

” 0.7548 0.0000 0.0000

Te 0.0839 0.6667 0.2500

” 0.1677 0.3334 0.7500

” 0.3355 0.6667 0.2500

” 0.4193 0.3334 0.7500

” 0.5871 0.6667 0.2500

” 0.6710 0.3334 0.7500

” 0.8387 0.6667 0.2500

” 0.9225 0.3334 0.7500

Table B.2.5: Crystal structure for IrTe2 with Ir-Ir ordered dimers (Q = 1/5), symmetry group P1.
All distance are given in Å and the angles are given in degrees. The atom positions are given in
fractional coordinates, relative to the crystal parameters.
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B.3 NaFe1−xCoxAs and reference structures

The following crystals structures have been used to model the NaFeAs system and reference samples
used in chapter 8. These structures have been used to model the valence-to-core XES spectra to
allow the interpretation of the different features, including the density of states and orbital overlap.

Lattice parameters a b c

5.1049 5.1048 5.4951

Lattice angles alpha beta gamma

118.0 90.0 120.0

Atom coordinates

Species x y z

Fe 0.6458 0.2917 0.9375

” 0.3542 0.7085 0.0625

” 0.8542 0.7083 0.5625

” 0.1458 0.2917 0.4375

O 0.4451 0.1951 0.2499

” 0.5549 0.8048 0.7500

” 0.7499 0.8049 0.2500

” 0.2500 0.1951 0.7499

” 0.0549 0.5000 0.2499

” 0.9451 0.5000 0.7500

Table B.3.1: Crystal structure for Fe2O3, symmetry group P1. All distance are given in Å and the
angles are given in degrees. The atom positions are given in fractional coordinates, relative to the
crystal parameters.

Lattice parameters a b c

6.0209 6.0209 6.0471

Lattice angles alpha beta gamma

120.0 90.0 60.3

Atom coordinates

Species x y z

Fe 0.5000 0.5000 0.5000

” 0.5000 0.5000 0.0000

” 0.0000 0.0000 0.5000

” 0.5000 0.0000 0.5000

” 0.1261 0.2522 0.1261

” 0.8739 0.7478 0.8739

O 0.7415 0.0046 0.2630

” 0.7369 0.5169 0.2585

” 0.2568 0.5135 0.2568

” 0.2630 0.4831 0.7415

” 0.2585 0.9954 0.2585

” 0.7432 0.4865 0.7432

” 0.2585 0.9954 0.7369

” 0.7415 0.0046 0.7415

Table B.3.2: Crystal structure for Fe3O4, symmetry group P1. All distance are given in Å and the
angles are given in degrees. The atom positions are given in fractional coordinates, relative to the
crystal parameters.
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Lattice parameters a b c

3.9237 3.9237 6.9188

Lattice angles alpha beta gamma

90.0 90.0 90.0

Atom coordinates

Species x y z

Na 0.0000 0.5000 0.3482

” 0.5000 0.0000 0.65175

Fe 0.0000 0.0000 0.0000

” 0.5000 0.5000 0.0000

As 0.5000 0.0000 0.1858

” 0.0000 0.5000 0.8142

Table B.3.3: Crystal structure for NaFeAs, symmetry group P1. All distance are given in Å and
the angles are given in degrees. The atom positions are given in fractional coordinates, relative to
the crystal parameters.
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Ca2RuO4 Full XANES data

For completeness, all measured XANES spectra for the Ca2−xLaxRuO4 (x = 0.0, 0.05, 0.10, 0.15)
samples are shown in this section. This is shown for all angles measured and all temperatures, for
both the L2 and L3 Ru edges.

(a)

(b)

Figure C.0.1: XANES: a) L2 (Lβ1) normalized spectra, b) L3 (Lα1/Lα2) normalized spectra for
Ca2RuO4, for all angles and temperatures.
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(a)

(b)

Figure C.0.2: XANES: a) L2 (Lβ1) normalized spectra, b) L3 (Lα1/Lα2) normalized spectra for
Ca2−xLaxRuO4 (x = 0.05), for all angles and temperatures.
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(a)

(b)

Figure C.0.3: XANES: a) L2 (Lβ1) normalized spectra, b) L3 (Lα1/Lα2) normalized spectra for
Ca2−xLaxRuO4 (x = 0.10), for all angles and temperatures.
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Ca2RuO4 Full XANES data

(a)

(b)

Figure C.0.4: XANES: a) L2 (Lβ1) normalized spectra, b) L3 (Lα1/Lα2) normalized spectra for
Ca2−xLaxRuO4 (x = 0.15), for all angles and temperatures.
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