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3School of Mathematics, Statistics & Actuarial Science, University of Kent, Canterbury CT2 7NX, UK

Abstract

Given a Hermitian symmetric space M of noncompact type, we show, among other things, that
the metric compactification of M with respect to its Carathéodory distance is homeomorphic to a
closed ball in its tangent space. We first give a complete description of the horofunctions in the
compactification of M via the realisation of M as the open unit ball D of a Banach space (V, ‖ · ‖)
equipped with a particular Jordan structure, called a JB∗-triple. We identify the horofunctions in the
metric compactification of (V, ‖·‖) and relate its geometry and global topology, via a homeomorphism,
to the closed unit ball of the dual space V ∗. Finally, we show that the exponential map exp0 : V −→ D
at 0 ∈ D extends to a homeomorphism between the metric compactifications of (V, ‖ · ‖) and (D, ρ),
preserving the geometric structure, where ρ is the Carathéodory distance on D. Consequently, the
metric compactification of M admits a concrete realisation as the closed dual unit ball of (V, ‖ · ‖).
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Mathematics Subject Classification 32M15 · 17C65 · 46L70 · 53C60

1 Introduction

Compactifications of symmetric spaces is a particularly rich subject, which has been studied extensively [4,
15]. A variety of compactifications of symmetric spaces have been introduced with different applications
in mind. For instance, Satake [32] introduced his compactifications in his study of automorphic forms,
and the Martin and Furstenberg compactifications [12, 28] were introduced to analyse harmonic functions.

Recently, metric (or horofunction) compactifications with respect to invariant Finsler metrics have
been used to investigate different types of compactifications of symmetric spaces. In particular, it was
shown in [16, 33] that generalised Satake compactifications and Martin compactifications of symmetric
spaces can be realised as metric compactifications under suitable invariant Finsler metrics. In [21] an
explicit invariant Finsler metric was constructed on symmetric spaces whose metric compactification gives
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the maximal Satake compactification, and in [13] the minimal Satake compactification of SLn(R)/SOn

was realised as a metric compactification.
In this paper we determine completely the metric compactifcation of noncompact type Hermitian

symmetric spaces with respect to the Carathéodory distance and provide a detailed analysis of its ge-
ometry and global topology. The Carathéodory distance plays an important role in the geometry and
analysis of Hermitian symmetric spaces.

Given a Hermitian symmetric space M of noncompact type, the Harish-Chandra embedding,

M ≈ D ⊂ p+ ↪→Mc,

identifies M bihomorphically with a bounded symmetric domain D in a complex Euclidean space p+,
which is biholomorphic to an open dense subset of the compact dual Mc of M . By the seminal works of
Loos [27] and Kaup [22], one can equip p+ with a Jordan algebraic structure and a norm ‖ · ‖ so that D is
biholomorphic to the open unit ball D of (p+, ‖ · ‖), which is called a JB∗-triple (see also [34]). Since the
Carathéodory distance is invariant under biholomorphisms, one can transfer from M to the open unit
ball D in the JB∗-triple V = (p+, ‖ · ‖) to study the metric compactification and exploit Jordan theory
and functional analysis. This is our task in the paper.

For symmetric spaces of noncompact type, the metric compactification with respect to the Riemannian
distance can be identified with its geodesic compactification ([2] and [18, Proposition 12.6]), and is known
to be homeomorphic to a Euclidean ball, see [5, Chapter II.8]. It has also been observed for various classes
of finite dimensional normed spaces that the geometry and global topology of the metric compactification
is closely related to the closed dual unit ball of the norm. In [19, 20] this connection was established for
normed spaces with polyhedral unit balls, see also [10]. At present, however, it is unknown [21, Question
6.18] if this duality phenomenon holds for general finite dimensional normed spaces.

In [23, 25] it was shown that the duality phenomenon does not only appear in finite dimensional
normed spaces, but also occurs in metric compactifications of certain symmetric spaces with invariant
Finsler norms. More precisely, it was shown in [23, 25] for symmetric cones equipped with the Thompson
and Hilbert distances that the geometry and global topology of the metric compactification coincides
with the geometry of the closed dual unit ball of the Finsler norm in the tangent space at the basepoint
of the metric compactification.

In these symmetric cones N the connection between the geometry of the metric compactification and
the dual unit ball manifests itself in the following way. The horofunction boundary N(∞) in the metric
compactification of the symmetric space N carries an equivalence relation where two horofunctions g and
h are equivalent if supx∈N |g(x)−h(x)| <∞. This relation yields a natural partition of the horofunction
boundary into equivalence classes. On the other hand, the boundary of the closed dual unit ball B∗ of
the Finsler norm on the tangent space TbN at the basepoint b ∈ N , is partitioned by the relative interiors
of its boundary faces. For the symmetric spaces N considered in [23, 25] it was shown that there exists
a homeomorphism ϕ from the metric compactification N ∪N(∞) onto B∗, which maps each equivalence
class of N(∞) onto the relative interior of a boundary face of B∗. In this sense the dual ball captures
the geometry of the metric compactification.

Moreover, in [23] it was observed that the metric compactification of N is closely related to the metric
compactification of the normed space (TbN, ‖ · ‖b), where ‖ · ‖b is the Finsler norm on the tangent space
TbN at the basepoint b ∈ N . More explicitly, it was shown that the exponential map expb : TbN −→ N
extends to a homeomorphism between the metric compactifications of the normed space (TbN, ‖ · ‖b) and
N under the invariant Finsler distance. Furthermore, the extension preserves the equivalence classes in
the horofunction boundaries.

For a noncompact type Hermitian symmetric space M identified as the open unit ball D of a JB*-
triple V = (p+, ‖ · ‖), with Carathéodory distance ρ, the JB∗-triple norm ‖ · ‖ is the corresponding Finsler
norm [22, (4.5)]. We show in this paper that the analogues of the results in [23, 25] hold for the metric
compactification of (D, ρ).

More specifically, the following results are established. We provide a complete description of the
horofunctions of (D, ρ) in Theorem 4.4. We also determine the horofunctions of the JB∗-triple (V, ‖ · ‖)
in Theorem 5.2, and establish in Theorem 6.5 an explicit homeomorphism ϕ between the horofunction
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compactification of (V, ‖ · ‖) and its closed dual unit ball. Further, we show in Section 7 that the home-
omorphism ϕ maps each equivalence class in the horofunction boundary of (V, ‖ · ‖) onto the relative
interior of a boundary face of the closed dual unit ball. Finally we prove in Theorem 8.1 that the expo-
nential map exp0 : V −→ D extends to a homeomorphism between the metric compactifications V ∪V (∞)
and D ∪D(∞), which maps equivalence classes onto equivalence classes in the horofunction boundaries.
Combining the results we see that the geometry and global topology of the metric compactification of
(D, ρ) coincides with the geometry of the closed dual unit ball of (V, ‖ · ‖).

We start by recalling the essential background on metric compactifications and the theory of JB∗-
triples in Sections 2 and 3, respectively.

2 Horofunctions

The origins of the idea of the metric (or horofunction) compactification go back to Gromov [2]. It
has proven to be a valuable tool in numerous fields such as, geometric group theory, complex and real
dynamics, Riemannian geometry, and geometric analysis. It captures asymptotic geometric properties of
metric spaces and provides ways to analyse mappings or groups acting on them. Here we mostly follow
the set up as in [30].

Let (X, d) be a metric space and let RX be the space of all real functions on X equipped with the
topology of pointwise convergence. Fix a point b ∈ X, called the basepoint, and write Lip1

b(X) to denote
the set of all functions h ∈ RX such that h(b) = 0 and h is 1-Lipschitz, i.e., |h(x)− h(y)| ≤ d(x, y) for all
x, y ∈ X.

The set Lip1
b(X) is a compact subset of RX . Indeed, it is easy to verify that the complement of

Lip1
b(X) is open. Moreover, as |h(x)| = |h(x) − h(b)| ≤ d(x, b) for all x ∈ X and h ∈ Lip1

b(X), we have
that Lip1

b(X) ⊆ [−d(x, b), d(x, b)]X . The set [−d(x, b), d(x, b)]X is compact by Tychonoff’s theorem, and
hence Lip1

b(X) is a compact subset of RX .
For y ∈ X define the real valued function,

hy(z) = d(z, y)− d(b, y) (z ∈ X). (2.1)

Note that hy(b) = 0 and |hy(z) − hy(w)| = |d(z, y) − d(w, y)| ≤ d(z, w) for all z, w ∈ X, and hence
hy ∈ Lip1

b(X).

Definition 2.1. Denote the closure of {hy : y ∈ X} in RX by X, which is compact. The set X(∞) =
X \ {hy : y ∈ X} is called the horofunction boundary of (X, d). The elements of X(∞) are called
horofunctions, and the set X ∪ X(∞) is called the metric (or horofunction) compactification of (X, d).
The elements of X are called metric functionals, and the metric functionals hy in (2.1) are called internal
points.

The topology of pointwise convergence on Lip1
b(X) coincides with the topology of uniform convergence

on compact sets, see [29, p. 291]. In general the topology of pointwise convergence on Lip1
b(X) is not

metrizable, and hence horofunctions are limits of nets rather than sequences. However, if the metric space
is separable, then the topology is metrizable and each horofunction is the limit of a sequence. In fact, one
can verify that given a countable dense subset {yk : k ∈ N} of (X, d), the function σ on Lip1

b(X)×Lip1
b(X)

given by,

σ(f, g) =
∑
k

2−k min{1, |f(yk)− g(yk)|} for f, g ∈ Lip1
b(X),

is a metric whose topology coincides with the pointwise convergence topology on Lip1
b(X), [29, p. 289,

Ex. 10*].
The metric compactification may not be a compactification in the usual topological sense, as the

embedding ι : y ∈ X 7→ hy ∈ Lip1
b(X) may fail to have the necessary properties. However, the embedding

ι : X −→ ι(X) is always a continuous bijection. Indeed, if x, y ∈ X, ε > 0, and we consider a neighbour-
hood Uy = {h ∈ Lip1

b(X) : |h(y) − hx(y)| < ε} of hx, then for z ∈ X with d(x, z) < ε/2 we have that
|hz(y)−hx(y)| ≤ |d(y, z)−d(y, x)|+|d(b, z)−d(b, x)| ≤ 2d(z, x) < ε, and hence ι(z) ∈ U , which shows that

3



ι is continuous. Moreover, if x, z ∈ X and hx = hz, then 0 = (hz(x)−hx(x))+(hx(z)−hz(z)) = 2d(x, z),
which gives injectivity.

It can happen that ι : X −→ ι(X) does not have a continuous inverse. If, however, (X, d) is proper
and geodesic, then the metric compactification will be a compactification in the usual topological sense.
We provide some details of this fact below. Recall that a metric space (X, d) is proper if all its closed
balls are compact. Note that a proper metric space is separable, as each closed ball is compact and hence
separable.

A map γ from a, possibly unbounded, interval I ⊆ R into a metric space (X, d) is called a geodesic
path if

d(γ(s), γ(t)) = |s− t| for all s, t ∈ I.

The image, γ(I), is called a geodesic. A metric space (X, d) is said to be geodesic if for each x, y ∈ X
there exists a geodesic path γ : [a, b] −→ X connecting x and y, i.e, γ(a) = x and γ(b) = y.

Hermitian symmetric spaces with Carathéodory distance are proper geodesic metric spaces (cf. [14]).
In the discussion below we will focus on the metric compactification of such metric spaces.

The horofunctions of a proper geodesic metric space (X, d) are precisely the limits of converging
sequences (hxk) such that d(b, xk) −→ ∞. A slightly stronger assertion was shown in [30, Theorem 4.7],
but for our purposes the following statement will suffice, see also [24, Lemma 2.1].

Lemma 2.2. If (X, d) is a proper geodesic metric space, then h ∈ X(∞) if and only if there exists a
sequence (xk) in X with d(b, xk) −→∞ such that (hxk) converges to h ∈ X as k −→∞.

We use this lemma to show that, in this case, the embedding ι : X −→ ι(X) has a continuous inverse.

Lemma 2.3. If (X, d) is a proper geodesic metric space, then ι : X −→ ι(X) is a homeomorphism.

Proof. From the previous observations it remains to show that ι : X −→ ι(X) has a continuous inverse.
Let hz0 = ι(z0) where z0 ∈ X. Note that as (X, d) is proper it is also separable. So, to prove continuity of
ι−1 at hz0 , we can use sequences, as the topology of pointwise convergence on Lip1

b(X) is metrizable. Let
(zk) be a sequence in X with hzk −→ hz0 . By Lemma 2.2 we know that (zk) is bounded, and hence after
taking a subsequence we may assume that zk −→ z. It follows that hz = hz0 , and hence the injectivity
of ι implies that z = z0, which completes the proof.

Thus, the metric compactification is a compactification in the usual topological sense if (X, d) is a
proper geodesic space.

Special horofunctions come from so-called almost geodesics sequences. They were introduced by
Rieffel [30] and further developed by Walsh and co-workers in [1, 26, 35, 36]. A sequence (xk) in (X, d)
is called an almost geodesic if for each ε > 0 there exists an N ≥ 0 such that

d(xn, xm) + d(xm, x0)− d(xn, x0) < ε for all n ≥ m ≥ N.

In particular, every unbounded almost geodesic sequence yields a horofunction for a proper geodesic
metric space, see [30].

Lemma 2.4. Let (X, d) be a proper geodesic metric space. If (xk) is an unbounded almost geodesic in
(X, d), then

h(z) = lim
k
d(z, xk)− d(b, xk)

exists for all z ∈ X and h ∈ X(∞).

Given a proper geodesic metric space (X, d), a horofunction h is called a Busemann point if there
exists an almost geodesic (xk) in X such that h(z) = limk d(z, xk)− d(b, xk) for all z ∈ X. The collection
of all Busemann points is denoted by BX .

The set of Busemann points can be equipped with a metric known as the detour distance, which
was introduced in [1], and is defined as follows. Suppose (X, d) is a proper geodesic metric space and
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h, h′ ∈ X(∞) are horofunctions. Let Wh be the collection of neighbourhoods of h in X. Then the detour
cost is given by

H(h, h′) = sup
W∈Wh

(
inf

x : ι(x)∈W
d(b, x) + h′(x)

)
,

and the detour distance is defined by

δ(h, h′) = H(h, h′) +H(h′, h).

It is known [26, 36] that if (xk) is an almost geodesic converging to a horofunction h, then

H(h, h′) = lim
k
d(b, xk) + h′(xk) (2.2)

for all horofunctions h′. Moreover, on the set of Busemann points BX the detour distance is a metric
where points can be at infinite distance from each other, see [26, 36].

The detour distance induces a partition of BX into equivalence classes, called parts, where h and
h′ in BX are equivalent if δ(h, h′) < ∞. In particular, if all horofunctions are Busemann points, so
BX = X(∞), then X(∞) is the disjoint union of parts, each of which is a metric space under the detour
distance.

The horofunction boundary X(∞) has a natural partition induced by the equivalence relation:

h ∼ h′ if sup
x∈X
|h(x)− h′(x)| <∞.

It was shown in [36, Proposition 4.5] that two Busemann points h and h′ in X(∞) have finite detour
distance if, and only if, h ∼ h′. Thus, if all horofunctions are Busemann points, then the partition of
X(∞) into parts coincides with the partition into equivalence classes X(∞)/ ∼.

We also like to note that each (surjective) isometry ψ : X −→ X extends as a homeomorphism to
X(∞) by

ψ(h)(x) = h(ψ−1(x))− h(ψ−1(b)) (x ∈ X,h ∈ X(∞)).

It is known that on the Busemann points in X(∞) the extension ψ is an isometry under the detour
distance, see e.g., [26]. Also if h ∼ g in X(∞), then ψ(h) ∼ ψ(g).

3 Jordan algebraic structures

In this section, we recall some necessary definitions and results concerning Jordan algebraic structures
associated with Hermitian symmetric spaces. We refer to [6, 34] for more details of symmetric manifolds
and JB*-triples.

Throughout, M will denote an arbitrary Hermitian symmetric space of noncompact type. To deter-
mine the horofunctions of M and analyse the geometry and global topology of its metric compactification
with respect to the Carathéodory distance (and base point b ∈M), we make use of the fact that M can
be realised as the open unit ball in a JB∗-triple. Indeed, there exists a biholomorphism,

ψ : M
ψ1−→ D

ψ2−→ D ⊂ V, (3.1)

onto the open unit ball D of a finite dimensional JB∗-triple V , with ψ(b) = 0, where ψ1 is the Harish-
Chandra embedding and ψ2 is the Kaup Riemann mapping, which is unique up to a linear isometry [22,
Theorem 4.9].

Since the biholomorphism ψ preserves the Carathéodory distance, it induces a homeomorphism be-
tween the metric compactifications of M and D. Hence we can, and will, work in the setting

D ⊂ V, where D is the open unit ball of a finite dimensional JB∗-triple V .

The results can be transferred to the corresponding ones for M via ψ.
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3.1 JB*-triples

A JB∗-triple is a complex Banach space V equipped with a continuous triple product

{·, ·, ·} : V × V × V −→ V,

called a Jordan triple product, which is linear and symmetric in the outer variables, and conjugate linear
in the middle variable, and satisfies the following axioms:

(i) {a, b, {x, y, z}} = {{a, b, x}, y, z} − {x, {b, a, y}, z}+ {x, y, {a, b, z}}, (JP1)

(ii) a a is Hermitian, that is, ‖ exp it(a a)‖ = 1 for all t ∈ R;

(iii) a a has nonnegative spectrum σ(a a);

(iv) ‖a a‖ = ‖a‖2,

for a, b, x, y, z ∈ V , where a b : V −→ V is a bounded linear map, called a box operator, defined by

a b(x) = {a, b, x} (x ∈ V ) (3.2)

and condition (iv) can be replaced by

‖{a, a, a}‖ = ‖a‖3 (a ∈ V ). (3.3)

We note that the box operator in (3.2) satisfies ‖a b‖ ≤ ‖a‖‖b‖.

Remark 3.1. By definition, a Hermitian operator T : V −→ V has real numerical range, which is the
closed convex hull of its spectrum σ(T ) and ‖T‖ = sup{|λ| : λ ∈ σ(T )} [3, pp. 46–54]. In particular, given
a, b in a JB∗-triple, (i) and (ii) above implies

‖a a‖ = sup{λ : λ ∈ σ(a a)}

and a b+ b a is Hermitian. Further, if ‖a b+ b a‖ ≤ 1, then we have σ(a b+ b a) ⊂ [−1, 1].

Example 3.2. A prime example of a JB*-triple is the space of p × q complex matrices Mp,q(C) with
Jordan triple product,

{A,B,C} =
1

2
(AB∗C + CB∗A) (A,B,C ∈Mp,q(C)),

which has open unit ball D = {A ∈ Mp,q(C) : I − AA∗ positive definite}. In particular if q = 1, we get
the complex Euclidean space Cp with Jordan triple product

{x, y, z} =
1

2
(〈x, y〉z + 〈z, y〉x) (x, y, z ∈ Cp)

and D = {z ∈ Cp : 〈z, z〉 < 1} is the Euclidean ball.

Example 3.3. Given JB∗-triples V1, . . . , Vd, the direct sum V1 ⊕ · · · ⊕ Vd, with the `∞-norm,

‖(a1, . . . , ad)‖∞ = max{‖ai‖ : i = 1, . . . , d}, (ai ∈ Vi)

is a JB∗-triple with the coordinatewise triple product.

A finite dimensional JB∗-triple V decomposes into a finite direct sum V1⊕· · ·⊕Vd of so-called Cartan
factors Vj (j = 1, . . . , d) with `∞-norm. There are six different types of (finite dimensional) Cartan
factors:

(1) Mp,q(C) (2) Sq(C) (3) Hq(C) (4) Spn(C) (5) M1,2(O) (6) H3(O),
where Sq(C) and Hq(C) are norm closed subspaces of Mq,q(C) consisting of q × q skew-symmetric and
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symmetric matrices, respectively; and Spn(C) is a spin factor of dimension n > 2. The Cartan factors of
types 5 and 6 are exceptional Cartan factors (cf. [6, Theorem 2.5.9]).

There are various operators that play an important role in the theory of JB∗-triples. Besides the
box operators, we will use the Bergman operator B(b, c) : V −→ V and the Möbius transformation
ga : D −→ D, where a ∈ D and b, c ∈ V , which are defined as follows:

B(b, c)(x) = x− 2(b c)(x) + {b, {c, x, c}, b} (x ∈ V ), (3.4)

ga(x) = a+B(a, a)1/2(I + x a)−1(x) (x ∈ D). (3.5)

Here I denotes the identity operator on V , and the inverse (I + x a)−1 : V −→ V exists, as ‖x a‖ ≤
‖x‖‖a‖ < 1.

We note that B(a, b) is invertible for ‖a‖‖b‖ < 1. The proof of the following two identities can be
found in [6, Proposition 3.2.13. Lemma 3.2.17].

‖B(z, z)−1/2‖ =
1

1− ‖z‖2
(‖z‖ < 1), (3.6)

1− ‖g−y(z)‖2 =
1

‖B(z, z)−1/2B(z, y)B(y, y)−1/2‖
(y, z ∈ D). (3.7)

For the Euclidean ball D ⊂ Cd with inner product 〈·, ·〉, we have from [7, Example 3.2.29] the formula

1− ‖g−y(z)‖2 =
(1− ‖y‖2)(1− ‖z‖2)
|1− 〈y, z〉|2

(y, z ∈ D). (3.8)

Given a ∈ V , the quadratic operator Qa : V −→ V is defined by

Qa(x) = {a, x, a} (x ∈ V ).

An element e in a JB∗-triple V is called a tripotent if {e, e, e} = e. Although 0 is a tripotent in
a JB∗-triple, we are only interested in the nonzero ones, of which the norm is always 1. Tripotents in
C*-algebras are exactly the partial isometries.

Any tripotent e in V induces an eigenspace decomposition of V , called the Peirce decomposition
associated with e. The eigenvalues of the box operator e e : V −→ V are in the set {0, 1/2, 1}. Let

Vk(e) = {x ∈ V : (e e)(x) =
k

2
x} (k = 0, 1, 2)

be the corresponding eigenspaces, called the Peirce k-space of e. We have the algebraic direct sum

V = V0(e)⊕ V1(e)⊕ V2(e).

where the Peirce k-spaces satisfy

{Vi(e), Vj(e), Vk(e)} ⊆ Vi−j+k(e) (3.9)

if i− j + k belongs to the set {0, 1, 2}, and {Vi(e), Vj(e), Vk(e)} = {0} otherwise. Further, we have

{V2(e), V0(e), V } = {V0(e), V2(e), V } = 0. (3.10)

The Peirce k-space Vk(e) is the range of the Peirce k-projection Pk(e) : V −→ V , which are contractive
and given by

P2(e) = Q2
e, P1(e) = 2(e e−Q2

e), P0(e) = B(e, e).

A nonzero tripotent e in a JB*-triple V is called minimal if Qe(V ) = Ce, or equivalently, V2(e) = Ce.
It is called maximal if V0(e) = {0}. In fact, the maximal tripotents in V coincide with the extreme points
of the closed unit ball V (cf. [6, Theorem 3.2.3]).
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We note that, with the inherited norm from V , the Peirce 2-space V2(e) is a JB∗-algebra with identity
e, where the Jordan product ◦ and involution ∗ are given by

x ◦ y = {x, e, y}, x∗ = {e, x, e} = Qex, (x, y ∈ V2(e)) (3.11)

respectively [7, Example 2.4.18]. In particular, we have

‖x‖ = ‖x∗‖ = ‖Qex‖ (x ∈ V2(e)). (3.12)

We refer to [7, Definition 2.4.16] for the definition of a JB*-algebra, which are examples of JB∗-triples
[6, Lemma 3.1.6].

Let
A(e) = {x ∈ V2(e) : x∗ = x} = {x ∈ V2(e) : {e, x, e} = x} (3.13)

be the self-adjoint part of V2(e). Then it is a closed real subalgebra of (V2(e), ◦) satisfying

‖a‖2 = ‖a2‖ ≤ ‖a2 + b2‖, (a, b ∈ A(e))

where a2 = a ◦ a, in other words, it is a so-called JB-algebra [17, 3.1.4].
There is a natural partial ordering ≤ on A(e) defined by the closed cone

A(e)+ = {x2 : x ∈ A(e)}

where x ≤ y if and only if y− x ∈ A(e)+. We will make use of the fact that {a,A(e)+, a} ⊂ A(e)+ for all
a ∈ A(e), and

‖a‖ ≤ 1 if and only if − e ≤ a ≤ e (3.14)

(cf. [17, Proposition 3.3.6; 3.1.5]). An element a ∈ V2(e) is called invertible if there is a (unique) element
a−1, called the inverse of a, such that a ◦ a−1 = e and a2 ◦ a−1 = a. If a ∈ A(e), then a−1 ∈ A(e).

Given a, b ∈ V , we say that a is orthogonal to b if a b = 0. It is known that a is orthogonal to b if
and only if {a, a, b} = 0. Moreover, a orthogonal to b implies b orthogonal to a, in which case we have

‖a+ b‖ = max{‖a‖, ‖b‖}

from [6, Corollary 3.1.21].

3.2 Spectral decomposition

A linear subspace W ⊂ V of a JB∗-triple V is called a JB∗-subtriple if x, y, z ∈W implies {x, y, z} ∈W ,
in the inherited Jordan triple product.

The rank r of a finite dimensional JB∗-triple V is defined by

r = sup{dimV (a) : a ∈ V },

where V (a) denotes the smallest closed subtriple of V containing a ∈ V . It can be shown that r is the
maximal number of mutually orthogonal minimal tripotents in V [7, Example 3.3.3].

In a finite dimensional JB*-triple V of rank r, each tripotent can be decomposed as a sum of pairwise
orthogonal minimal tripotents. Moreover, each element a ∈ V admits a decomposition

a = λ1e1 + λ2e2 + · · ·+ λrer (‖a‖ = λ1 ≥ λ2 ≥ · · · ≥ λr ≥ 0) (3.15)

where e1, . . . , er are mutually orthogonal minimal tripotents. This is called a spectral decomposition of a.

Remark 3.4. The eigenvalues λ1, . . . , λr in the spectral decomposition (3.15) are unique, but the minimal
tripotents ei need not be unique. We can however collect terms with equal non-zero eigenvalue in the sum
and write x =

∑s
i=1 µici, where µ1 > . . . > µs > 0 and the ci’s are (not necessarily minimal) pairwise

orthogonal tripotents. In this case both the µi’s and ci’s are unique, see [6, Theorem 1.2.34]. For clarity
we refer to this decomposition of a, as the unique spectral decomposition.
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Example 3.5. The nonzero tripotents in the Euclidean space Cd are exactly the boundary points of
the closed unit ball D = {(z1, . . . , zd) ∈ Cd : |z1|2 + · · · |zd|2 ≤ 1} and there are no mutually orthogonal
nonzero tripotents. Each element a ∈ Cd has a unique spectral decomposition a = ‖a‖( a

‖a‖).

Example 3.6. In the JB*-triple C⊕C⊕C (`∞-sum), with the standard orthonormal basis {e1, e2, e3},
each element a = (α, β, γ) can be written as

a = αe1 + βe2 + γe3 = |α|eiθαe1 + |β|eiθβe2 + |γ|eiθγe3 (θα, θβ, θγ ∈ R)

where eiθαe1, e
iθβe2, e

iθγe3 are pairwise orthogonal minimal tripotents, and the sum can be written in such
a way that the coefficients are in decreasing order. Trivially, if γ = 0, we can write

a = |α|eiθαe1 + |β|eiθβe2 + 0e3 = |α|eiθαe1 + |β|eiθβe2 + 0e′3 (e′3 = e2ie3).

Example 3.7. In the JB*-triple Hq(C) of q × q symmetric matrices, the spectral decomposition can
be derived from the usual spectral theorem for matrices. In H3(C), we have the following two spectral
decompositions of the identity matrix:1 0 0

0 0 0
0 0 0

+

0 0 0
0 1 0
0 0 0

+

0 0 0
0 0 0
0 0 1

 =

1 0 0
0 0 0
0 0 0

+

0 0 0
0 1

2
1
2

0 1
2

1
2

+

1 0 0
0 1

2 −1
2

0 −1
2

1
2

 .

3.3 Peirce decomposition

Let {e1, . . . , en} a family of mutually orthogonal tripotents in a JB∗-triple V . For i, j ∈ {0, 1, . . . , n}, the
joint Peirce space Vij is defined by

Vij = Vij(e1, . . . , en) = {z ∈ V : 2{ek, ek, z} = (δik + δjk)z for k = 1, . . . , n}, (3.16)

where δij is the Kronecker delta and Vij = Vji.
The decomposition

V =
⊕

0≤i≤j≤n
Vij

is called a joint Peirce decomposition.
The Peirce multiplication rules

{Vij , Vjk, Vk`} ⊂ Vi` and Vij Vpq = {0} for i, j /∈ {p, q}

hold. The contractive projection Pij(e1, . . . , en) from V onto Vij(e1, . . . , en) is called a joint Peirce
projection which satisfies

Pij(e1, . . . , en)(ek) =

{
0 (i 6= j)
δikek (i = j).

(3.17)

We shall simplify the notation Pij(e, . . . , en) to Pij if the tripotents e1, . . . , en are understood.
Let M = {0, 1, . . . , n} and N ⊂ {1, . . . , n}. The Peirce k-spaces of the tripotent eN =

∑
i∈N ei are

given by

V2(eN ) =
⊕
i,j∈N

Vij , (3.18)

V1(eN ) =
⊕
i∈N

j∈M\N

Vij ,

V0(eN ) =
⊕

i,j∈M\N

Vij .
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The Peirce projections provide a very useful formulation of the Bergman operators. Let e1, . . . , en be
mutually orthogonal tripotents in a JB*-triple V and let x =

∑n
i=1 λiei with λi ∈ C. Then the Bergman

operator B(x, x) satisfies

B(x, x) =
∑

0≤i≤j≤n
(1− |λi|2)(1− |λj |2)Pij ,

where we set λ0 = 0 and Pij = Pij(e1, . . . , en). This gives the following formulae for the square roots

B(x, x)1/2 =
∑

0≤i≤j≤n
(1− |λi|2)1/2(1− |λj |2)1/2Pij (‖x‖ < 1), (3.19)

B(x, x)−1/2 =
∑

0≤i≤j≤n
(1− |λi|2)−1/2(1− |λj |2)−1/2Pij (‖x‖ < 1). (3.20)

The following lemma will be useful later for computing the horofunctions in a noncompact Hermitian
symmetric space.

Lemma 3.8. Let D be the open unit ball of a JB*-triple V . Given a sequence (yk) in D such that
yk −→ ξ ∈ ∂D, we have

lim
k
‖g−yk(z)‖ = 1 (z ∈ D).

Proof. By (3.6) and (3.7), we have

0 < 1− ‖g−yk(z)‖2 =
1

‖B(z, z)−1/2B(z, yn)B(yk, yk)−1/2‖

≤ ‖B(z, yk)
−1B(z, z)1/2‖

‖B(yk, yk)−1/2‖
= ‖B(z, yk)

−1B(z, z)1/2‖(1− ‖yk‖2) −→ 0 (z ∈ D)

as k →∞, since limk ‖B(z, yk)
−1B(z, z)1/2‖ = ‖B(z, ξ)−1B(z, z)1/2‖.

3.4 Identities in JB*-triple

The identity (JP1) in the definition of a JB*-triple is called the main triple identity. In the sequel, we
will make use of several identities, listed below, which have been derived in [6, §1.2] and can be found in
[27, Appendix]. Let V be a JB*-triple. Then all elements a, b ∈ V satisfy

(JP2) (a b)Qa = Qa(b a),

(JP3) QQa(b) = QaQbQa,

(JP4) (a b)Qa = {a, ·, Qa(b)}.

4 Horofunctions of Hermitian symmetric spaces

Given the open unit ball D in a finite dimensional JB∗-triple V , we now determine the horofunctions of D
under the Carathéodory distance ρ, with the origin 0 ∈ D as a basepoint. Recall that the horofunctions
of the corresponding Hermitian symmetric space M with basepoint b ∈M can be obtained via ψ in (3.1),
with ψ(b) = 0, where ψ preserves the Carathéodory distance. In fact, we have

M(∞) = {h ◦ ψ : h ∈ D(∞)}.

The Carathéodory distance ρ on D is given by

ρ(x, y) = sup{ω(f(x), f(y)) : f ∈ H(D,D)} (x, y ∈ D),
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where H(D,D) is the set of all holomorphic functions f : D −→ D and ω is the Poincaré distance of the
unit disc D = {z ∈ C : |z| < 1}. We will make use of the formula (cf. [7, Theorem 3.5.9]):

ρ(x, y) = tanh−1 ‖g−y(x)‖.

For each y, z ∈ D we have

hy(z) = ρ(z, y)−ρ(0, y) =
1

2
log

1 + ‖g−y(z)‖
1− ‖g−y(z)‖

−1

2
log

1 + ‖y‖
1− ‖y‖

=
1

2
log

(
1− ‖y‖2

1− ‖g−y(z)‖2

(
1 + ‖g−y(z)‖

1 + ‖y‖

)2
)
,

(4.1)
which can also be written as

hy(z) =
1

2
log

(
1− ‖y‖2

1− ‖g−z(y)‖2

(
1 + ‖g−z(y)‖

1 + ‖y‖

)2
)
. (4.2)

Lemma 4.1. Let D be the open unit in a finite dimensional JB∗-triple V , and ρ the Carathéodory
distance on D. Then h ∈ D(∞) if and only if there exists a sequence (yk) in D with yk −→ ξ ∈ ∂D such
that

h(z) = lim
k

1

2
log

(
1− ‖yk‖2

1− ‖g−yk(z)‖2

)
= lim

k

1

2
log

(
1− ‖yk‖2

1− ‖g−z(yk)‖2

)
(4.3)

for all z ∈ D.

Proof. Suppose that h ∈ D(∞). Then by Lemma 2.2 we know that there exists a sequence (yk) in D
with ρ(0, yk) −→ ∞ and limk hyk(z) exists for all z ∈ D. By taking a subsequence we may assume that
yk −→ ξ ∈ ∂D. The implication now follows from (4.1) and Lemma 3.8. On the other hand, if there
exists a sequence (yk) in D with yk −→ ξ ∈ ∂D such that (4.3) holds for all z ∈ D, then ρ(0, yk) =
tanh−1 ‖yk‖ −→ ∞, as ‖yk‖ −→ 1. So, we deduce from (4.1) and Lemma 2.2 that h ∈ D(∞).

Remark 4.2. The notion of a horofunction h on D is essentially the same as the function F introduced
in [9, Lemma 4.1]. Indeed, the formula (4.3) in Lemma 4.1 for h is related to F by

h(x) =
1

2
logF (x) (x ∈ D).

In case D is the open Euclidean ball in Cd and yk −→ ξ with ‖ξ‖2 = 1, we find that

h(z) = lim
k

1

2
log

(
1− ‖yk‖2

1− ‖g−yk(z)‖2

)
is a horofunction, and from (3.8) we have

h(z) = lim
k

1

2
log

(
|1− 〈z, yk〉|2

1− ‖z‖2

)
=

1

2
log

(
|1− 〈z, ξ〉|2

1− ‖z‖2

)
.

In particular, for the disc D ⊂ C we find that h : D −→ R is given by the well known expression,

h(z) =
1

2
log
|1− zξ|2

1− |z|2
=

1

2
log
|ξ − z|2

1− |z|2
(z ∈ D).

We now compute the limit in (4.3) for general D. By [7, Lemma 3.2.28], one can express the limit
h = limk hyk in (4.3) in terms of the Bergman operators as

h(z) = lim
k→∞

1

2
log(1− ‖yk‖2)‖B(z, z)−1/2B(z, yk)B(yk, yk)

−1/2‖ (z ∈ D).

Let r be the rank of V . Each yk ∈ D has a spectral decomposition

yk = α1ke1k + · · ·+ αrkerk (4.4)
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where e1k, . . . , erk are mutually orthogonal minimal tripotents in V and

1 > ‖yk‖ = α1k ≥ α2k ≥ · · · ≥ αrk ≥ 0.

Choosing a subsequence, we may assume for each i that the sequence (αik) converges to some αi ∈ [0, 1]
and the minimal tripotent eik converges to a minimal tripotent ei, as the set of minimal tripotents is a
closed subset of ∂D. Note that α1 = limk ‖yk‖ = 1, as ‖yk‖ −→ ‖ξ‖ = 1.

By [9, Lemma 5.8], we have
ξ = lim

k
yk = α1e1 + · · ·+ αrer

and there exists r0 ∈ {1, . . . , r} such that

(i) αs > 0 for each 1 ≤ s ≤ r0,

(ii) αs = 0 for s > r0,

(iii) {e1, . . . , er0} is family of mutually orthogonal minimal tripotents.

Remark 4.3. The minimal tripotents e1k, . . . , erk in the spectral decomposition of yk induce a joint
Peirce decomposition of V , with joint Peirce projections P kij = Pij(e1k, . . . , erk) and 0 ≤ i ≤ j ≤ r. By

(3.20), the Bergman operator B(yk, yk)
−1/2 is of the form

B(yk, yk)
−1/2 =

∑
0≤i≤j≤r

(1− α2
ik)
−1/2(1− α2

jk)
−1/2P kij (α0k = 0).

As (esk)k converges to a minimal tripotent es for 1 ≤ s ≤ r0, with r0 as above, and the es’s are pairwise
orthogonal, we have the following norm convergence,

lim
k→∞

Pij(e1k, . . . , er0k) = Pij(e1, . . . , er0)

of Peirce projections (cf. [9, Remark 5.9]).
Furthermore, if e1, . . . , em are mutually orthogonal tripotents and 1 ≤ q < m, then Pij(e1, . . . , eq) =

Pij(e1, . . . , em) for all 1 ≤ i ≤ j ≤ q, see [9, Lemma 2.1(i)].

We will use the observations in the previous remark to prove the following theorem.

Theorem 4.4. Let D be the open unit ball of a finite dimensional JB∗-triple V , with rank r. Then the
horofunction functions in D(∞) are exactly the functions of the form

h(z) =
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
λiλjB(z, z)−1/2B(z, e)Pij

∥∥∥∥∥∥ (z ∈ D),

where p ∈ {1, . . . , r}, λi ∈ (0, 1] (i = 1, . . . , p) with maxi λi = 1, e = e1 + e2 + · · · + ep ∈ ∂D, and
Pij : V → V are the Peirce projections induced by the mutually orthogonal minimal tripotents e1, . . . , ep.

Proof. Suppose that h is a horofunction. Then by Lemma 4.1 there exists a sequence (yk) in D converging
to ξ ∈ ∂D such that h(z) = limk→∞ hyk(z) for all z ∈ D.

Let
yk = α1ke1k + · · ·+ αrkerk

be the spectral decomposition. From Remark 4.3 we know there is an r0 ∈ {1, . . . , r} such that

ξ = lim
k
yk = α1e1 + · · ·+ αrer

with α1 = 1, αs > 0 for 1 ≤ s ≤ r0 and αs = 0 for s > r0. Moreover,

B(yk, yk)
−1/2 =

∑
0≤i≤j≤r

(1− α2
ik)
−1/2(1− α2

jk)
−1/2P kij (α

0k
= 0).
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Since 0 < 1− α2
1k ≤ 1− α2

ik for i ∈ {1, . . . , r}, we may assume, by choosing subsequence if necessary,
for each i that

1− α2
1k

1− α2
ik

converges to some λi ∈ [0, 1].

Note that λ1 = 1 > ‖yk‖ = α1k and λi = 0 for i > r0. Combining this with Remark 4.3 we get that

lim
k→∞

(1− ‖yk‖2)B(yk, yk)
−1/2 = lim

k→∞

∑
0≤i≤j≤r

√
1− α2

1k

1− α2
ik

√
1− α2

1k

1− α2
jk

P kij

= lim
k→∞

∑
0≤i≤j≤r0

√
1− α2

1k

1− α2
ik

√
1− α2

1k

1− α2
jk

Pij(e1k, . . . , er0k)

=
∑

0≤i≤j≤r0

λiλjPij ,

where Pij are the Peirce projections induced by the orthogonal minimal tripotents e1, . . . , er0 . So,

h(z) = lim
k→∞

1

2
log(1− ‖yk‖2)‖B(z, z)−1/2B(z, yk)B(yk, yk)

−1/2‖

=
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤r0

λiλjB(z, z)−1/2B(z, ξ)Pij(e1, . . . , er0)

∥∥∥∥∥∥ (z ∈ D). (4.5)

Let p ∈ {1, . . . , r0} be such that αi = 1 for i ≤ p, and αi < 1 otherwise. Since λi = 0 when αi < 1,
the horofunction h in (4.5) reduces to

h(z) =
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
λiλjB(z, z)−1/2B(z, ξ)Pij(e1, . . . , ep)

∥∥∥∥∥∥ , (4.6)

as Pij(e1, . . . , ep) = Pij(e1, . . . , er0) for 1 ≤ i ≤ j ≤ p by [9, Lemma 2.1].
Let e = e1 + · · · + ep. For k 6∈ {i, j} and w ∈ Vij(e1, . . . , er0) we have that (ek w)(V ) = {0} by the

Peirce multiplication rules, as ek ∈ Vkk(e1, . . . , er0). Therefore, for 1 ≤ i ≤ j ≤ p,

ξ Pij(e1, . . . , ep)(·) = ξ Pij(e1, . . . , er0)(·) = e Pij(e1, . . . , er0)(·) = e Pij(e1, . . . , ep)(·),

and likewise

QξPij(e1, . . . , ep)(·) = {e1 + α2e2 + · · ·+ αr0er0 , Pij(e1, . . . , ep)(·), e1 + α2e2 + · · ·+ αr0er0}
= {e, Pij(e1, . . . , ep)(·), e}.

Thus, QξPij(e1, . . . , ep) = QePij(e1, . . . , ep). It now follows for 1 ≤ i ≤ j ≤ p that

B(z, ξ)Pij(e1, . . . , ep) = Pij(e1, . . . , ep)−2(z e)Pij(e1, . . . , ep)+QzQePij(e1, . . . , ep) = B(z, e)Pij(e1, . . . , ep).

Thus, the horofunction h in (4.6) can be expressed as

h(z) =
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
λiλjB(z, z)−1/2B(z, e)Pij(e1, . . . , ep)

∥∥∥∥∥∥ (z ∈ D).

To prove that each function of the form (4.4) is a horofunction we let

h(z) =
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
λiλjB(z, z)−1/2B(z, e)Pij

∥∥∥∥∥∥ (z ∈ D)
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where p ∈ {1, . . . , r}, λi ∈ (0, 1] (i = 1, . . . , p) with maxi λi = 1, and e = e1 + e2 + · · · + ep ∈ ∂D, with
Peirce projections Pij : V → V induced by the mutually orthogonal minimal tripotents e1, . . . , ep.

For all k ∈ N sufficiently large (depends on mini λi) we can define

αik =

√
1− 2k − 1

k2λ2i

for 1 ≤ i ≤ p. For those k set yk = (1− 1/k)e1 + α2ke2 + · · ·+ αpkep and note that yk ∈ D.
Then the sequence (yk) norm converges to e and

lim
k→∞

(1− ‖yk‖2)B(yk, yk)
−1/2 = lim

k→∞

∑
0≤i≤j≤p

√
1− (1− 1/k)2

1− α2
ik

√
1− (1− 1/k)2

1− α2
jk

Pij =
∑

0≤i≤j≤p
λiλjPij .

Hence

lim
k→∞

hyk(z) = lim
k→∞

1

2
log

(
1− ‖yk‖2

1− ‖g−yk(z)‖2

)
= lim

k→∞

1

2
log(1− ‖yk‖2)‖B(z, z)−1/2B(z, yk)B(yk, yk)

−1/2‖

=
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
λiλjB(z, z)−1/2B(z, e)Pij

∥∥∥∥∥∥ ,
which completes the proof.

We see from the proof of Theorem 4.4 that it can happen that two sequences (yk) and (zk) in D
converging to distinct points in ∂D can give the same horofunction. Indeed, if we let yk be as in the
proof Theorem 4.4 and set zk = yk + (1 − 1/

√
k)(ep+1 + · · · + er), then both hyk and hzk converge to h

given by (4.4).
We also note that the horofunction h given by (4.4) can be obtained by taking the limit of an

appropriate sequence in the flat Re1 ⊕ · · · ⊕ Rep. This is consistent with the observation in [16, Lemma
4.4]. Later in Lemma 8.3 we shall show that one can obtain the horofunctions in D(∞) by taking limits
along geodesics in the flats.

5 Horofunctions of finite dimensional JB∗-triples

We now determine the horofunctions of finite dimensional JB∗-triples (V, ‖ · ‖) as normed spaces, with
basepoint 0. Throughout we let r be the rank of V . As in (4.4), each element a ∈ V has a spectral
decomposisiton,

a = λ1e1 + λ2e2 + · · ·+ λrer, (‖a‖ = λ1 ≥ λ2 ≥ · · · ≥ λr ≥ 0),

where e1, . . . , er are mutually orthogonal minimal tripotents in V .
Given a sequence (ak) in V with hak −→ h ∈ V (∞), we have rk = ‖ak‖ −→ ∞ (by Lemma 2.2) and

hak(x) = ‖x− ak‖ − ‖ak‖ =
‖x− ak‖2 − ‖ak‖2

‖x− ak‖+ ‖ak‖
=

(2rk)
−1(‖(x− ak) (x− ak)‖ − r2k)
2−1(‖r−1k (x− ak)‖+ 1)

.

As the denominator goes to 1 when k −→∞, we need to analyse the limit

lim
k−→∞

hak(x) = lim
k−→∞

(2rk)
−1(‖(x− ak) (x− ak)‖ − r2k) (5.1)

to determine the form of the horofunctions.
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First we note that, for each y ∈ V , the spectrum σ(y y) is the set of eigenvalues in [0,∞) since
dimV < ∞, and by Remark 3.1, ‖y y‖ = supσ(y y). On the other hand, V is a finite dimensional
Hilbert space with inner-product

〈x, y〉 = Tr(x y) (x, y ∈ V ). (5.2)

For each self-adjoint operator T on (V, 〈·, ·〉), we use the notation

Λ(T ) = sup{〈Tz, z〉 : z ∈ V, 〈z, z〉 = 1}

to denote the maximum eigenvalue of T . In particular, we have

Λ(y y) = supσ(y y),

as y y is a positive self-adjoint operator on the Hilbert space V (cf. [6, Lemma 1.2.22]).
Since hak(x) = ‖x− ak‖ − ‖ak‖ ≥ −‖x‖ for all x ∈ V , we have

(2rk)
−1(‖(x− ak) (x− ak)‖ − r2k) ≥ −2‖x‖ (5.3)

for sufficiently large k , which will be useful later.
To determine the limit (5.1), and hence the form of the horofunctions, we need the following prelim-

inary lemma.

Lemma 5.1. Let (ak) be a sequence in V such that rk = ‖ak‖ −→ ∞. Let ak =
∑r

i=1 λikeik be a spectral
decomposition of ak, with rk = λ1k ≥ λ2k ≥ . . . ≥ λrk ≥ 0 and mutually orthogonal minimal tripotents
e1k, . . . , erk.

If αik = rk − λik −→ αi ∈ [0,∞] and eik −→ ei for all i, then

lim
k−→∞

hak(x) = lim
k−→∞

(2rk)
−1(‖(x− ak) (x− ak)‖ − r2k)

= sup
u∈V2(eI) : 〈u,u〉=1

〈(−1

2
(eI x+ x eI)−

∑
i∈I

αi(ei ei))u, u〉, (5.4)

where I = {i : αi <∞} and eI =
∑

i∈I ei.

Proof. We will show that every subsequence of ((2rk)
−1(‖(x − ak) (x − ak)‖ − r2k))k has a convergent

subsequence whose limit is the right-hand side of (5.4). Let ((2rm)−1(‖(x− am) (x− am)‖ − r2m))m be
a subsequence. Note that

(2rm)−1(‖(x−am) (x−am)‖− r2m) = Λ

(
x x

2rm
− 1

2
(
am
rm

x+ x
am
rm

) +
1

2rm
(am am − r2mI)

)
, (5.5)

where I : V −→ V is the identity operator.
For each m there exists wm ∈ V with 〈wm, wm〉 = 1 such that

Λ

(
1

2rm
x x− 1

2
(
am
rm

x+ x
am
rm

) +
1

2rm
(am am − r2mI)

)
= sup

v∈V : 〈v,v〉=1

〈(
x x

2rm
− 1

2
(
am
rm

x+ x
am
rm

) +
1

2rm
(am am − r2mI)

)
v, v

〉
=

〈(
x x

2rm
− 1

2
(
am
rm

x+ x
am
rm

) +
1

2rm
(am am − r2mI)

)
wm, wm

〉
.

After taking a further subsequence, we may assume that wm −→ w and λim/rm −→ µi ∈ [0, 1] for all
i. So, am/rm −→ a =

∑r
i=1 µiei. Also note that µi = 1 for all i ∈ I, as

µi = lim
m

λim
rm

= lim
m

rm − αim
rm

= 1 for all i ∈ I.
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Using (5.5) we will prove that

lim
m−→∞

(2rm)−1(‖(x− am) (x− am)‖ − r2m) = 〈−1

2
(a x+ x a)w,w〉 −

∑
s∈I

αs〈wss, wss〉

−
∑

s,t∈I : s<t

1

2
(αs + αt)〈wst, wst〉

= 〈−1

2
(eI x+ x eI)w,w〉 −

∑
s∈I

αs〈(es es)w,w〉. (5.6)

To establish this identity we first show that w ∈ V2(eI), where eI =
∑

i∈I ei. Consider the Peirce
decomposition V =

⊕
0≤s≤t≤r V

m
st with respect to e1m, . . . , erm and write

wm =
∑

0≤s≤t≤r
wmst .

Set λ0m = 0 and α0m = rm for all m. From (3.16), we have

(eim eim)wmst =


wmst (i = s = t)
1
2w

m
st (i = s 6= t or i = t 6= s)

0 otherwise.

Therefore

〈 1

2rm
(am am − r2mI)wm, wm〉 = 〈

r∑
i=1

1

2rm
(λ2im(eim eim)wm − r2mwm), wm〉

=
∑

0≤s≤r

λ2sm − r2m
2rm

〈wmss, wmss〉+
∑

0≤s<t≤r

(λ2sm + λ2tm)/2− r2m
2rm

〈wmst , wmst 〉

= −
∑

0≤s≤r

αsm(2rm − αsm)

2rm
〈wmss, wmss〉

−
∑

0≤s<t≤r

(αsm(2rm − αsm)

4rm
+
αtm(2rm − αtm)

4rm

)
〈wmst , wmst 〉. (5.7)

Note that, as the of set minimal tripotents is compact and e1k, . . . , erk are mutually othogonal
tripotents, e1, . . . , er are mutually orthogonal minimal tripotents. Let V =

⊕
0≤s≤t≤r Vst and w =∑

0≤s≤t≤r wst be the Peirce decompositions with respect to e1, . . . , er.
Then wst = 0 if {s, t} 6⊂ I. Indeed, wmst −→ wst for all 0 ≤ s ≤ t ≤ r, and if wst 6= 0 for some

{s, t} 6⊂ I, then the right-hand side of (5.7) goes to −∞ as m −→∞, since

αsm(2rm − αsm)

2rm
≥ αsm

2
−→∞ or

αtm(2rm − αtm)

2rm
≥ αtm

2
−→∞.

As 〈x x
2rm

wm, wm〉 −→ 0 and

〈−1

2
(
am
rm

x+ x
am
rm

)wm, wm〉 −→ 〈−1

2
(a x+ x a)w,w〉,

we find that (2rk)
−1(‖(x− ak) (x− ak)‖ − r2k) −→ −∞, which contradicts (5.3). Hence

w ∈
⊕

s,t∈I : s≤t
Vst = V2(eI).

Let us now show (5.6). Using the Peirce decomposition V = V2(eI)⊕ V1(eI)⊕ V0(eI) with respect to
the tripotent eI and the Peirce multiplication rules, we find for each z ∈ V2(eI) (and in particular for w)
that

〈(a x)z, z〉 = 〈{eI , x, z}+ {
∑
i 6∈I

µieI , x, z}, z〉 = 〈(eI x)z, z〉
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and
〈(x a)z, z〉 = 〈{x, eI , z}+ {x,

∑
i 6∈I

µieI , z}, z〉 = 〈(x eI)z, z〉.

Hence we deduce from (5.7) that (5.6) holds.
From (5.6) we see that the left-hand side of (5.4) does not exceed the right-hand side. To prove

equality in (5.4) pick v ∈ V2(eI) with 〈v, v〉 = 1 such that

〈(−1

2
(eI x+ x eI)−

∑
i∈I

αi(ei ei))v, v〉 = sup
u∈V2(eI) : 〈u,u〉=1

〈(−1

2
(eI x+ x eI)−

∑
i∈I

αi(ei ei))u, u〉.

Let vm = P2(e
m
I )v, where emI =

∑
i∈I eim. By definition of wm, we have for large m,

〈(x x

2rm
− 1

2
(
am
rm

x+ x
am
rm

) +
1

2rm
(am am − r2mI))wm, wm〉

≥ 〈(x x

2rm
− 1

2
(
am
rm

x+ x
am
rm

) +
1

2rm
(am am − r2mI))vm, vm〉〈vm, vm〉−1,

and vm = P2(e
m
I )v −→ P2(eI)v = v.

Write vm =
∑

s,t∈I : s≤t
vmst ∈

⊕
0≤s≤t≤r

V m
st . Then 〈x x

2rm
vm, vm〉 −→ 0 and

〈−1

2
(
am
rm

x+ x
am
rm

)vm, vm〉 −→ 〈−1

2
(a x+ x a)v, v〉 = 〈−1

2
(eI x+ x eI)v, v〉.

As before,

〈 1

2rm
(am am − r2mI)vm, vm〉 = −

∑
s∈I

αsm(2rm − αsm)

2rm
〈vmss, vmss〉

−
∑

s,t∈I : s<t

(αsm(2rm − αsm)

4rm
+
αtm(2rm − αtm)

4rm

)
〈vmst , vmst 〉

−→ −
∑
s∈I

αs〈(es es)v, v〉.

We conclude that

lim
m−→∞

(2rm)−1(‖(x− am) (x− am)‖ − r2m)

= lim
m−→∞

〈(x x

2rm
− 1

2
(
am
rm

x+ x
am
rm

) +
1

2rm
(am am − r2mI))wm, wm〉

≥ 〈−1

2
(eI x+ x eI)v −

∑
s∈I

αs(es es)v, v〉,

which completes the proof.

Remark. In (5.4), we have

sup
u∈V2(eI) : 〈u,u〉=1

〈(−1

2
(eI x+ x eI)−

∑
i∈I

αi(ei ei))u, u〉

= sup
u∈V2(eI) : 〈u,u〉=1

〈(−1

2
(eI P2(eI)x+ P2(eI)x eI)−

∑
i∈I

αi(ei ei))u, u〉

= ΛV2(eI)(−
1

2
(eI P2(eI)x+ P2(eI)x eI)−

∑
i∈I

αi(ei ei)), (5.8)
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where the latter denotes the maximum eigenvalue of the operator

−1

2
(eI P2(eI)x+ P2(eI)x eI)−

∑
i∈I

αi(ei ei)

restricted to the subspace V2(eI), which it leaves invariant.

We are now ready to describe the horofunction boundary V (∞).

Theorem 5.2. Let h be a horofunction in V (∞). Then there exist I ⊂ {1, . . . , r} nonempty, mutually
orthogonal minimal tripotents ei ∈ V and αi ≥ 0 for i ∈ I, with mini∈I αi = 0, such that

h(x) = sup{〈(−1

2
(eI x+ x eI)−

∑
i∈I

αi(ei ei))u, u〉 : u ∈ V2(eI), 〈u, u〉 = 1}

= ΛV2(eI)(−
1

2
(eI P2(eI)x+ P2(eI)x eI)−

∑
i∈I

αi(ei ei)) (x ∈ V ), (5.9)

where eI =
∑

i∈I ei is a tripotent with Peirce 2-space V2(eI) and Peirce projection P2(eI).
Conversely, each function h : V −→ R of the form in (5.9) is a horofunction of V .

Proof. Let h = limk hak be a horofunction, where ak ∈ V and rk = ‖ak‖ −→ ∞. For each k, let
ak =

∑r
i=1 λikeik be a spectral decomposition, with pairwise orthogonal minimal tripotents eik and

‖ak‖ = λ1k ≥ . . . ≥ λrk ≥ 0.
After taking a subsequence, we may assume αik = rk − λik −→ αi ∈ [0,∞] and eik −→ ei for all

i = 1, . . . , r, where e1, . . . , er are mutually orthogonal minimal tripotents. Let I = {i : αi < ∞} and
eI =

∑
i∈I ei, and note that I 6= ∅, since α1 = 0.

We have

hak(x) =
‖x− ak‖2 − ‖ak‖2

‖x− ak‖+ ‖ak‖
=

(2rk)
−1(‖(x− ak) (x− ak)‖ − r2k)
2−1(‖r−1k (x− ak)‖+ 1)

and 2−1(‖r−1k (x−ak)‖+1) −→ 1. Hence (5.9) follows readily from Lemma 5.1 and the preceding remark.
Conversely, let h : V −→ R be of the form (5.9), where I is a nonempty subset of {1, . . . , r}, mini∈I αi =

0 and eI =
∑

i∈I ei is the sum of mutually orthogonal minimal tripotents ei.
We show h ∈ V (∞). For k = 1, 2, . . . , define

ak = keI −
∑
i∈I

αiei.

For k ≥ maxi∈I αi, we have rk = ‖ak‖ = k and, in the notation of Lemma 5.1,

αik =

{
αi (i ∈ I)
k (otherwise)

It follows from Lemma 5.1 that

lim
k−→∞

(2rk)
−1(‖(x− ak) (x− ak)‖ − r2k) = sup

u∈V2(eI) : 〈u,u〉=1
〈(−1

2
(eI x+ x eI)−

∑
i∈I

αi(ei ei))u, u〉

and

lim
k−→∞

hak(x) = lim
k−→∞

(2rk)
−1(‖(x− ak) (x− ak)‖ − r2k)
2−1(‖r−1k (x− ak)‖+ 1)

= sup
u∈V2(eI) : 〈u,u〉=1

〈(−1

2
(eI x+ x eI)−

∑
i∈I

αi(ei ei))u, u〉 = h(x)

for all x ∈ V . Hence h ∈ V (∞).
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If I is a singleton in the preceding theorem, i.e., eI = e with e a minimal tripotent, then the last
term of (5.9) vanishes and h is a real continuous linear functional of V . Indeed, P2(e)(V ) = V2(e) = Ce
implies P2(e)x = `(x)e for some functional ` ∈ V ∗ and

h(x) = 〈−1

2
(e P2(e)x+ P2(e)x e)e, e〉〈e, e〉−1 = −1

2
(〈e, (`(x)e e)e〉+ 〈(`(x)e e)e, e〉)〈e, e〉−1

= −1

2
(`(x) + `(x)) = −Re `(x).

To illustrate the theorem let us consider an example. Recall that Cn is a JB∗-triple with triple
product,

{x, y, z} =
1

2

(
〈x, y〉z + 〈z, y〉x

)
for x, y, z ∈ Cn, (5.10)

with the Euclidean norm, ‖z‖22 = |z1|2 + · · ·+ |zn|2, as the triple norm. Using this triple product we can
equip V = Cn1 × · · · × Cnr with a triple product by defining it componentwise as follows:

{x, y, z}j =
1

2

(
〈xj , yj〉zj + 〈zj , yj〉xj

)
for xj , yj , zj ∈ Cnj (5.11)

for j = 1, . . . , r. In this case the triple norm on V is given by ‖z‖ = maxj ‖zj‖2 for zj ∈ Cnj , and hence
its open unit ball is a product of Euclidean balls, D = Bn1×· · ·×Bnr . In V we have that e = (ξ1, . . . , ξr)
(ξj ∈ Cnj ) is a tripotent if, and only if, for each j = 1, . . . , r we have that ξj = 0 or ‖ξj‖2 = 1. Moreover,
e is a minimal tripotent precisely when there exists a k with ‖ξk‖2 = 1 and ξj = 0 for all j 6= k.

Let us determine the form of the horofunction given by (5.9) where the tripotent eI = (η1, . . . , ηr)
satisfies ηi 6= 0 if and only if i ∈ I. So eI =

∑
i∈I ei, where ei ∈ V is the minimal tripotent whose i-th

component is ηi. We have that (P2(eI)x)j = {eI , {eI , x, eI}, eI}j = 〈xj , ηj〉ηj for j = 1, . . . , r, hence

h(x) = ΛV2(eI)(−
1

2
(eI P2(eI)x+ P2(eI)x eI)−

∑
i∈I

αi(ei ei))

= ΛV2(eI)(
∑
i∈I

(−Re〈xi, ηi〉 − αi)(ei ei))

= max
i∈I
−Re〈xi, ηi〉 − αi.

Remark 5.3. In the course of proving the preceding theorem, we observe that each horofunction h ∈
V (∞) can actually be constructed from a sequence (ak) going to infinity along a straight line, which is a
geodesic in the normed space V . In fact, the sequence ak = keI −

∑
i∈I αiei used in the proof lies on the

straight line, t 7→ teI −
∑

i∈I αiei in the flat ⊕i∈IRei. Also note that if k ≥ m with k ≥ maxi∈I αi, then
‖ak‖ = k and hak(am) = ‖ak − am‖ − ‖ak‖ = (k −m)− k = −m, so that h(am) = −m for all m.

By the remark we have the following corollary.

Corollary 5.4. Each horofunction in V (∞) is a Busemann point.

For general finite dimensional normed vector spaces it need not be true that all horofunctions are
Busemann points, see [35].

6 Homeomorphism onto the dual unit ball

In this section we give a homeomorphism of the metric compactification of V onto the closed dual unit
ball B∗ of (V, ‖ · ‖). We subsequently show in the next section that this homeomorphism maps each
equivalence class in V (∞)/ ∼ onto the relative interior of a boundary face of D∗. So, the dual ball D∗

captures the geometry of the metric compactification of V .
To prove these results we need a lemma concerning the partial ordering ≤ on the set of tripotents of

a JB∗-triple. Given two tripotents d and e in V , we write d ≤ e if e − d is a tripotent in V orthogonal
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to d, or equivalently, if P2(d)e = d [11, (2.4)]. We also have d ≤ e if and only if d is a projection in the
JB∗-algebra V2(e), in which case

d = {e, d, e} (6.1)

(cf. [6, pp.34-36]).

Lemma 6.1. Given two tripotents d, e ∈ V , the following conditions are equivalent:

(i) d ≤ e,

(ii) {d, e, d}+ {d, d, e} = 2d,

(iii) {d, P2(d)e, d}+ {d, d, P2(d)e} = 2d,

(iv) B(e, d)w = 0 for all w ∈ V2(d).

Proof. (i) ⇒ (ii). If d ≤ e, then e = d+ (e− d) where e− d is a tripotent orthogonal to d. Hence we have
{d, e, d} = d = {d, d, e}, which proves (ii).

(ii)⇒ (iii). By (JP2), we have {d, P2(d)e, d} = {d, e, d} = P2(d)({d, e, d}), the latter implies {d, e, d} ∈
V2(d). Hence (ii) implies {d, d, e} = 2d− {d, e, d} ∈ V2(d). Applying the box operator d d to the Peirce
decomposition

e = P2(d)e+ P1(d)e+ P0(d)e

gives {d, d, e} = P2(d)e + 1
2P1(d)e, which implies P1(d)e = 0 since P1(d)e = 2({d, d, e} − P2(d)e) ∈

V2(d) ∩ V1(d). It follows that

{d, P2(d)e, d}+ {d, d, P2(d)e} = {d, e, d}+ P2(d)e = {d, e, d}+ {d, d, e} = 2d.

(iii) ⇒ (i). We have noted in (3.11) that V2(d) is a JB*-algebra with identity d, which is an extreme
point of the closed unit ball of V2(d). By (iii), we have

d =
1

2
{d, e, d}+

1

2
P2(d)e

which implies P2(d)e = d as ‖{d, e, d}‖, ‖P2(d)e‖ ≤ 1.
(i) ⇒ (iv). Since e = d + (e − d) and d (e − d) = 0, we have e d = d d. Let w ∈ V2(d). Using

(6.1) and the Jordan triple identity (JP1), we deduce

B(e, d)w = w − 2{e, d, w}+ {e, {d,w, d}, e}
= w − 2{e, d, w}+ 2{e, d, {e, d, w}} − {w, d, {e, d, e}} (by (JP1))

= w − 2{d, d, w}+ 2{d, d, {d, d, w}} − {w, d, d} (by (6.1))

= w − 2w + 2w − w = 0.

(iv) ⇒ (i). Let a = P2(d)e ∈ V2(d). Then {d, d, a} = a and {d, a, a} ∈ V2(d) implies {d, d, {d, a, a}} =
{d, a, a}. We show a = d.

Observe that Qd(a) = Qd(e). Hence (JP3) implies

QdQaQd = QQd(a) = QQd(e) = QdQeQd. (6.2)

By (JP2) and (JP4), we have

Qd(a d) = (d a)Qd = {d, ·, Qd(a)} = {d, ·, Qd(e)} = (d e)Qd = Qd(e d). (6.3)

Using (6.2) and (6.3), one deduces that

Q(d)B(a, d)w = (Q(d)− 2Qd(a d) +QdQaQd)(w) = Q(d)B(e, d)w = 0, (w ∈ V2(d)).
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Now take w = d− {d, a, d} ∈ V2(d). Then we have

B(a, d)w = B(a, d)d−B(a, d){d, a, d}
= d− 2a+ {a, d, a} − ({d, a, d} − 2{a, d, {d, a, d}}+ {a, {d, {d, a, d}, d}, a})
= d− 2a+ {a, d, a} − {d, a, d}+ 2{d, a, a} − {a, a, a}
= {d− a, d− a, d− a},

where {d, a, a} = {d, a, {d, d, a}} = {{d, a, d}, d, a} − {d, {a, d, d}, a} + {d, d, {d, a, a}} = {{d, a, d}, d, a}.
As {d− a, d− a, d− a} ∈ V2(d), it follows from (3.12) that

‖{d− a, d− a, d− a}‖ = ‖Qd{d− a, d− a, d− a}‖ = ‖QdB(a, d)w‖ = 0,

so that d− a = 0 by (3.3).

Remark 6.2. Given tripotents d, e ∈ V and identity map I : V → V , we have ‖d P2(d)e+P2(d)e d‖ ≤
2 and 2I − (d P2(d)e + P2(d)e d) is a positive operator on the Hilbert space (V2(d), 〈·, ·〉) by Remark
3.1. Hence 〈(2I − (d P2(d)e + P2(d)e d))v, v〉 ≥ 0 for all v ∈ V2(d). Moreover, 〈(2I − (d P2(d)e +
P2(d)e d))v, v〉 = 0 for all v ∈ V2(d) is equivalent to 2I = d P2(d)e+ P2(d)e d on V2(d).

The previous lemma has the following useful corollary.

Corollary 6.3. Suppose that h and h′ are horofunctions given, respectively, by (5.9) and

h′(x) = ΛV2(cJ )(−
1

2
(cJ P2(cJ)x+ P2(cJ)x cJ)−

∑
j∈J

βj(cj cj)).

Let a =
∑

i∈I αiei and b =
∑

j∈J βjcj. Then h = h′ if and only if eI = cJ and a = b.

Proof. The sufficiency follows from the observation that eI = cJ and a = b implies that∑
i∈I

αi(ei ei) = (
∑
i∈I

αiei) eI = (
∑
j∈J

βjcj) cJ =
∑
j∈J

βj(cj cj).

Conversely, let limk hak = h = h′ = limk hbk , where we can choose ak = keI − a and bk = kcJ − b by
Remark 5.3. As h(ak) = −k, we have k + h′(ak) = 0 and

k + h′(ak) = k + sup
v∈V2(cJ ) : 〈v,v〉=1

〈(−1

2
(cJ (keI − a) + (keI − a) cJ −

∑
j∈J

βj(cj cj))v, v〉

= k + sup
v∈V2(cJ ) : 〈v,v〉=1

(〈−k
2

((cJ P2(cJ)eI) + (P2(cJ)eI cJ))v, v〉

+ 〈(1

2
(cJ a+ a cJ)−

∑
j∈J

βj(cj cj))v, v〉)

= k( sup
v∈V2(cJ ) : 〈v,v〉=1

(〈(I − 1

2
((cJ P2(cJ)eI) + (P2(cJ)eI cJ)))v, v〉

+ 〈( 1

2k
(cJ a+ a cJ)− 1

k

∑
j∈J

βj(cj cj))v, v〉))

for k = 1, 2, . . .. So we find that 〈(I − 1
2(cJ P2(cJ)eI + P2(cJ)eI cJ))v, v〉 = 0 for all v ∈ V2(cJ), and

hence 2I = cJ P2(cJ)eI + P2(cJ)eI cJ by Remark 6.2 on V2(cJ). Moreover,

sup
v∈V2(cJ ) : 〈v,v〉=1

〈(1

2
(cJ a+ a cJ)−

∑
j∈J

βj(cj cj))v, v〉 = 0. (6.4)

In particular, we have 2cJ = (cJ P2(cJ)eI)(cJ) + (P2(cJ)eI cJ)(cJ), so cJ ≤ eI by Lemma 6.1.
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Analogously, 0 = k + h′(bk) = k + h(bk) implies eI ≤ cJ and

sup
v∈V2(eI) : 〈v,v〉=1

〈(1

2
(eI b+ b eI)−

∑
j∈J

αi(ei ei))v, v〉 = 0. (6.5)

We conclude that eI = cJ and note that this implies that

1

2
(cJ a+ a cJ) =

1

2
(eI a+ a eI) =

∑
i∈I

αi(ei ei)

and
1

2
(eI b+ b eI) =

1

2
(cJ b+ b cJ) =

∑
j∈J

βj(cj cj).

It now follows from (6.4) and (6.5) that
∑

i∈I αi(ei ei) =
∑

j∈J βj(cj cj) on V2(eI) = V2(cJ), as both
operators are self-adjoint. In particular,

a =
∑
i∈I

αiei =
∑
i∈I

αi(ei ei)(eI) =
∑
j∈J

βj(cj cj)(cJ) =
∑
j∈J

βjcj = b.

To show that the metric compactification V ∪ V (∞) is homeomorphic to closed dual unit ball of
(V, ‖ · ‖), we identify V with its (algebraic) dual space V ∗ by using an inner-product on V , which we can
do as V is finite dimensional. For convenience we adjust the inner-product 〈·, ·〉 on V to define a new
inner-product [·, ·] such that [c, c] = 1 for each minimal tripotent c ∈ V .

To realise this we note that a finite dimensional JB∗-algebra V decomposes into a finite `∞-sum,
V = V1 ⊕ · · · ⊕ Vd, of Cartan factors, each of which contains a minimal tripotent (cf. [7, Theorem 3.3.5,
Theorem 3.8.17]. In a finite dimensional Cartan factor Vj , the tripotents form a compact submanifold
Mj of Vj , in which the minimal tripotents form a connected component Nj [27, §5]. As shown in [8,
Proposition 2.2], the tangent space Te(Nj) at each e ∈ Nj identifies with iA(e) ⊕ V1(e), where A(e) is
defined in (3.13).

In particular, dim(iA(e) ⊕ V1(e)) = 1 + dimV1(e) is constant for all e ∈ Nj . On Vj we define, for a
fixed e ∈ Nj , a normalised trace form

〈x, y〉j =
1

1 + dimV1(e)/2
Trace (x y) (x, y ∈ Vj),

so that 〈c, c〉j = 1 for all c ∈ Nj , and (Vj , 〈·, ·〉j) is a Hilbert space.
Henceforth, we denote by [·, ·] the inner-product of the Hilbert space direct sum V = V1 ⊕ · · · ⊕ Vd.

Then each minimal tripotent c ∈ V lies in some Vj and [c, c] = 1. Moreover, the inner-product is
associative, i.e.,

[{a, b, y}, z] = [y, {b, a, z}] (a, b, y, z ∈ V )

(cf. [6, (2.31)]). In particular, we have [P2(c)y, z] = [y, P2(c)z] for each tripotent c ∈ V . We note that if
a, b ∈ V are triple orthogonal, i.e., a b = 0, then [a, b] = 0.

By the Riesz representation theorem, the map

x ∈ V 7→ x̃ = [·, x] ∈ V ∗ (6.6)

is a conjugate linear isomorphism.
Let D∗ = {x̃ ∈ V ∗ : ‖x̃‖∗ ≤ 1} be the closed dual unit ball in dual space of the JB∗-triple (V, ‖ · ‖).

Then for each x̃ = [·, x] ∈ V ∗, where x has spectral decomposition x =
∑r

j=1 λjcj ∈ V , we have
‖x̃‖∗ =

∑r
j=1 λj . Indeed,

‖x̃‖∗ = sup
‖y‖=1

|[y, x]| = sup
‖y‖=1

r∑
j=1

λj |[y, cj ]| = sup
‖y‖=1

r∑
j=1

λj |[P2(cj)y, cj ]| ≤ sup
‖y‖=1

r∑
j=1

λj [cj , cj ] =

r∑
j=1

λj ,
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as P2(cj)y = µcj for some µ ∈ C and |µ| = ‖P2(cj)y‖ ≤ ‖y‖ = 1. On the other hand, y =
∑r

j=1 cj
satisfies ‖y‖ ≤ 1 and hence ‖x̃‖∗ ≥ |

∑r
j=1[cj , x]| =

∑r
j=1 λj .

We define

D0 = {x ∈ V : x =

r∑
j=1

λjcj spectral decomposition with

r∑
j=1

λj ≤ 1}. (6.7)

It follows from the previous observations that the conjugate linear isomorphism x ∈ V 7→ x̃ ∈ V ∗ in (6.6)
maps D0 onto D∗, and hence D0 is the closed unit ball of a norm on V .

Thus, to prove that V ∪ V (∞) is homeomorphic to D∗, it suffices to show that there exists a homeo-
morphism ϕ from V ∪ V (∞) onto D0, which is what we will do.

Remark 6.4. Given x ∈ V with spectral decomposition x =
∑r

i=1 λiei, so r is the rank of V , we have
that the eigenvalues λ1 ≥ . . . ≥ λr ≥ 0 are unique, but the pairwise orthogonal minimal tripotents ei
need not be unique. We can however collect terms with equal non-zero eigenvalue in the sum and write
x =

∑s
i=1 µidi, where µ1 > . . . > µs > 0 and the di’s are (not necessarily minimal) pairwise orthogonal

tripotents. In this case both the µi’s and di’s are unique, see [27, Corollary 3.12]. For clarity we refer to
this decomposition of x, as the unique spectral decomposition.

We define the map ϕ : V ∪ V (∞) −→ D0 by

ϕ(x) =

∑r
i=1(expλi − exp(−λi))ci∑r
i=1(expλi + exp(−λi))

(6.8)

for each x ∈ V with spectral decomposition x =
∑r

i=1 λici ∈ V , and

ϕ(h) =

∑
i∈I exp(−αi)ei∑
i∈I exp(−αi)

(6.9)

for h ∈ V (∞) of the form,

h(x) = ΛV2(eI)(−
1

2
(eI P2(eI)x+ P2(eI)x eI)−

∑
i∈I

αi(ei ei)) (x ∈ V ).

To see that ϕ(x) is well-defined note that the right-hand side of (6.8) is the spectral decomposition of
ϕ(x). Moreover, if λi = 0, then the corresponding coefficient in ϕ(x) is also 0. So by switching to the
unique spectral decomposition we find that ϕ(x) is well-defined by Remark 6.4. Also ϕ(h) is well defined.
Indeed, if h was expressed as

h(x) = ΛV2(cJ )(−
1

2
(cJ P2(cJ)x+ P2(cJ)x cJ)−

∑
j∈J

βj(cj cj)) (x ∈ V ),

then eI = cJ and a =
∑

i∈I αiei =
∑

j∈J βjcj = b by Corollary 6.3. Viewing a and b in the JB∗-subtriple
V2(eI) = V2(cJ) we may assume after relabelling that I = J and αi = βi for all i ∈ I = J . Now using
the unique spectral decomposition and the fact that eI = cJ , we find that ϕ(h) is well-defined.

Theorem 6.5. The map ϕ : V ∪ V (∞) −→ D0 is a homeomorphism.

The proof of the theorem will be split up in several lemmas. Note that the interior of D0, denoted
intD0, consists of those x =

∑r
j=1 λjcj with

∑r
j=1 λj < 1, and the boundary, ∂D0, of D0 are precisely

those x =
∑r

j=1 λjcj with
∑r

j=1 λj = 1. This follows from the fact that x 7→ x̃ = [·, x] is a conjugate
linear isomorphism mapping D0 onto D∗.

Lemma 6.6. We have ϕ(V ) ⊂ intD0 and ϕ(V (∞)) ⊂ ∂D0.
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Proof. The right-hand side of (6.8) is the spectral decomposition of ϕ(x) and

0 ≤ (
r∑
i=1

eλi + e−λi)−1(
r∑
i=1

eλi − e−λi) < 1,

so ϕ(x) ∈ intD0. Clearly, ϕ(h) ∈ ∂D0.

Lemma 6.7. The map ϕ : V ∪ V (∞) −→ D0 is continuous on V .

Proof. Let (vk) be a sequence in V converging to v ∈ V . To show ϕ(vk)→ ϕ(v) as k →∞, we show that
each subsequence of (vk) contains a subsequence (vn) satisfying ϕ(vn)→ ϕ(v) as n→∞.

For each k, let vk =
∑r

i=1 µikcik be a spectral decomposition. By convergence, (vk) is bounded. Hence
each subsequence of (vk) contains a subsequence

vn =
r∑
i=1

µincin

such that µin → µi ≥ 0 and cin → ci as n → ∞, where c1, . . . , cr are mutually orthogonal minimal
tripotents.

It follows that v = limn vn =
∑r

i=1 µici and

ϕ(vn) =

∑r
i=1(e

µin − e−µin)cin∑r
i=1 e

µin + e−µin
−→

∑r
i=1(e

µi − e−µi)ci∑r
i=1 e

µi + e−µi
= ϕ(v)

as n→∞, which completes the proof.

Lemma 6.8. We have ϕ(V ) = intD0.

Proof. As ϕ is continuous on V and maps V into intD0, we know from the Brouwer invariance of domain
theorem that ϕ(V ) is open in intD0. Suppose, for the sake of contradiction, that ϕ(V ) 6= intD0. Then
there exists w ∈ ∂ϕ(V ) ∩ intD0. Let (vn) in V be such that ϕ(vn) −→ w. As ϕ is continuous on V , we
must have that ‖vn‖ −→ ∞.

Consider the spectral decomposition vn =
∑r

i=1 λincin. After taking a subsequence we may assume
that (1) cin −→ ci, and (2) αin = λ1n−λin −→ αi ∈ [0,∞], for all i = 1, . . . , r. Note that λ1n = ‖vn‖ −→
∞.

Let I = {i : αi <∞}. Then 1 ∈ I and

ϕ(vn) =

∑r
i=1(e

λin − e−λin)cin∑r
i=1 e

λin + e−λin
=

∑r
i=1(e

−αin − e−λ1n−λin)cin∑r
i=1 e

−αin + e−λ1n−λin
−→

∑
i∈I e

−αici∑
i∈I e

−αi
.

This implies that w = limn−→∞ ϕ(vn) ∈ ∂D0, which contradicts the assumption that w ∈ intD0.

Lemma 6.9. The map ϕ satisfies ϕ(V (∞)) = ∂D0.

Proof. Let x ∈ ∂D0. Then x has spectral decomposition x =
∑r

i=1 λiei with
∑r

i=1 λi = 1 and there exists
a p ∈ {1, . . . , r} such that λ1 ≥ . . . ≥ λp > 0 and λs = 0 for p < s ≤ r.

For i = 1, . . . , p put µi = − log λi and αi = µi − µ1. Then αi ≥ 0 and α1 = 0. Now consider the
horofunction h ∈ V (∞) given by

h(x) = ΛV2(e)(−
1

2
(e P2(e)x+ P2(e)x e)−

p∑
i=1

αi(ei ei)) (x ∈ V ).

Then we have

ϕ(h) =

∑p
i=1 exp(−αi)ei∑p
i=1 exp(−αi)

=

∑p
i=1 λiei∑p
i=1 λi

= x.
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Lemma 6.10. The map ϕ is injective on V ∪ V (∞).

Proof. Suppose first that ϕ(x) = ϕ(y). Let x =
∑r

i=1 λici and y =
∑r

i=1 µidi be the spectral decomposi-
tions. Then we have

ϕ(x) =

∑r
i=1(e

λi − e−λi)ci∑r
i=1 e

λi + e−λi
=

∑r
i=1(e

µi − e−µi)di∑r
i=1 e

µi + e−µi
= ϕ(y)

where the coefficients of the minimal tripotents of both sides are decreasing through the order of the
indices. If we let for j = 1, . . . , r,

αj = (
r∑
i=1

eλi + e−λi)−1(eλj − e−λj ) and βj = (
r∑
i=1

eµi + e−µi)−1(eµj − e−µj ),

then αj = βj by Remark 6.4. It now follows from [25, Lemma 3.7] that λj = µj for j = 1, . . . , r.
Note that αi = 0 if and only if λi = 0, and similarly βi = 0 if and only if µi = 0. So by considering

the unique spectral decompositions of ϕ(x) and ϕ(y) and using Remark 6.4 we find that x = y.
Now suppose h, h′ ∈ V (∞) with ϕ(h) = ϕ(h′). Let h be of the form (5.9) and h′ of the form

h′(x) = ΛV2(cJ )(−
1

2
(cJ P2(cJ)x+ P2(cJ)x cJ)−

∑
j∈J

βj(cj cj)).

Then we have ∑
i∈I exp(−αi)ei∑
i∈I exp(−αi)

=

∑
j∈J exp(−βj)cj∑
j∈J exp(−βj)

where the coefficients of the minimal tripotents on both sides are strictly positive. By relabelling the
indices, we may assume that I = {1, . . . , p} and 0 = α1 ≤ α2 ≤ . . . ≤ αp. Likewise we can assume that
J = {1, . . . , q} and 0 = β1 ≤ β2 ≤ . . . ≤ βq. Since the norm of both sides above in V are equal, we have∑

i∈I
exp(−αi) =

∑
j∈J

exp(−βj).

By Remark 6.4, we have p = q, e−αi = e−βi , eI = e1+· · ·+ep = c1+· · ·+cq = cJ and
∑

i αiei =
∑
βici.

Hence h = h′ by Corollary 6.3.

Lemma 6.11. If (ak) in V is such that hak −→ h ∈ V (∞), then ϕ(ak) −→ ϕ(h).

Proof. Let h be given by (5.9). To show that ϕ(ak) −→ ϕ(h), we show that each subsequence of
(ϕ(ak)) has a convergent subsequence with limit ϕ(h). So let (ϕ(am)) be a subsequence. Using the
spectral decomposition we write am =

∑r
i=1 µimcim with µ1m ≥ . . . ≥ µrm ≥ 0. As h is a horofunction,

µ1m = ‖am‖ −→ ∞ by Lemma 2.2.
After taking a subsequence we may assume that βim = µ1m − µim −→ βi ∈ [0,∞] and cim −→ ci for

all i. Let J = {i : βi <∞} = {1, . . . , q} and note that q ≥ 1, as β1 = 0.
It follows from Lemma 5.1 that ham −→ h′ where

h′(x) = ΛV2(cJ )(−
1

2
(cJ P2(cJ)x+ P2(cJ)x cJ)−

∑
j∈J

βj(cj cj)) (x ∈ V ),

and h′ ∈ V (∞) by Theorem 5.2. As hak −→ h, we know that h′ = h, and hence eI = cJ and∑
i∈I

αiei =
∑
j∈J

βjcj

by Corollary 6.3.
We can relabel the αi’s such that I = {1, . . . , p} and 0 = α1 ≤ α2 ≤ . . . ≤ αp. It follows from Remark

6.4 that p = q and αi = βi for all i ∈ {1, . . . , p}. Moreover,
∑p

i=1 e
−αiei =

∑p
i=1 e

−βici.
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As

ϕ(am) =

∑r
i=1(e

µim − e−µim)cim∑r
i=1 e

µim − e−µim
=

∑r
i=1(e

−βim − e−µ1m−µim)cim∑r
i=1 e

−βim − e−µ1m−µim
,

we find that

lim
m
ϕ(am) = (

p∑
i=1

e−βi)−1
p∑
i=1

e−βici = (

p∑
i=1

e−αi)−1
p∑
i=1

e−αiei.

Thus, ϕ(am) −→ ϕ(h), which completes the proof.

To prove continuity of ϕ on the boundary V (∞), we need the following technical lemma.

Lemma 6.12. Let J ⊂ {1, . . . , r} be nonempty, and for each n, let {cjn : j ∈ J} be a collection of mutually
orthogonal minimal tripotents in V such that cjn −→ cj for all j ∈ J . For j ∈ J let (βjn)n be a sequence
in [0,∞) converging to βj ∈ [0,∞], with minj∈J βjn = 0 for each n. If we let J ′ = {j ∈ J : βj <∞} 6= ∅
and consider the horofunctions,

hn(x) = ΛV2(cJn)(−
1

2
(cJn P2(cJn)x+ P2(cJn)x cJn)−

∑
j∈J

βjn(cjn cjn)) (x ∈ V ),

where cJn =
∑

i∈J cjn, then

lim
n−→∞

hn(x) = ΛV2(cJ′ )(−
1

2
(cJ ′ P2(cJ ′)x+ P2(cJ ′)x cJ ′)−

∑
j∈J ′

βj(cj cj)) (6.10)

with cJ ′ =
∑

j∈J ′ cj.

Proof. We show that each subsequence of (hn(x)) has a convergent subsequence with limit the right-hand
side of (6.10). Pick a subsequence (hk(x)). As {u ∈ V : 〈u, u〉 = 1} is compact, there exists wk ∈ V2(cJk)
with 〈wk, wk〉 = 1 and

hk(x) = sup
v∈V2(cJn)

〈(−1

2
(cJn P2(cJn)x+ P2(cJn)x cJn)−

∑
j∈J

βjn(cjn cjn))v, v〉

〈(−1

2
(cJk P2(cJk)x+ P2(cJk)x cJk)−

∑
j∈J

βjk(cjk cjk))w
k, wk〉. (6.11)

Taking a subsequence, we may assume that wk −→ w. For each k, let

V =
⊕

0≤s≤t;s,t∈J
V k
st (6.12)

be the Peirce decomposition of V with respect to the tripotents {cjk : j ∈ J}, and let

V =
⊕

0≤s≤t;s,t∈J
Vst

be the decomposition with respect to the tripotents {cj : j ∈ J}. We show

w ∈
⊕

s,t∈J ′ : s≤t
Vst = V2(cJ ′). (6.13)

Let wkst ∈ V k
st be the (s, t)-component of wk in the Peirce decomposition in (6.12). Then we have

wkst −→ wst ∈ Vst and

−1

2
(cJk P2(cJk)x+ P2(cJk)x cJk)w

k
st −→ −

1

2
(cJ P2(cJ)x+ P2(cJ)x cJ)wst.
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Moreover, ∑
j∈J

βjk(cjk cjk)w
k
st =

∑
j∈J

(
δsjβjk + δtjβjk

2

)
wkst.

Recall from the proof of Lemma 5.1 that if s, t ∈ J with {s, t} 6⊂ J ′, then βsk −→ ∞ or βtk −→ ∞. As
hk(x) ≥ −‖x‖ for all k and βjk ≥ 0 for all j ∈ J , we find that wkst −→ 0 for all s, t ∈ J with {s, t} 6⊂ J ′.
This implies that (6.13) holds.

Next, we make use of the following fact. Let e be a tripotent. If v ∈ V2(e)∪V0(e), y ∈ V and z ∈ V2(e),
then P2(e){v, y, z} = {P2(e)v, P2(e)y, z} and P2(e){y, v, z} = {P2(e)y, P2(e)v, z}. In particular,

〈−1

2
(cJ P2(cJ)x+ P2(cJ)x cJ)w,w〉 = 〈−1

2
(cJ ′ P2(cJ ′)P2(cJ)x+ P2(cJ ′)P2(cJ)x cJ ′)w,w〉

= 〈−1

2
(cJ ′ P2(cJ ′)x+ P2(cJ ′)x cJ ′)w,w〉,

as P2(cJ ′)P2(cJ) = P2(cJ ′).
It follows that

lim
k−→∞

hk(x) = lim
k−→∞

〈(−1

2
(cJk P2(cJk)x+ P2(cJk)x cJk)−

∑
j∈J ′

βjk(cjk cjk))w
k, wk〉

= 〈(−1

2
(cJ ′ P2(cJ ′)x+ P2(cJ ′)x cJ ′ −

∑
j∈J ′

βj(cj cj))w,w〉.

Since w ∈ V2(cJ ′), we find that

lim
k−→∞

hk(x) ≤ ΛV2(cJ′ )(−
1

2
(cJ ′ P2(cJ ′)x+ P2(cJ ′)x cJ ′)−

∑
j∈J ′

βj(cj cj)).

To show that this is an equality, let u ∈ V2(cJ ′) be such that

ΛV2(cJ′ )(−
1

2
(cJ ′ P2(cJ ′)x+ P2(cJ ′)x cJ ′)−

∑
j∈J ′

βj(cj cj))

= 〈(−1

2
(cJ ′ P2(cJ ′)x+ P2(cJ ′)x cJ ′)−

∑
j∈J ′

βj(cj cj))u, u〉.

As P2(cJ ′k)u ∈ V2(cJk), we have that

〈(−1

2
(cJk P2(cJk)x+ P2(cJk)x cJk)−

∑
j∈J

βjk(cjk cjk))w
k, wk〉

≥ 〈(−1

2
(cJk P2(cJk)x+ P2(cJk)x cJk)

−
∑
j∈J

βjk(cjk cjk))P2(cJ ′k)u, P2(cJ ′k)u〉〈P2(cJ ′k)u, P2(cJ ′k)u〉−1.

Note that, as 〈P2(cJ ′k)u, P2(cJ ′k)u〉 −→ 〈u, u〉 = 1, the right-hand side is defined for all k large.
So,

〈(−1

2
(cJk P2(cJk)x+ P2(cJk)x cJk)−

∑
j∈J

βjk(cjk cjk))P2(cJ ′k)u, P2(cJ ′k)u〉

= 〈(−1

2
(cJ ′k P2(cJ ′k)x+ P2(cJ ′k)x cJ ′k)−

∑
j∈J ′

βjk(cjk cjk))P2(cJ ′k)u, P2(cJ ′k)u〉

−→ 〈(−1

2
(cJ ′ P2(cJ ′)x+ P2(cJ ′)x cJ ′)−

∑
j∈J ′

βj(cj cj))u, u〉,

which proves (6.10).
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Lemma 6.13. The map ϕ : V ∪ V (∞) −→ D0 is continuous on V (∞).

Proof. Let hn −→ h in V (∞). We show that each subsequence (ϕ(hk)) of (ϕ(hn)) has a convergent
subsequence with limit ϕ(h). As hn is horofunction, we can express it as

hn(x) = ΛV2(cJnn)(−
1

2
(cJnn P2(cJnn)x+ P2(cJnn)x cJnn)−

∑
j∈Jn

βjn(cjn cjn)) (x ∈ V ).

After taking successive subsequences we may assume for each k that Jk = J ⊆ {1, . . . , r}, cjk −→ cj , and
βjk −→ βj ∈ [0,∞] for all j ∈ J . Note that minj∈J βj = 0, as minj∈J βjk = 0 for all k.

Now let J ′ = {j ∈ J : βj <∞}. By Lemma 6.12, we find that hk(x) −→ h′(x) for each x ∈ V , where

h′(x) = ΛV2(cJ′ )(−
1

2
(cJ ′ P2(cJ ′)x+ P2(cJ ′)x cJ ′)−

∑
j∈J ′

βj(cj cj)).

By Theorem 5.2 we know that h′ is a horofunction. As hn −→ h, we conclude that h = h′, and hence
eI = cJ ′ and

∑
i∈I αiei =

∑
j∈J ′ βjcj by Corollary 6.3. This implies, by Remark 6.4, that

lim
k−→∞

hk(x) = lim
k−→∞

∑
j∈J e

−βjkcjk∑
j∈J e

−βjk
=

∑
j∈J ′ e

−βjcj∑
j∈J ′ e

−βj
=

∑
i∈I e

−αiei∑
i∈I e

−αi
= ϕ(h)

and hence we are done.

Collecting the results it is now easy to show that ϕ is a homeomorphism.

Proof of Theorem 6.5. Note that ϕ is continuous on V ∪ V (∞) by Lemmas 6.7 and 6.13. Moreover, ϕ is
a bijection by Lemmas 6.8, 6.9, and 6.10. As V ∪ V (∞) is compact and D0 is Hausdorff, we conclude
that ϕ is a homeomorphism.

7 Geometry of V ∪ V (∞)

We now analyse the geometry of the metric compactification of V . Recall that on V (∞) there is a natural
equivalence relation, h ∼ g if supx∈V |h(x) − g(x)| < ∞. In this section, we show that the partition of
V (∞) into equivalence classes is closely related to the geometry of D0 (and hence also to D∗). In fact,
we prove that the homeomorphism ϕ : V ∪ V (∞) −→ D0 given in (6.8) and (6.9) maps each equivalence
class onto the relative interior of a boundary face of D0.

For the basic terminology from convex analysis we follow [31]. If C ⊆ V is convex, then F ⊆ C is
called a face if λx+ (1− λ)y ∈ F for some 0 < λ < 1 and x, y ∈ C implies that x, y ∈ F . Note that the
empty set and C are both faces of C, and each face is convex. The relative interior of a face F , denoted
riF , is the interior of F regarded as a subset of the affine hull of F . It is well known that each nonempty
convex set C is partitioned by the relative interiors of its nonempty faces, see [31, Theorem 18.2].

To analyse the equivalence classes it is useful to recall that for Busemann points h, g ∈ V (∞) one
has that h ∼ g if and only if δ(h, g) <∞, see [36, Proposition 4.5]. As each horofunction is a Busemann
point by Corollary 5.4, we see that the equivalence classes coincide with the parts of V (∞). Therefore
we start by analysing the parts.

Using (2.2) and Remark 5.3 we find for h, h′ ∈ V (∞), where

h(x) = ΛV2(eI)(−
1

2
(eI P2(eI)x+ P2(eI)x eI)−

∑
i∈I

αi(ei ei)) (x ∈ V ) (7.1)

and

h′(x) = ΛV2(cJ )(−
1

2
(cJ P2(cJ)x+ P2(cJ)x cJ)−

∑
j∈J

βj(cj cj)) (x ∈ V ), (7.2)

that
H(h, h′) = lim

t−→∞
‖ψ(t)‖+ h′(ψ(t)), (7.3)

with ψ(t) = teI−
∑

i∈I αiei. Likewise, H(h′, h) = limt−→∞ ‖ψ′(t)‖+h(ψ′(t)), with ψ′(t) = tcJ−
∑

j∈J βjcj .
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Lemma 7.1. Let h and h′ be given by (7.1) and (7.2). If eI = cJ , then

H(h, h′) = sup
u∈V2(eI) : 〈u,u〉=1

〈((a− b) eI)u, u〉

and
H(h′, h) = sup

u∈V2(eI) : 〈u,u〉=1
〈((b− a) eI)u, u〉.

where a =
∑

i∈I αiei and b =
∑

j∈J βjcj.

Proof. Let ψ(t) = teI −
∑

i∈I αiei. For t ≥ 0 large, ‖ψ(t)‖ = t, and hence

‖ψ(t)‖+ h′(ψ(t)) = t+ sup
u∈V2(cJ ) : 〈u,u〉=1

〈−1

2
(cJ ψ(t) + ψ(t) cJ)u−

∑
j∈J

βj(cj cj)u, u〉

= sup
u∈V2(cJ ) : 〈u,u〉=1

〈t(cJ cJ)u− 1

2
(cJ (teI − a) + (teI − a) cJ)u−

∑
j∈J

βj(cj cj)u, u〉

= sup
u∈V2(cJ ) : 〈u,u〉=1

〈1
2

(eI a+ a eI)u−
∑
j∈J

βj(cj cj)u, u〉

= sup
u∈V2(cJ ) : 〈u,u〉=1

〈(a eI)u− (b cJ)u, u〉

= sup
u∈V2(eI) : 〈u,u〉=1

〈((a− b) eI)u, u〉.

So, by (7.3) the first equality holds. The second one is obtained by changing the roles of h and h′.

We use this lemma to give a simple criterion for two horofunctions to be in the same part of V (∞).

Theorem 7.2. Two horofunctions h and h′ given by (7.1) and (7.2), respectively, are in the same part
of V (∞) if and only if eI = cJ ,

Proof. Let eI = cJ . Then by Lemma 7.1, we have that

δ(h, h′) = sup
u∈V2(eI) : 〈u,u〉=1

〈((a− b) eI)u, u〉+ sup
u∈V2(eI) : 〈u,u〉=1

〈((b− a) eI)u, u〉 <∞

where a =
∑

i∈I αiei and b =
∑

j∈J βjcj . Hence h and h′ are in the same part.
Conversely, given eI 6= cJ , we need to show that h and h′ are in different parts, that is, δ(h, h′) =∞.

We have either cJ � eI or eI � cJ . Assume the former. Note that it suffices to show H(h, h′) =∞, since
the detour cost is nonnegative.

By Lemma 6.1 and Remark 6.2 we have

〈cJ −
1

2
(cJ P2(cJ)eI + P2(cJ)eI cJ)(cJ), cJ〉 > 0. (7.4)

As before, for large t, we have ‖ψ(t)‖ = t, so that

‖ψ(t)‖+ h′(ψ(t)) = t+ sup
u∈V2(cJ ) : 〈u,u〉=1

〈−1

2
(cJ ψ(t) + ψ(t) cJ)u−

∑
j∈J

βj(cj cj)u, u〉

= sup
u∈V2(cJ ) : 〈u,u〉=1

〈tu− t

2
(cJ P2(cJ)eI + P2(cJ)eI cJ)u+

1

2
(cJ a+ a cJ)u−

∑
j∈J

βj(cj cj)u, u〉.

Hence (7.4) implies

H(h, h′) ≥ lim
t−→∞

〈tcJ −
t

2
(cJ P2(cJ)eI + P2(cJ)eI cJ)(cJ) +

1

2
(cJ a+ a cJ)cJ −

∑
j∈J

βjcj , cJ〉 =∞.

Analogously, eI � cJ implies H(h′, h) =∞.
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Let us now recall the facial structure of D∗. By [11, Theorem 4.4], the closed boundary faces of D∗

are exactly the sets of the form F ∗e = {x̃ ∈ D∗ : x̃(e) = [e, x] = 1}, where e is a tripotent in V . So, the
boundary faces of D0 are precisely the sets of the form

Fe = {x ∈ D0 : [e, x] = 1} (e ∈ V tripotent).

Note that Fe ⊂ ∂D0, as F ∗e ⊂ ∂D∗.
The next lemma gives an alternative description of Fe, which will be useful in our discussion.

Lemma 7.3. Suppose that e ∈ V is a tripotent. Then

Fe = {
∑p

i=1 λiei :
∑p

i=1 λi = 1, λi > 0, and ei’s mutually orthogonal minimal tripotents with ei ≤ e}.

Proof. Suppose that x ∈ Fe. Using the spectral decomposition we can write x as x =
∑p

i=1 λiei, where
λp > 0 and p ≤ r (so we ignore the zero eigenvalues). Then

∑p
i=1 λi = 1, since x ∈ ∂D0. As Fe is a face

and ei ∈ D0, we know that ei ∈ Fe, and hence 1 = [e, ei] = [P2(ei)e, ei]. Combining this with the fact
that P2(ei)e ∈ Cei and [ei, ei] = 1 gives P2(ei)e = ei. Thus, ei ≤ e for i = 1, . . . , p.

On the other hand, given x =
∑p

i=1 λiei such that
∑p

i=1 λi = 1, λi > 0, and e1, . . . , ep ≤ e mutually
orthogonal minimal tripotents in V , we have that x ∈ D0 and

[e, x] =

p∑
i=1

λi[e, ei] =

p∑
i=1

λi[ei, ei] = 1.

Hence x ∈ Fe.

We like to point out that Fe = ∂D0∩A(e)+, where A(e)+ is the closed positive cone in the JB-algebra
A(e) in V2(e), cf. [27, Theorem 6.12].

Theorem 7.4. If h ∈ V (∞) is given by (7.1), then ϕ(h) ∈ riFeI . Moreover, ϕ maps each equivalence
class in V (∞)/ ∼ onto the relative interior of a boundary face of D0.

Proof. Let |I| = q and set w = q−1eI , where eI =
∑

i∈I ei. Note that [eI , w] = 1 and w ∈ FeI . We claim
that w is in the relative interior of FeI . Let x ∈ FeI . To prove the claim it suffices to show that for each
ε > 0 small, wε = w + ε(w − x) is in FeI , see [31, Theorem 6.4].

By Lemma 7.3 we know that we can write x =
∑p

i=1 λidi, where
∑p

i=1 λi = 1, λi > 0 and di ≤ eI for
all i. We have that eI −

∑p
i=1 di is a (possibly 0) tripotent orthogonal to the tripotent

∑p
i=1 di, say with

spectral decomposition eI −
∑p

i=1 di =
∑q

i=p+1 di. So,

wε =

p∑
i=1

(q−1(1 + ε)− ελi)di +

q∑
i=p+1

q−1(1 + ε)di (7.5)

and [eI , wε] = (1+ε)[eI , w]−ε[eI , x] = 1. As q−1(1+ε)−ελi > 0 for all ε > 0 small, the right hand-side of
(7.5) is a spectral decomposition of wε for all ε > 0 small. (We have ignored terms with zero eigenvalues.)
Thus, wε ∈ D0 for all ε > 0 small, and hence wε ∈ FeI = {x ∈ D0 : [eI , x] = 1}.

To complete the proof of the first assertion we assume by way of contradiction that ϕ(h) 6∈ riFeI . As
ϕ(h) ∈ FeI , we know that ϕ(h) is in the relative boundary of FeI . This implies that zε = (1+ε)ϕ(h)−εw 6∈
FeI for all ε > 0. Here we use the fact that w is in riFeI and FeI is a convex set.

Note that

zε =

q∑
i=1

(
(1 + ε)e−αi∑q

j=1 e
−αj −

ε

q

)
di. (7.6)

Let µεi be the coefficient of the di in the sum (7.6). Then µεi > 0 for all i when ε > 0 is sufficiently small.
Moreover,

∑q
i=1 µ

ε
i = [eI , zε] = 1, since eI = d1 + · · · + dq. But this implies that zε ∈ FeI for all ε > 0

small, which is impossible.
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To show the second statement we note that for h, h′ ∈ V (∞) given by (7.1) and (7.2), respectively, we
have that h ∼ h′ if and only if they are in the same part, as all horofunctions are Busemann points. This
is equivalent to saying that eI = cJ by Theorem 7.2. So by the first assertion, we get that h and h′ are
both mapped into riFeI under ϕ. As ϕ maps V (∞) onto ∂D0 we conclude that ϕ maps each equivalence
class in V (∞)/ ∼ onto the relative interior of a boundary face of D0.

In the remained of this section we show that each part in V (∞) with the detour distance is isometric
to a normed space. More specifically, we shall see that the part of h ∈ V (∞), where h given by (7.1),
equipped with the detour distance is isometric to a quotient space of the JB-algebra A(eI) = {x ∈
V : x = x∗} = {x ∈ V2(eI) : {eI , x, eI} = x} under a suitable norm. To introduce the norm let e ∈ V be
a tripotent and define for x ∈ A(e),

‖x‖var = sup
u∈V2(e) : 〈u,u〉=1

〈(x e)u, u〉+ sup
u∈V2(e) : 〈u,u〉=1

〈(−x e)u, u〉

= sup
u∈V2(e) : 〈u,u〉=1

〈(x e)u, u〉 − inf
u∈V2(e) : 〈u,u〉=1

〈(x e)u, u〉. (7.7)

Lemma 7.5. The function ‖ · ‖var is a semi-norm on the real vector space A(e), with ‖x‖var = 0 if and
only if x = λe for some λ ∈ R.

Proof. From the definition, we have ‖x‖var ≥ 0 for all x ∈ A(e). If α ≥ 0, then ‖αx‖var = α‖x‖var by
(7.7). For α < 0 we have

‖αx‖var = sup
u∈V2(e) : 〈u,u〉=1

〈(αx e)u, u〉 − inf
u∈V2(e) : 〈u,u〉=1

〈(αx e)u, u〉

= − inf
u∈V2(e) : 〈u,u〉=1

〈(−αx e)u, u〉+ sup
u∈V2(e) : 〈u,u〉=1

〈(−αx e)u, u〉

= −α‖x‖var,

and hence ‖αx‖var = |α|‖x‖var for all α ∈ R and x ∈ A(e).
It follows directly from the definition that ‖x + y‖var ≤ ‖x‖var + ‖y‖var for all x, y ∈ A(e). Given

λ ∈ R and x ∈ A(e), we have

‖x+ λe‖var = sup
u∈V2(e) : 〈u,u〉=1

〈((x+ λe) e)u, u〉 − inf
u∈V2(e) : 〈u,u〉=1

〈((x+ λe) e)u, u〉

= sup
u∈V2(e) : 〈u,u〉=1

(〈(x e)u, u〉+ λ〈(e e)u, u〉)− inf
u∈V2(e) : 〈u,u〉=1

(〈(x e)u, u〉+ λ〈(e e)u, u〉)

= sup
u∈V2(e) : 〈u,u〉=1

(〈(x e)u, u〉+ λ)− inf
u∈V2(e) : 〈u,u〉=1

(〈(x e)u, u〉+ λ)

= sup
u∈V2(e) : 〈u,u〉=1

〈(x e)u, u〉 − inf
u∈V2(e) : 〈u,u〉=1

〈(x e)u, u〉,

and hence ‖x+ λe‖var = ‖x‖var.
On the other hand, if ‖x‖var = 0 with a spectral decomposition x =

∑p
i=1 αiei in the JB-algebra A(e),

where α1 ≥ . . . ≥ αp and e1 + · · ·+ ep = e, then we show x = λe for some λ ∈ R.
Take µ = infu∈V2(e) : 〈u,u〉=1〈(x e)u, u〉 and set y = x− µe. So, ‖y‖var = ‖x‖var = 0 and

‖y‖var = sup
u∈V2(e) : 〈u,u〉=1

〈(y e)u, u〉 − inf
u∈V2(e) : 〈u,u〉=1

〈(y e)u, u〉 = sup
u∈V2(e) : 〈u,u〉=1

〈(y e)u, u〉 = 0.

But y =
∑p

i=1(αi − µ)ei, and hence for each 1 ≤ k ≤ p we get that

0 ≥ 〈(y e)ek, ek〉 = (αk − µ)〈(ek ek)ek, ek〉 = (αk − µ)〈ek, ek〉,

as ek ∈ A(e) ⊆ V2(e).
This implies that αk − µ ≤ 0 for all 1 ≤ k ≤ p and hence −y is in the closed cone of the JB-algebra

A(e), so that x ≤ µe in A(e). Likewise

sup
u∈V2(e) : 〈u,u〉=1

〈(−y e)u, u〉 = − inf
u∈V2(e) : 〈u,u〉=1

〈(y e)u, u〉 = 0,

gives y ≥ 0 and hence µe ≤ x. We conclude that x = µe, which completes the proof.
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The preceding result shows that ‖ · ‖var is genuine norm on the quotient space A(e)/Re of the JB-
algebra A(e). Further, we have the following corollary.

Corollary 7.6. For h ∈ V (∞) we have that ([h], δ) is isometric to (A(eI)/ReI , ‖ · ‖var).

Proof. Let h ∈ V (∞) be given by (7.1). We define a map τ : [h] −→ A(eI)/ReI by

τ(h′) =
∑
j∈J

βjcj + ReI ∈ A(eI)/ReI (h′ ∈ [h] given by (7.2)).

This is a bijection, as minj∈J βj = 0 and eI = cJ for all horofunctions h′ ∈ [h] by Theorem 7.2. It is an
isometry by Lemmas 7.1 and 7.5.

8 Extension of the exponential map

The exponential map exp0 : V −→ D at 0 ∈ D of the Bergman metric g is a real analytic homeomorphism,
where g0(z, w) = 2Trace(z w) for z, w ∈ V (cf. [7, Example 3.5.13]) and

exp0(x) = tanh(x) =
r∑
i=1

tanh(λi)ei (8.1)

for each x ∈ V with spectral decomposition x =
∑r

i=1 λiei [27, Lemma 4.3 and Corollary 4.8].
In this final section we show that exp0 extends as a homeomorphism ẽxp0 : V ∪ V (∞) −→ D ∪D(∞)

such that ẽxp0 maps each equivalence class in V (∞)/ ∼ onto an equivalence class of D(∞)/ ∼. In
particular, we find that the metric compactification of a Hermitian symmetric space M ≈ D ⊂ V can
be realised as the closed dual unit ball D∗, by Theorem 6.5, and its geometry coincides with the facial
structure of D∗ by Theorem 7.4.

Given h ∈ V (∞) with

h(x) = ΛV2(e)(−
1

2
(e P2(e)x+ P2(e)x e)−

p∑
i=1

αi(ei ei)) (x ∈ V ),

we define ẽxp0(h) = g, where the function g : D −→ R is given by

g(z) =
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
e−αie−αjB(z, z)−1/2B(z, e)Pij

∥∥∥∥∥∥ (z ∈ D), (8.2)

which is a horofunction by Theorem 4.4, as mini αi = 0 implies maxi e
−αi = 1.

We will prove that the extension ẽxp0 is a homeomorphism in following theorem.

Theorem 8.1. The extension ẽxp0 : V ∪ V (∞) −→ D ∪D(∞) of the exponential map is a well-defined
homeomorphism that maps each equivalence class of V (∞)/ ∼ onto an equivalence class of D(∞)/ ∼.

It follows from this theorem that the geometry and global topology of the metric compactifications of
(D, ρ) and of the JB∗-triple (V, ‖ · ‖) with open unit ball D coincide. So have the following consequence
by Theorems 6.5 and 7.4.

Corollary 8.2. There exists a homeomorphism ψ : D ∪D(∞) −→ D0 that maps each equivalence class
in D(∞)/ ∼ onto the relative interior of a boundary face of D0.

To prove Theorem 8.1, we will need the fact that all horofunctions of D∪D(∞) are Busemann points
and exploit the detour distance on the parts in D(∞).

Let h be horofunction functions in D(∞) of the form,

h(z) =
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
λiλjB(z, z)−1/2B(z, e)Pij

∥∥∥∥∥∥ (z ∈ D) (8.3)
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for some p ∈ {1, . . . , r}, λi ∈ (0, 1] with maxi λi = 1 and e = e1 + e2 + · · · + ep a tripotent. Using
V2(e) =

⊕
1≤i≤j≤p Vij and (3.18), the norm in (8.3) can be computed over V2(e), that is,

‖
∑

1≤i≤j≤p
λiλjB(z, z)−1/2B(z, e)Pij‖ = ‖

∑
1≤i≤j≤p

λiλjB(z, z)−1/2B(z, e)PijP2(e)‖. (8.4)

For i = 1, . . . , p, let αi = − log λi ≥ 0, so mini αi = 0. Let γ : [0,∞) −→ D be the path

γ(t) = exp0(te−
∑
i

αiei) = tanh(te−
∑
i

αiei) =
∑
i

tanh(t− αi)ei (t ≥ 0). (8.5)

Note that γ(t) −→ e ∈ ∂D as t −→ ∞, in other words, γ(t) goes to infinity in the metric space (D, ρ).
We show below that γ is a geodesic in the metric space (D, ρ), in the sense that d(γ(s), γ(t)) = |s − t|
for all s, t ∈ [0,∞). We will see that h in (8.3) is a horofunction obtained by taking a sequence (γ(tk))
along γ. For simplicity we say that γ(t) converges to h, viewing h ∈ D(∞) as an ideal boundary point of
(D, ρ).

Lemma 8.3. The path γ in (8.5) is a geodesic in (D, ρ) converging to the horofunction h in (8.3), and
h is a Busemann point.

Proof. Recall that

g−γ(s)(γ(t)) = −γ(s) +B(γ(s), γ(s))1/2(I − γ(t) γ(s))−1γ(t).

We note that

(I − γ(t) γ(s))

(∑
i

tanh(t− αi)
1− tanh(t− αi) tanh(s− αi)

ei

)

=
∑
i

tanh(t− αi)− tanh2(t− αi) tanh(s− αi)
1− tanh(t− αi) tanh(s− αi)

ei =
∑
i

tanh(t− αi)ei.

So,

(I − γ(t) γ(s))−1γ(t) =
∑
i

tanh(t− αi)
1− tanh(t− αi) tanh(s− αi)

ei.

Now using (3.19) we find that

B(γ(s), γ(s))1/2(I − γ(t) γ(s))−1γ(t) =
∑
i

(1− tanh2(s− αi)) tanh(t− αi)
1− tanh(t− αi) tanh(s− αi)

ei,

which implies that

−γ(s) +B(γ(s), γ(s))1/2(I − γ(t) γ(s))−1γ(t) =
∑
i

tanh(t− αi)− tanh(s− αi)
1− tanh(t− αi) tanh(s− αi)

ei =
∑
i

tanh(t− s)ei.

Thus, for t ≥ s we have that

‖g−γ(s)(γ(t))‖ = ‖
p∑
i=1

tanh(t− s)ei‖ = tanh(t− s)

and hence ρ(γ(t), γ(s)) = t− s, which shows that γ is a geodesic.
Observe that for sufficiently large t ≥ 0, we have ‖γ(t)‖ = tanh(t), as mini αi = 0. It follows that

1− ‖γ(t)‖2 = 1− tanh2(t) for large t.
Set βit = tanh(t− αi) for i = 1, . . . , p, and put βit = 0 for i = 0. From (3.20) we know that

B(γ(t), γ(t))−1/2 =
∑

0≤i≤j≤p
(1− β2it)−1/2(1− β2jt)−1/2Pij .

33



Using the identity e2x = (1 + tanh(x))/(1− tanh(x)), we get(
1− tanh2(t)

1− β2it

)1/2

=
e−t(1 + tanh(t))

e−t+αi(1 + tanh(t− αi))
−→ e−αi as t −→∞

for i = 1, . . . , p. For i = 0, we have (1− tanh2(t))/(1− β2it) = 1− tanh2(t) −→ 0.
Recall that by Lemma 3.8 and equations (3.7) and (4.2), we have for each z ∈ D that

lim
t
hγ(t)(z) = lim

t

1

2
log
∥∥∥(1− tanh2(t))B(z, z)−1/2B(z, γ(t))B(γ(t), γ(t))−1/2

∥∥∥
= lim

t

1

2
log

∥∥∥∥∥∥
∑

0≤i≤j≤p

(
1− tanh2(t)

1− β2it

)1/2
(

1− tanh2(t)

1− β2jt

)1/2

B(z, z)−1/2B(z, γ(t))Pij

∥∥∥∥∥∥ .
This implies that

lim
t
hγ(t)(z) =

1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
e−αie−αjB(z, z)−1/2B(z, e)Pij

∥∥∥∥∥∥ = h(z) (z ∈ D)

and shows that h is a Busemann point.

Let us now analyse the parts of horofunction boundary D(∞).

Proposition 8.4. Let h, h′ ∈ D(∞) with h given as in (8.3) and h′ given by

h′(z) =
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤q
µiµjB(z, z)−1/2B(z, c)P ′ij

∥∥∥∥∥∥ , (8.6)

where c = c1 + · · ·+ cq. If h and h′ are in the same part, then e = c.

Proof. If h and h′ are in the same part, then H(h, h′) < ∞. Let γ(t) be the geodesic converging to h
given in (8.5). As h and h′ are Busemann, H(h, h′) = limt ρ(0, γ(t))+h′(γ(t)) = limt t+h′(γ(t)) by (2.2),
so that

H(h, h′) = lim
t
t+

1

2
log ‖

∑
1≤i≤j≤q

µiµjB(γ(t), γ(t))−1/2B(γ(t), c)P ′ij‖.

If we let v =
∑q

i=1 µ
1/2
i ci, then∑

1≤i≤j≤q
µiµjB(γ(t), γ(t))−1/2B(γ(t), c)P ′ij = B(γ(t), γ(t))−1/2B(γ(t), c)Q2

v

by [27, Corollary 3.15]. So, H(h, h′) <∞ implies that

‖B(γ(t), γ(t))−1/2B(γ(t), c)Q2
v‖ −→ 0. (8.7)

We claim that this implies that B(e, c)w = 0 for all w ∈ V2(c). To show this we set βit = tanh(t−αi)
for i = 1, . . . , q, and set βit = 0 for i = 0. Then

B(γ(t), γ(t))−1 =
∑

0≤i≤j≤q
(1− β2it)−1(1− β2jt)−1Pij .

We note that B(γ(t), γ(t)) is a self-adjoint invertible operator on the Hilbert space (V, 〈·, ·〉) in (5.2), by
[6, Lemma 1.2.22]. Hence the preceding equation implies

〈B(γ(t), γ(t))−1v, v〉 ≥ 〈v, v〉 (v ∈ V ).
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Suppose that there exists a w ∈ V2(c) with z = B(e, c)w 6= 0. Now letting zt = B(γ(t), c)w, we find
that

〈B(γ(t), γ(t))−1/2zt, B(γ(t), γ(t))−1/2zt〉 = 〈B(γ(t), γ(t))−1zt, zt〉 ≥ 〈zt, zt〉 −→ 〈z, z〉 > 0. (8.8)

From [27, Corollary 3.15] we know that Q2
v is invertible on V2(c), with inverse Q2

v−1 and v−1 =∑q
i=1 µ

−1/2
i ci. So, if we let u = Q2

v−1w, then there exists δ > 0 such that for all large t > 0,

‖B(γ(t), γ(t))−1/2B(γ(t), c)Q2
v‖ ≥ ‖B(γ(t), γ(t))−1/2B(γ(t), c)Q2

vu‖‖u‖−1 = ‖B(γ(t), γ(t))−1/2zt‖‖u‖−1 ≥ δ

by (8.8), which contradicts (8.7).
It now follows from Lemma 6.1 that c ≤ e. As H(h′, h) <∞ as well, we can interchange the roles of

h and h′ and deduce e ≤ c, hence concluding the proof of e = c.

In the next proposition we show that e = c is also a sufficient condition for h and h′ to be in the same
part.

Proposition 8.5. Let h, h′ ∈ D(∞) be given by (8.3) and (8.6), respectively. If e = c, then h and h′ are
in the same part. Moreover, h = h′ if and only if e = c and

∑p
i=1 λiei =

∑q
i=1 µici.

Proof. Let e = c. Then p = q. Since h and h′ are Busemann points, we have by (2.2) that

H(h, h′) = lim
t
t+ h′(γ(t)) = lim

t

1

2
log ‖ exp(2t)

∑
1≤i≤j≤p

µiµjB(γ(t), γ(t))−1/2B(γ(t), e)P ′ij‖,

where γ(t) is the geodesic converging to h in (8.5), and we have used e = c.
Let V = ⊕0≤k≤l≤pVkl be the Peirce decomposition with respect to e1, . . . , ep. For wkl ∈ Vkl, we have

B(γ(t), γ(t))−1/2B(γ(t), e)wkl =

(
(1− βkt)(1− βlt)

(1− β2kt)1/2(1− β2lt)1/2

)
wkl = exp(−(t− αk)) exp(−(t− αl))wkl,

where βit = tanh(t− αi) for 1 ≤ i ≤ p and β0t = 0. So,

lim
t

exp(2t)B(γ(t), γ(t))−1/2B(γ(t), e)wkl = exp (αk) exp (αl)wkl = λ−1k λ−1l wkl,

where αi = − log λi for i = 1, . . . , p and λ0 = 1.
For w ∈ V2(e) = ⊕1≤k≤l≤pVkl we have that

lim
t

exp(2t)B(γ(t), γ(t))−1/2B(γ(t), e)w = lim
t

exp(2t)
∑

1≤k≤l≤p
B(γ(t), γ(t))−1/2B(γ(t), e)wkl

=
∑

1≤k≤l≤p
λ−1k λ−1l wkl =

∑
1≤k≤l≤p

λ−1k λ−1l Q2
ewkl = Qa−1Qew,

where a−1 =
∑p

k=1 λ
−1
k ek by [27, Corollary 3.15]. Recall that by (3.11), V2(e) carries the structure of a

JB∗-algebra, in which the self-adjoint part A(e) is partially ordered by the cone A(e)+ = {x2 : x ∈ A(e)}.
The tripotents e1, . . . , ep, c1, . . . , cq reside in A(e)+ and are idempotents in the JB-algebra A(e). Let
a =

∑p
k=1 λkek and b =

∑q
i=1 µici. Then a and b are invertible elements in A(e)+, with inverses

a−1 =
∑p

k=1 λ
−1
k ek and b−1 =

∑q
i=1 µ

−1
i ci, respectively.

So, as e = c, we now find for v ∈ V2(e) = V2(c) that

lim
t

exp(2t)
∑

1≤i≤j≤q
µiµjB(γ(t), γ(t))−1/2B(γ(t), e)P ′ijv =

∑
1≤i≤j≤q

µiµjQa−1QeP
′
ijv = Qa−1QeQbQev.

Hence, by (8.4),

H(h, h′) =
1

2
log ‖Qa−1QeQbQeP2(e)‖ =

1

2
log ‖Qa−1QeQbQe‖ <∞. (8.9)
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Interchanging the roles of h and h′, we conclude

δ(h, h′) = H(h, h′) +H(h′, h) <∞.

Finally, given e = c and a = b, we can use the identity (JP3) to get

Qa−1QeQbQe = {b−1, {b, ·, b}, b−1} = P2(e),

which is the identity operator on V2(e), and therefore H(h, h′) = 0 by (8.9). Likewise, H(h′, h) = 0, so
that δ(h, h′) = 0 and hence h = h′.

Conversely, if h = h′, then they are in the same part. By Proposition 8.4, we have e = c, and (8.9)
implies ‖Qa−1QeQbQe‖ = 1. In particular,

‖{a−1, b2, a−1}‖ = ‖Qa−1QeQbQee‖ ≤ 1 and ‖{b−1, a2, b−1}‖ = ‖Qb−1QeQaQee‖ ≤ 1.

In A(e), the first inequality implies {a−1, b2, a−1} ≤ e, by (3.14), and hence

b2 = {a, {a−1, b2, a−1}, a} ≤ {a, e, a} = a2,

whereas the second implies a2 ≤ b2. It follows that a2 = b2 and a = b, since a, b ∈ A(e)+.

We now begin the proof of Theorem 8.1, which will be split into several lemmas. Let

ẽxp0 : V ∪ V (∞) −→ D ∪D(∞)

be as defined in (8.1) and (8.2).

Lemma 8.6. The map ẽxp0 is a well-defined bijection which maps V onto D and V (∞) onto D(∞).
Further, it maps each equivalence class in V (∞)/ ∼ onto an equivalence class of D(∞)/ ∼.

Proof. To see that ẽxp0 is well-defined, pick h ∈ V (∞) with two formulations

h(x) = ΛV2(e)(−
1

2
(e P2(e)x+ P2(e)x e)−

p∑
i=1

αi(ei ei)) (x ∈ V )

and

h(x) = ΛV2(e′)(−
1

2
(e′ P2(e

′)x+ P2(e
′)x e′)−

q∑
i=1

γi(e
′
i e′i)) (x ∈ V ).

Note that by [27, Corollary 3.15(2)],

1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
e−αie−αjB(z, z)−1/2B(z, e)Pij

∥∥∥∥∥∥ =
1

2
log
∥∥∥B(z, z)−1/2B(z, e)QaQeP2(e)

∥∥∥ (z ∈ D),

where a =
∑p

i=1 e
−αiei. Likewise,

1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤q
e−γie−γjB(z, z)−1/2B(z, e′)P ′ij

∥∥∥∥∥∥ =
1

2
log
∥∥∥B(z, z)−1/2B(z, e′)QbQe′P2(e

′)
∥∥∥ (z ∈ D),

where b =
∑q

i=1 e
−γie′i.

It follows from Corollary 6.3 that e = e′, p = q and
∑p

i=1 αiei =
∑q

i=1 γie
′
i. By relabelling we may

as well assume that α1 ≥ . . . ≥ αp = 0 and γ1 ≥ . . . ≥ γp = 0. As the eigenvalues in the spectral
decomposition in V are unique, we conclude that a = b by Remark 6.4, and hence ẽxp0 is well-defined.
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Note that it follows from Theorems 4.4 and 5.2 that ẽxp0 maps V (∞) onto D(∞). Moreover, given
h′ is in the same part as h, with

h′(x) = ΛV2(c)(−
1

2
(c P2(c)x+ P2(c)x c)−

q∑
i=1

βj(ci ci)) (x ∈ V ),

Theorem 7.2 implies e = c, and hence ẽxp0(h) and ẽxp0(h
′) are in the same part in D(∞) as well, by

Proposition 8.4. Thus, the extension maps each equivalence class in V (∞)/ ∼ onto and equivalence class
on D(∞)/ ∼, as all horofunctions are Busemann.

To complete the proof, we need to show that ẽxp0 is injective on V (∞). Let h, h′ ∈ V (∞) be given
by

h(x) = ΛV2(e)(−
1

2
(e P2(e)x+ P2(e)x e)−

p∑
i=1

αi(ei ei)) (x ∈ V )

and

h′(x) = ΛV2(c)(−
1

2
(c P2(c)x+ P2(c)x c)−

q∑
i=1

βi(ci ci)) (x ∈ V ).

Set g = ẽxp0(h) and g′ = ẽxp0(h
′), and suppose g = g′. Then e = c, p = q and

∑p
i=1 e

−αiei =
∑q

i=1 e
−βici

by Proposition 8.5. By Remark 6.4, we have
∑p

i=1 αiei =
∑q

i=1 βici, and hence h = h′ by Corollary 6.3,
which concludes the proof.

Lemma 8.7. Let (vn) be a sequence in V converging to h ∈ V (∞). Then (ẽxp0(vn)) converges to ẽxp0(h).

Proof. Let h ∈ V (∞) with

h(x) = ΛV2(e)(−
1

2
(e P2(e)x+ P2(e)x e)−

p∑
i=1

αi(ei ei)) (x ∈ V ),

and

g(z) = ẽxp0(h) =
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
e−αie−αjB(z, z)−1/2B(z, e)Pij

∥∥∥∥∥∥ (z ∈ D).

It suffices to show that each subsequence (ẽxp0(vk)) has a convergent subsequence with limit g.
Since h ∈ V (∞), we know ‖vk‖ −→ ∞. Let rk = ‖vk‖ and denote by

vk = µ1kc1k + µ2kc2k + · · ·+ µrkcrk

the spectral decomposition of vk.
Taking subsequences, we may assume that

(1) βik = rk − µik −→ βi ∈ [0,∞],

(2) cik −→ ci,

for all i = 1, . . . , r, where 0 = β1 ≤ β2 ≤ . . . ≤ βr. Let J = {i : βi < ∞} = {1, . . . , q} and set
c = c1 + · · ·+ cq.

Observe that

hvk(x) =
‖x− vk‖2 − ‖vk‖2

‖x− vk‖+ ‖vk‖
=

(2rk)
−1(‖(x− vk) (x− vk)‖ − r2k)
2−1(‖r−1k (x− vk)‖+ 1)

and 2−1(‖r−1k (x− vk)‖+ 1) −→ 1. Hence it follows from Lemma 5.1 that (hvk) converges to

h′(x) = ΛV2(c)(−
1

2
(c P2(c)x+ P2(c)x c)−

q∑
i=1

βi(ci ci)) (x ∈ V )
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and, it follows from Theorem 5.2 that h′ ∈ V (∞).
Therefore h = h′, and it follows from Corollary 6.3 that e = c, p = q and

∑p
i=1 αiei =

∑q
i=1 βici. By

Remark 6.4, we get
p∑
i=1

e−αiei =

q∑
i=1

e−βici.

Let wk = ẽxp0(vk) and fwk(z) = ρ(z, wk) − ρ(0, wk) for z ∈ D. By taking a subsequence, we may
assume that wk −→ ξ ∈ ∂D. Note that ξ has a spectral decomposition ξ =

∑r
i=1 µici, where µi = 1 for

i = 1, . . . , q. Let g−wk : D −→ D be the Möbius transformation that maps wk to 0. Then

fwk(z) = ρ(z, wk)−
1

2
log

1 + tanh rk
1− tanh rk

=
1

2
log

1 + ‖g−wk(z)‖
1− ‖g−wk(z)‖

− 1

2
log

1 + tanh rk
1− tanh rk

=
1

2
log

(
1− tanh2 rk

1− ‖g−wk(z)‖2

)(
1 + ‖g−wk(z)‖

1 + tanh rk

)2

.

By Lemma 3.8, we have limk ‖g−wk(z)‖ = 1, so that(
1 + ‖g−wk(z)‖

1 + tanh rk

)2

−→ 1.

As before, we set µ0k = 0 and let P kij be the Peirce projections with respect to the tripotents c1k, . . . , crk.
Then

1− tanh2 rk
1− ‖g−wk(z)‖2

= ‖(1− tanh2 rk)B(z, z)−1/2B(z, wk)B(wk, wk)
−1/2‖

= ‖
∑

0≤i≤j≤r

(
1− tanh2 rk

1− tanh2 µik

)1/2(
1− tanh2 rk

1− tanh2 µjk

)1/2

B(z, z)−1/2B(z, wk)P
k
ij‖

= ‖
∑

0≤i≤j≤r
e−rk+µike−rk+µjk

(
1 + tanh rk
1 + tanhµik

)(
1 + tanh rk
1 + tanhµjk

)
B(z, z)−1/2B(z, wk)P

k
ij‖

= ‖
∑

0≤i≤j≤r
e−βike−βjk

(
1 + tanh rk

1 + tanh(rk − βik)

)(
1 + tanh rk

1 + tanh(rk − βjk)

)
B(z, z)−1/2B(z, wk)P

k
ij‖,

where β0k = rk.
For each i = 1, . . . , q, we have

1 + tanh rk
1 + tanh(rk − βik)

−→ 1.

By [9, Remark 5.9], the Peirce projections P kij converge to the Peirce projections P ′ij of the minimal
tripotents c1, . . . , cr, as cik −→ ci for all i. Using the fact that wk −→ ξ =

∑r
i=1 µici and µi = 1 for

i = 1, . . . , q, we find that

‖
∑

0≤i≤j≤r
e−βike−βjk

(
1 + tanh rk

1 + tanh(rk − βik)

)(
1 + tanh rk

1 + tanh(rk − βjk)

)
B(z, z)−1/2B(z, wk)P

k
ij‖

−→ ‖
∑

1≤i≤j≤q
e−βie−βjB(z, z)−1/2B(z, ξ)P ′ij‖ = ‖

∑
1≤i≤j≤q

e−βie−βjB(z, z)−1/2B(z, c)P ′ij‖

and hence

fwk(z) −→ 1

2
log ‖

∑
1≤i≤j≤q

e−βie−βjB(z, z)−1/2B(z, c)P ′ij‖.

The right-hand side is a horofunction, say f , in D(∞) by Theorem 4.4. As e = c and
∑p

i=1 e
−αiei =∑q

i=1 e
−βici, we obtain g = f from Proposition 8.5. This shows that (ẽxp0(vk)) has a subsequence

converging to g.
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Finally, we prove the following lemma which, together with the preceding ones, complete the proof
of Theorem 8.1.

Lemma 8.8. Let (hn) be a sequence in V (∞) converging to h ∈ V (∞). Then (ẽxp0(hn)) converges to
ẽxp0(h).

Proof. Let hn ∈ V (∞) be given by

hn(x) = ΛV2(cn)(−
1

2
(cn P2(c

n)x+ P2(c
n)x cn)−

qn∑
i=1

βin(cin cin)) (x ∈ V ).

and let h ∈ V (∞) be given by

h(x) = ΛV2(e)(−
1

2
(e P2(e)x+ P2(e)x e)−

p∑
i=1

αi(ei ei)) (x ∈ V ).

We show that each subsequence (ẽxp0(hk)) has a convergent subsequence converging to ẽxp0(h) = g,
where

g(z) =
1

2
log

∥∥∥∥∥∥
∑

1≤i≤j≤p
e−αie−αjB(z, z)−1/2B(z, e)Pij

∥∥∥∥∥∥ (z ∈ D).

Taking further subsequences, we may assume that qk = q0 for all k, βik −→ βi ∈ [0,∞] and cik −→ ci
for all i = 1, . . . , q0. As min{βik : i = 1, . . . , q0} = 0, we have min{βi : i = 1, . . . , q0} = 0. Let J =
{i : βi <∞}. After relabelling we may assume that J = {1, . . . , q}. Let c = c1 + · · ·+ cq. Then Lemma
6.12 implies

lim
k
hk(x) = ΛV2(c)(−

1

2
(c P2(c)x+ P2(c)x c)−

q∑
i=1

βi(ci ci)) (x ∈ V ).

The right-hand side is horofunction by Theorem 5.2, say h′ ∈ V (∞). As hk −→ h, we conclude that
h = h′ and hence Corollary 6.3 gives e = c, p = q, and

∑p
i=1 αiei =

∑q
i=1 βici. By Remark 6.4, we have

p∑
i=1

e−αiei =

q∑
i=1

e−βici.

The right-hand side of the following limit is a horofunction g′ in D(∞), by Theorem 4.4.

ẽxp0(hk) =
1

2
log ‖

∑
1≤i≤j≤q0

e−βike−βjkB(z, z)−1/2B(z, ck)P kij‖

−→ 1

2
log ‖

∑
1≤i≤j≤q

e−βie−βjB(z, z)−1/2B(z, c)P ′ij‖,

where P kij are the Peirce projections for the tripotents c1k, . . . , cq0k, and P ′ij the Peirce projections for the

tripotents c1, . . . , cq. As e = c and
∑p

i=1 e
−αiei =

∑q
i=1 e

−βici, Proposition 8.5 gives g = g′. We conclude
that (ẽxp0(hk)) has a subsequence converging to g, which completes the proof.
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