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ABSTRACT
Optical coherence tomography (OCT) is a non-invasive, non-contact optical 

technique that allows cross-section imaging of biological tissues with high spatial 

resolution, high sensitivity and high dynamic range. Standard OCT uses a focused 

beam to illuminate a point on the target and detects the signal using a single photo

detector. To acquire transverse information, transversal scanning of the illumination 

point is required. Alternatively, multiple OCT channels can be operated In parallel 

simultaneously; parallel OCT signals are recorded by a two-dimensional (2D) 

detector array. This approach is known as Parallel-detection OCT.

In this thesis, methods, experiments and results using three parallel OCT 

techniques, including full-field (time-domain) OCT (FF-OCT), full-field swept-source 

OCT (FF-SS-OCT) and line-field Fourier-domain OCT (LF-FD-OCT), are presented. 

Several 2D digital cameras of different formats have been used and evaluated in the 

experiments of different methods. With the LF-FD-OCT method, photography 

equipment, such as flashtubes and commercial DSLR cameras have been equipped 

and tested for OCT imaging.

The techniques used in FF-OCT and FF-SS-OCT are employed in a novel 

wavefront sensing technique, which combines OCT methods with a Shack-Hartmann 

wavefront sensor (SH-WFS). This combination technique is demonstrated capable of 

measuring depth-resolved wavefront aberrations, which has the potential to extend 

the applications of SH-WFS in wavefront-guided biomedical imaging techniques.

Ü
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Chapter 1 Introduction
Optical coherence tomography (OCT) is a non-invasive, non-contact imaging 
technique that allows cross-sectional imaging of scattering targets with high spatial 
resolution, high sensitivity and high dynamic range. OCT detects back-reflected light 
or back-scattered light, which can be considered as an optical analogue to 
ultrasound imaging. Because electro-magnetic radiation travels much faster than 
ultrasound wave does, the time resolution for OCT is too small to be detected 
directly by electronic detector. Instead, interferometric methods is used by 
introducing a reference light with a known optical path length. Unlike other optical 
tomography imaging techniques, such as optical diffraction tomography (ODT) [1, 2] 
and diffuse optical tomography (DOT) [3], OCT detects ballistic photons in order to 
measure optical properties of structured tissues [1],

Since its appearance, OCT has advanced dramatically in various fields of 
fundamental researches and clinical applications. Ophthalmology is the main field of 
OCT applications due to the transparent ocular structures of eyes. OCT has been 
combined with scanning laser ophthalmoscopy [2] to obtain high resolution imaging 
of the retinal [4-7] and anterior chamber [8-10]. Various OCT techniques have also 
been derived for different applications, e.g. polarisation-sensitive OCT is particularly 
useful in dermatology [11-14] and dentistry [15-17]. Doppler OCT [18-20] provides a 
non-invasive localised diagnostics of particle flow velocity in scattering media, e.g. 
blood flow in capillaries. Integrating with optical probes, such as endoscopes [21, 
22], catheters [23], laparoscopes [24] and needles [25], OCT allow imaging internal 
body in-situ. OCT has also been used in biology researches [26-28], material analysis 
[29] and many other fields.

Parallel detection OCT, an alternative OCT technique is a combination of the 
OCT principle and full-field or line-field imaging. Two-dimensional (2D) detector 
arrays, such as CCD or CMOS cameras have been used as sensors in paralleled 
detection OCTs. This thesis focuses on various types of parallel detection OCT 
techniques that employ 2D detector arrays. It is easier to understand the parallel
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detection OCT techniques by examining the principle of point-scanning OCT firstly; 
therefore, in Chapter 2, the principles and system designs of standard scanning 
OCTs are introduced. Technical descriptions and the performance of main OCT 
imaging schemes, including time-domain OCT, Fourier-domain OCT and swept- 
source OCT are presented. In Chapter 3, the principle of parallel detection OCT is 
given. A short review of 2D detector array technology is also presented, followed by 
descriptions of three types of parallel OCT approaches: full-field OCT, full-field 
swept-source OCT and line-field Fourier-domain OCT.

In Chapter 4 and Chapter 5, experiments with Full-field OCT and line-field OCT 
are described in detail. The possibility of using low-cost extended light sources and 
commercial digital cameras in line-field OCT is also investigated in Chapter 5. 
Extending the concept of coherence gating to adaptive optics [30-32], a novel 
coherence-gated wavefront sensing technique that combines the principle of LCI 
and a Shack-Flartman wavefront sensor is described in Chapter 6. The technique 
used in this work is similar to that performed in full-field OCT. Summaries of all 
parallel detection OCT techniques based on 2D detector arrays are given in the last 
Chapter, where advantages, limitations and an outlook of parallel detection OCT 
techniques including coherence-gated wavefront sensing are discussed.
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Chapter 2 Principles of OCT
Optical coherence tomography (OCT) is a non-invasive biomedical imaging 
technique that allow cross-sectional imaging of highly scattering tissue with high 
spatial resolution. It is an interferometric technique based on detection of 
interference between optical fields that contains depth-resolved information. In this 
chapter, the principles of OCTs are introduced, including three main OCT 
approaches: time-domain OCT, Fourier-domain OCT and swept-source OCT.

2.1 Background

OCT is based on the concept of 'coherence gating' that is used by low coherence 
interferometry (LCI) or white light interferometry (WLI) [33, 34], A brief 
mathematical description of the principle of a simple Michelson interferometer [35] 
is helpful to understand the principles of OCT.

2.1.1 Michelson Interferometer

A simplified Michelson interferometer is illustrated in Figure 2.1, electromagnetic 
radiation is launched by a light source and propagates to a beam-splitter that 
divides the light beam into two paths that are referred as object path (arm) and 
reference path (arm) of the interferometer. Considering the light beam is reflected 
by a mirror in the reference path and return to the beam-splitter, while the object 
beam is returned from a reflective object, the two beams are recombined at the 
beam-splitter and follow a common path to a detector. Providing that the light 
source is both spatially coherent and monochromatic, if the lengths of two optical 
paths are equal, constructive interference occurs; if the lengths of two paths are 
half-wavelength different, destructive interference occurs and a weak signal is 
observed. Generally, the constructive interference occur when the optical path 
differences (OPD) are integer multiples of the wavelength of the light, while 
destructive interference appears when the OPDs are multiples plus half of the 
wavelength. An interference pattern of bright and dark fringes can therefore be 
recorded by scanning the OPD in a large axial range, compared to the wavelength.

3



Reference
mirror

Object

Figure 2.1. Schematic of a Michelson interferometer: light beam from a monochromatic 
point source is divided by a beam-splitter; two separate beams are reflected back and are 
recombined at the beam-splitter, which is later recorded by a photon-detector.

The mathematics treatment of the phenomenon is started from the expression 
of the electrical field of the source beam, E s by the solution to Maxwell's equation.

Given the light has a wavelength X, the propagation field of E s is given by

E s(x ,t) = As exp[-i(® i-Ax)] (2.1)

where As is the amplitude of the optical field, k is the wave number [k  = 27t I A ), 

to is the angular frequency, x and t are distance and time of the field propagation; 

thus the field of the incoming (before reaching the target) object beam, E 0(x ,t) and 

the corresponding reference beam, E r(x ,t ) are expressed by

E 0 (x, t) = y ff  As exp \-i(cot -  kxQ )1 E s (x, t)
' ( 2 - 2) 

E r(x ,t ) = y/RAs exp\-i{oot-kxr)\E s(x ,t)

respectively, where T  and R are the transmission and reflection ratio of the 

separation of the light intensity at the beam-splitter; xo and are the 

corresponding propagation distances in two arms. Denoting the reflectivity of the

4



object and the reference mirror using R0 and i?,., after the two beams are

recombined, the field at a photo-detector E d is given by:

E d(xo,xr,t) = ' l r 4 r J R oAs e x p ~kxo)] 
+\[r J t  4 r ,.As exp [~i(cot -  kxr )].

(2.3)

The contribution of the object arm and the reference arm to E d, are

A0 = 4 t  4 r J R 0As exp[-/(û# -  kxo )] 
Ar = ' ÎR s j r  \[RrAs exp [-¡(cot -  kxr )]

(2.4)

respectively. The photo-detector measures the intensity of incoming light by square 
law, since the integration time, T is much larger than l/u>, the resultant 
photocurrent I d is proportional to the time-average of the square of the electric 

field, which is expressed as

where tj is the detector response, which is assumed as perfect as 100% in following 

deductions. Substituting Eq. (2.3) and Eq. (2.4) into Eq. (2.5), we have:

where the first two terms are two auto-correlation terms of two interferometric 

arms, which contribute to an constant background in the output signal; the third 

term, a cross-correlation term, is responsible for interference fringes with a period 

of 2n/k. Eq. (2.6) can be rewritten with only one variable, the optical path difference 

(OPD) as

I d (*> 0  = 7 < E d (x> O K  (x » 0  >r= V < E d2 (x , 0  >T (2.5)

( 2 . 6)

= Ao + Ar + 2K  I\Ar I C0S [A'<X -  Xr )]

I d(Az) = A ; + A; + 2 \Ao U  ! cos(kOPD) (2.7)

5



OPD is an important parameter in describing interference phenomenon and is the 
basic of all interferometry method.

2.1.2 Coherence

Interference occurs in different ways, which is determined by another important 
concept in interferometry, coherence. There are two types of first order coherence 
in laser optics: temporal coherence and spatial coherence.

2.1.2.1 Temporal Coherence

Temporal coherence is a measure of the average correlation between the phases of 
an electromagnetic wave at a pair of times separated by a time delay r [36] at a 
given location. If the phase difference between t and t+ r  remains the same for r 
that has 0< r < tc, tc is defined as the coherence time of the light. Because the light 
speed is constant in a certain medium, the distance that the light travel over tccan 
also be used to describe the temporal coherence, which is known as coherence 
length lc . Using Vg to denote the group velocity, we have lc = V jc . Interference

occurs in the interferometer when the two optical paths coincide within a 
coherence length. The coherence length of an optical beam can also be quantified 
by the full-width-half-maximum (FWHM) of the autocorrelation function of the 
optical source, T ( r ) ,  which can be expressed as [37]

The spectrum density function of the light source, S (k ) is related to T (r ) by the 

Wiener-Khinchin theorem [37]:

S (k ) is a Dirac delta function for a mono-chromatic source because T (r) is a 

constant. For a broadband light source, T (r)has a finite bandwidth, determined by 

the spectrum of the light.

T

( 2 . 8 )

(2.9)
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2.1.2.2 Spatial coherence

Spatial coherence is defined as the degree to which the light at two spatial points 
have the same phase [36] at a certain moment. A high degree of spatial coherence 
is a requirement for a well-resolved fringe pattern recorded by a single detector in a 
standard OCT, since incoherent light would wash out the interference fringe pattern 
and reduce the fringe contrast. To evaluate the degree of the spatial coherence of a 
light source, the classical method is based on the Young's double slit experiment 
[38], For a partial coherence beam of diameter D, coherence is only retained within 

an area, Sc , which is small than area nD 214 . In the mathematical treatment of 

Michelson interferometer, spatial coherence between two point i] and r2 is 

evaluated by the complex degree of spatial coherence ,whose  magnitude is 

expressed by

where E  is electrical fields at the two points and the angular brackets denote time 
averaging over a time interval long enough when compared to the period of the 

light oscillations. Perfect coherence is obtained when |/ " | = 1 and for partial

coherence light, \rm\< 1. For a partial coherent light beam, the value of |/n)| 

usually decreases as \rt - r , |  increases. The coherence area is defined by the area 

that | (̂1)|> 0 .5 . The concept of temporal and spatial coherence can be combined 

by mutual coherence function [36], defined as

r.0 )  _ ( 2. 10)

( 2 . 11)

The function can be normalised as

Y.0 )  _
(-E(rv t ) E \ r 2, t - T ))

( 2 . 12)
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which is referred as the complex degree of coherence. When the two fields 
interfere with each other, the resulting intensity which can be measured from the 
recorded fringe patterns. The values of brightest and darkest fringes are expressed
as:

¡max = {E (ri> 0 E * (ri » 0 ) + {E (r2, t)E* (r2,t ) ) . . .max

+2 J ( E (r,, t)E * (r,, t ) )^ E ( r 2, t)E * (r2, t)} \ / l) 

¡mm = (E (r lt t )E * (rx,t)) + {E {r2, i ) E \ r 2,t ) ) . . .
(2.13)

~2" 'j{E (ri ’ 0- *̂(»1»t)}y j(E (r2, t)E* (r2, i))

Since the fringe visibility F  can be calculated as:

_ J war w/w
¡m a x  ¡m in

m ax 1 min (2.14)
min

therefore the modulus of the complex degree of coherence and the visibility of the 
fringes have the relationship:

When \E(rr t)\ = \E(r2,t)\ , Vp = |/(1)(/‘1,/'2)| ■ Eq. (2.15) indicates that the spatial 

coherence is proportional to the visibility of the interferograms at OPD=0.

2.1.3 Low Coherence Interferometry

OCT was developed from an optical interferometry technique, low coherence 
interferometry (LCI), which uses a light source with low temporal coherence to 
measure distances. By detecting interference fringes that occur when the optical 
path lengths of the reference and the object beam coincide within a coherence 
length, surface metrology with accuracy in the micron meter range can be obtained 
thank to its short coherence length. Compared with techniques using narrow-

(2.15)
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linewidth lasers, the 2n  ambiguity [39] are avoided for surface topography 
measurement and thus no phase-unwrapping procedure is required.

The relationship between coherence length and the spatial resolution of LCI can 
be understood by expanding the output of the mono-chromatic model of Michelson 
interferometer to a low coherence model. Assume a continuous wave low 
coherence light source with negligible longitudinal modal structure, equation (2.7) 
can be expanded to

l d (OPD) = J S(k ) [Ao2 + A,2 +2\A0\\Ar\cos (kOPD)] dk (2.16)
0

where *S(A:)is now denoting a spectrum with a limited bandwidth. Similar to Eq. 

(2.9), Eq. (2.16) is a statement of a generalised Wiener-Khintchin theorem that is 
used for low coherence light source. As the Michelson interferometer described 
above, the power spectral density function of a stationary random process is the 
inverse Fourier transform of the cross-correlation function between the optical 
fields of the object beam and the reference beam. In this case, the cross-correlation 
function T or, which is an analytic function, and its real part, Aor are given by

r  JO P D )  = ( A0(z + OPD)Ar(z )) = i  A ,(O PD ) + ~ H T{A or(OPD))
2 2 (2.17)

A JO P D ) = 2 Re {A0 (z + OPD)A*r (z)}

where HT indicates Hilbert transform. In an ideal situation that the interferometer 
has zero OPD with no dispersion between the two arms, the cross-power spectral 
density equal to the power spectral density of the source [40], If the spectrum of 
the light source has a Gaussian shape:

S(k) (2.18)

where k0 is the central (mean) wavelength and a k is the standard deviation of the 

spectrum, then Eq. (2.16) can be rewritten to
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Id (OPD) = A ;  + A ; +2\Ao\ \ Ar \ y(OPD) cos (kOPD) (2.19)

where y(OPD) = exp(-crA2<9PD2) is the fringe visibility function of the 

interferogram. Defining the coherence length, lc as the FWHM of the auto

correlation function of the spectral density function of the light source, lc and a k 

are related by lc -  2\]2 In 2o k , therefore

y(OPD) = exp -In  2 OPD
( 2.20)

and lc is given by

4 In 2 V
f t  A A F W H M

(2.21)

where Aa =2 k  / k0 is the central wavelength and AAFWHM is the FWHM spectral 

bandwidth. Eq. (2.19) and Eq. (2.20) show that when the OPD become larger than 
the lc, the value of signal I d drop rapidly. This effect is referred as 'coherence 

gating', which is the fundamental of LCI and OCT techniques. The signal within 
OPD<lc remains while the signal decay quickly as OPD moves out of this range. 

Therefore, by scanning a reference path delay, the longitudinal positions of 
reflection can be recorded with a resolution on the order of a coherence length. The 
coherence gate, in a reflective mode interferometer (e.g. Michelson 
interferometer), is of the size of the round-trip coherence length (half of lc ), 

because the light travels forwards and return in the interferometric arms.

2.1.4 From LCI to OCT

The idea of using optical gating to perform imaging in scattering tissue was first 
reported by M. Duguay in 1968 [41], By using an high-intensity ultra-shot light pulse 
to induce birefringence in an media polariser, he demonstrate an ultrafast Kerr 
shutter to photograph light in flight and realise that the shutter can be used to
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reject scattering light which is unwanted in the process of measuring the light 
echoes from inside of tissue. LCI method using broadband source to do axial 
measurement of human eyes in-vivo has been reported in 1988 [42], OCT was firstly 
demonstrated in cross-section imaging of the human retina in-vitro in 1991 [5] and 
the first in-vivo images of OCT image of human retina were acquired in 1993 [4, 43]. 
Since then, OCT has been rapidly developing and being used in a wide variety of 
biomedical applications due to its advantages including high spatial resolution, 
contact-free and non-invasive operation.

OCT works under the same principle as LCI does except scattering samples are 
used as the object under investigation. Similar to LCI, early OCTs are based on 
scanning coherence gating axially; however, OCT measures amplitude of returning 
signal rather than the distance information as LCI does. With the focus of the object 
beam place under the top layer of the sample, part of the illumination light 
penetrate under the top of the sample into some distance that is not totally 
opaque. The penetrating light undergoes scattering and reflection inside the sample 
and part of the light returns to the interferometer. On the optical axis of the 
interrogating beam, the sample can be modelled as a number, N of discrete 
scatters, each at a depth of zn . The returning light including scattering and 

reflection from each scatter to the detector is Aa n; thus the detected signal can be 

written by

K  =  A r ' + Z [ < . 2 + 2k lk | / ( z J c o s ( 2*Oi>A,)] (2.22)
n=1

where OPDn is the corresponding OPD for each zn . The coherence gating 

introduced by y(zn) retains the signal at a certain depth determined by the optical 

length of the reference path. By displacing the reference mirror, the length of the 
reference path can be tuned, thus the 'coherence gate' can be scanned along the 
axial direction inside the sample. This allows selecting the return light from scatters 
and reflectors in each layer . The signal is detected by a photo-detector in terms of 
alternating current (AC) signal. A complete axial scan in depth which measure each
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point in the axial line produced a signal sequence, referred as an A-scan, which 
represents a depth profile of back-scattered light intensity in depth. This depth 
profile does not present an absolute quantitative measurement of the back- 
scattering and reflection because the reflection, scattering and absorption in upper 
layers will affect the quantities of the measurement in lower layers; however, it can 
be used for imaging purpose. This is because OCT are sensitive to discontinuities of 
scattering potential, e.g. discontinuities of the refractive index or attenuation 
coefficient [1], In fact, OCT can be considered as a band-pass measurement that 
detects high frequency Fourier components of the scattering potential [44], which 
are functions of derivatives of the scattering potential according to the Fourier 
derivative theorem.

In terms of scanning techniques, there are three type of OCTs working in two 
regimes, time-domain OCT needs scanning a probing beam in axial direction to 
obtained A-scan data; whereas Fourier-domain OCT and swept-source OCT, both 
working in spectral domain, acquire the depth-related information via applying 
Fourier transformation on spectral data, which eliminates the need for axial 
scanning.

2.2 Time-domain OCT

Time-domain OCT (TD-OCT) is the earliest and most straightforward OCT technique. 
As described above, during a TD-OCT acquisition, mechanical scanning is performed 
axially on the reference beam to applied coherence gating effect on continuous 
depths in the target. In order to collect lateral information, lateral scanning of the 
probing beam is required.

2.2.1 Light Sources

Broadband light source are desirable for high axial resolution OCT, since the 
coherence length is inversely proportional to the spectrum bandwidth according to 
the dependence of the axial point spread function (PSF) on the spectrum of the light 
source. Near infrared (NIR) wavelength (e.g. typically between 700 nm and 900 nm 
for ophthalmology) are used to minimise scattering in tissue and achieve high 
penetration depth because light in this region presents a low absorption in water.
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The most widely used optical sources for TD-OCT is the super-luminescent 
diode (SLD) [45], which combines a broadband spectrum (a few tens of nm to over a 
hundred nm) with high optical power (e.g. a few mW). An alternative is a mode- 
locked laser with femto-second pulses which produce a broadband spectrum as a 
result of the uncertainty principle [46]. In order to shorten the coherence length, it 
is possible to enlarge the bandwidth of the light source by combining multiple 
semiconductors [46]. However, this may also introduce a distortion of the auto
correlation function due to the side-lobes, which can be removed by spectral 
shaping of the source with a reduced sensitivity [47],

2.2.2 Axial Resolution

OCT decouples the spatial resolution of imaging into two categories: axial resolution 
and transverse resolution. The axial resolution S z is a measure of the axial point 
spread function (PSF). For TD-OCT, it is determined by the spectrum of the optical 
source, according to the generalised Fourier theory. Az is generally independent of 
the interface optics (with some exceptions that are mentioned in the following 
sections). The axial resolution c>zis quantified as half of the coherence length of the 
light source. Due to the double-pass configuration, it can be estimated from Eq. 
(2.21) by

2 In 2 /[p2
7T A A fwhm

(2.23)

For example, for a broadband light source with 840 nm central wavelength and 
FWHM bandwidth of 20 nm, which is used in experiments described in this thesis, 
the theoretical FWHM depth resolution is around 16 pm.

2.2.3 Transverse Resolution

The transverse resolution of OCT, Sx  is the same as in optical microscopy and is 
determined by the minimum beam waist of the optical beam in the object path; it is 
therefore directly inversely related to the numerical aperture (NA) of the interface 
optics[48]. Assuming Gaussian optics, Sx  can be estimated using first order
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approximation of the diffraction limited spot size of the focused optical beam which 
is given by

.  4 / / l , . .  ASx = — ~—  = 1 .2 2 -------  (2.24)
k  d N.A.

where /  is the focal length of the objective lens and d is the diameter of the lens 
aperture. The transverse resolution can be enhanced by increasing the NA of the 
lens and it decays as the imaging plane is moving away from the focal plane of the 
objective lens.

Since the confocal effect rejects out-of-focus light, a limited depth range of 
detection is allowed. If the pinhole used is infinitely small, the FWHM of this axial 
range, AzFWHM, known as the depth of focus (DOF) or depth of field when refers to 

imaging plane is given by

AzFWHM NA2
(2.25)

where n is the refractive index of the medium. The coherence gate of OCT is 
generally at least an order of magnitude smaller than the DOF because standard 
OCT operates in cross-section imaging plane and large DOF is required; therefore 
the confocal gate has little effect in standard OCT depth resolution. Flowever, due to 
the requirement of axial scanning of reference path length in TD-OCT, the confocal 
gate and coherence gate become departed as the OPD changes, which may result in 
reduction in transverse resolution and a drop in signal intensity from the coherence 
gate due to the confocal rejection. The DOF therefore defines the maximum 
effective depth range of OCT imaging, which is inversely related to the lateral 
resolution. For the applications that require large depth range, dynamic focus [50] 
may be employed to extend the depth range. DOF will become very small when 
large NA optics is used, for example, in novel OCT techniques, such as optical 
coherence microscopy (OCM) [51, 52]; the effect of DOF should be considered in 
those cases, which will be discussed in Chapter 3.
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2.2.4 Scanning

Scanning optical delay in the reference path is required in order to select depth 
information. The simplest way is to mount the reference mirror onto a motorised 
translation stage. This method has large depth range and little optical power loss 
but may result in slow scanning speed and suffer from vibration noise from 
mechanical movements [53]. Other methods, including multiple reflection [53], 
spinning cube [54], may be used to increase the scanning speed but suffer from 
large optical power loss. Diffraction grating was also used as an high speed delay 
element [55, 56] to introduce optical delay lines; however the complexity is 
relatively high and optical loss is also considerable.

Other than axial scanning, transverse scanning of the probing beam is required 
in a standard OCT system to synthesize cross-sectional images (B-scan) (illustrated 
in Figure 2.2) from a series of adjacent A-scans. The most popular approach is 
employing a galvanometric scanner [57], Some novel scanning schemes, such as 
using rotating probe heads [58] and free-hand probes [59] have also been used in 
specialised OCT applications, such as endoscopy OCT. In order to present cross- 
section images, axial scanning and transverse scanning have to be combined. The 
most common scanning scheme is axial priority [5] where rapid axial scanning and 
slow lateral scanning are synchronised to weave the complete B-scan images. 
Alternative lateral priority method is also possible [60] to scan the beam rapidly in 
lateral direction and slowly in axial direction. In some applications, En-foce or C-scan 
images are preferred in representing the OCT data in the plane that is comparable 
to conventional microscopy images [60, 61]. En-face imaging is useful for image 
alignment and especially useful for applications that established features can be 
easily recognised, such as retinal imaging. This can be obtained by scanning the 
probing beam in en-face plane. En-face images can also be obtained by a parallel 
detection OCT technique, known as full-field OCT [62], which is a main topic in 
Chapter 3.
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Figure 2.2. Terminology of imaging planes in OCT.

2.2.5 Photo-detector

There are a number of types of photodiode, including PIN photo detector, 
avalanche photo detector (APD) and the optically preamplifier PIN photo detector. 
The simplest example PIN photodiode is used as an example to give the 
mathematical treatment to the signal and noises analysis. A PIN photodiode is 
constructed based on a 'sandwich' structure where a PN junction is separated by a 
layer of intrinsic semiconductor layer (i-layer). The incident photons absorbed by 
the i-layer create electron-hole pairs that are separated by the electric drift field, 
which creates photocurrent to be measured. The photon has energy hc/A, where h 
is Planck constant, A denotes the wavelength and c is the light speed. Given a 
quantum efficiency q, defined as the percentage of the photons that create electron 
hole pairs of all, and the input optical power Ps , the generated electrical current, 

I d is given by

I d = rl —  Ps (2-26)he

where e is fundamental charge. The ratio of I d and Ps is defined as the response of

the photodiode and denoted by R. The detection system has an electrical response 
bandwidth of Af= B and is able to sample the optical signal within a time interval of 
T = 1/2B, the total number of photons received by the photodiode within this time 
interval is
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(2.27)N  =
2Bhc

Analog-to-digital (AD) conversion is required for digital representation of OCT signal. 
A standard n bit AD convertor on a frame grabber provide a dynamic range up to 
10log(2n) or 20log(2n) depending on whether the signal is referred in the optical 
domain or the electrical domain. Common noise sources in the AD converters 
include offset error, scale error, nonlinearity and non-monotonicity. By Nyquist 
theorem, the frequency should be at least twice the highest sampled frequency that 
is required.

2.2.6 Noises of TD-OCT

The main sources of noises in TD-OCT are thermal noise, shot noise and relative 
intensity noise (RIN) [40]. Thermal noise arises through random particle motions in 
the detector electronics due to the non-zero thermal energy. Shot noise occurs due 
to the quantization of the light to charge.

The shot noise, St is generated by a photocurrent with mean amplitude (?) is 

given by Poisson distribution:

S: = e (i) (2.28)

With an assumption of Dirac pulses of the shot noise distribution, the shot-noise 
spectrum is white and its mean-square value can be expressed by

( i2) = 2eIdB  (2.29)

from which we know that the shot noise is signal dependent, that the root-mean- 

square (RMS) shot noise grows with the square root of the signal amplitude \[n  . 
Using 20log decibel, if the optical power is doubled, the signal grows 6 dB and the 
shot noise grows 3 dB; therefore the SNR grows 3 dB.
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RIN is a collection of noises that scale linearly with the power of the 

photocurrent, (/)2 , including fluctuations of the source power and amplified

spontaneous emission (ASE). RIN is related to the photocurrent by

RIN = y  ( i f (2.30)

where y is the coefficient that is determined experimentally.

2.2.7 Numerical Processing

The electronic signal encodes the signal of interference inside a carrier and the 
detection process in TD-OCT is heterodyned. In order to obtain the cross-correlation 
signal from the output of the detector, modulation of the OPD phase is required to 
get rid of auto-correlation terms. High-pass filter is usually used to remove the 
direct current (DC) components in the signal, which is not depth dependent. The 
phase modulation is performed by introducing scanning of delay lines. If the OPD is 
scanning at a velocity v then the phase is modulated at a frequency, / ,  which has 

a relation:

where 10A. is the central wavelength. It is necessary to apply a band-pass filter 

around the frequency / .  The band-passed signal is then demodulated to extract 

the envelope of the signal [63], This procedure is done by analogue electronics 
before the AD conversion, which can be performed with non-linear scaling to 
enlarge the dynamic range of the measurement.

2.2.8 Sensitivity

The sensitivity of TD-OCT, which is defined by the signal-to-noise ratio (SNR) under 
shot-noise limited imaging with a perfect reflector [1], The shot noise can be made 
to dominate all noise sources by selecting sufficient large reference power. The SNR 
is the ratio of the signal power to the variance of the noise cr2, which is given by the 
expression:

(2.31)
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(2.32)SNRm ( h ) '  HP,
cr2 2 eB

where/? is the response of the detector, Ps is the optical power returned from the 

sample and B is the noise equivalent bandwidth of the electronic detection band
pass filter. In a shot noises limited case, SNR is independent of the reference arm 
power except the fact that the B is related to the reference scanning velocity [63] 

by

B  =2A/ = l n 4 - -  (2.33)
71 lc

The DC term of the detected signal can be cancelled by employing balance- 
detection scheme that two detectors were used with a j i phase shift; thereby the 
amplitude of the AC signal is doubled and the RIN and negative effects of 
mechanical vibration of the optical system are reduced to minimal [64],

2.2.9 Dispersion

Group velocity dispersion (GVD) or second order dispersion (short as dispersion in 
following discussions) can degrade the axial resolution of an OCT system. We have 
assumed that both interferometric arms are linear and dispersion free in above 
description, thus the cross-correlation function equal to the auto-correlation 
function. However, in reality, GVD causes different wavelength to propagate with 
nonlinearly related velocity. The cross-correlation function will broaden if GVD 
mismatch is present between the two arms. This problem is similar to that of pulse 
broadening and chirping in a dispersive medium [65].

The propagation constant for the object path, Pa{co) and the reference path, 

/?,.(&>) are functions of angular frequency co, whose second order Taylor expansion 

around central frequency a>0 are given by

Po (®) = Po H  ) + Po (®o X®“ ®o) + Po (®o X® -  ®o f
(2.34)

Pr (®) = A W +  Pr (® 0 X® ~ ®0 ) + Pr (® 0 X® ~ ) 2
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Assuming the GVD mismatch exists in length L between two arms, the wavelength- 
dependent phase mismatch A(j) is thus given by [40]

A<Kg>) = 2P0 W  -  2PM°)K 1 (2 35)= p  (o)0 )OPD + p'(o)0)(co -  co0 )OPD + -  A/?" (co0 ){co -  co0 f  (2 L )

where OPD = 2(1 0 -/ , .) .  A/3"(coo) = fi"(coo)- J3 ”(a>0) is the GVD mismatch. Only the

difference in GVD between two arms exists in Eq. (2.35). The effect of dispersion 
can be decreased by equalising the GVD in the two interferometric arms. Since the 
group refractive index n is given by refractive index n by

n = « -  /1dn
~dX'

(2.36)

and the GVD is given by the derivative of ng :

GVD = lK
dA

P - p .
dA2

(2.37)

The coherence length is therefore broadened [66] from Eq. (2.23) to

U p  = yllc2+(GVD-LAA)2 (2.38)

Due to the effect of dispersion mismatch, the axial resolution deteriorates. High 
orders of dispersion cause asymmetrical distortion and peak splitting [66]; therefore 
it is highly desirable to minimise the dispersion mismatch between the two 
interferometric arms. Dispersion is especially important in a fiber-based system, 
where there could be a large dispersion mismatch if the fibre lengths are not closely 
matched. Since the object may be dispersive itself and the propagation constant 
may vary with depth [67, 68] , the dispersion compensation on the reference may 
not be straightforward; however the basic requirement is to ensure that 
components and fibre length in the two arms are matched [69]. For highly 
dispersive objects, inserting a similar medium as in the object arm into the
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reference path is preferred to balance the object-induced dispersion. Further 
methods for compensating dispersion mismatch including using optical scanning 
delay lines [70, 71], phase modulator [72] and post-processing method [68] are all 
possible.

2.3 Spectral domain OCT

According to Wiener-Khintchin theorem, the depth-dependent signal is related to 
the spectral power density of light source by a Fourier transformation (FT), 
therefore the depth information scan can also be obtained by applying a FT to the 
acquired spectrum data, which eliminates the need of scanning the OPD. This OCT 
approach is referred as spectral-domain OCT (SD-OCT). Based on this idea, dramatic 
improvements of OCT techniques in both speed and sensitivity [73, 74] have been 
realised. The direct access to spectral fringes pattern also allow numerical 
dispersion compensation [75] and spectroscopic analysis [76], Improved phase 
stability helps the development of phase microscopy [77] and Doppler OCT [78].

Limitations of SD-OCT include limited depth range due to parallel detection at 
multiple wavelengths and sensitivity roll-off in depth [56], auto-correlation artefacts 
[79] and the incompatibility with dynamic focus, which will be introduced in 
following sections.

SD-OCT requires the spectrally separated interference signal, which can be 
implemented in two ways: by encoding the spectral information spatially from a 
broadband light and decoding the signal using a spectrometer; or by encoding the 
optical frequency in time and decoding the signal with fast single detector. These 
two methods are termed as Fourier-domain OCT (FD-OCT) and swept-source OCT 
(SS-ICT) respectively.

2.3.1 Fourier-domain OCT

Fourier-domain OCT (FD-OCT) [80, 81], also known as channelled-spectrum OCT (CS- 
OCT) uses the same broadband light source as the TD-OCT does and extracts 
spectral information by distributing different optical frequencies onto a linear 
detector array via a diffraction grating. The interference signal is recorded by the
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spectrometer as a spectrum with peaks and troughs, known as channelled 
spectrum. A linear detector array is used to record the channelled spectrum that 
related to the depth-dependent information by a Fourier transformation. Lateral 
scanning is still required to acquire transversal information to generate a B-scan or a 
3D volume. FD-OCT was developed based on spectral radar [80, 82, 83], whose 
initial development was limited by the lack of detector arrays with sufficiently high 
dynamic range and high speed. With the appearance and advance of semi
conductor detector arrays, rapid developments of FD-OCT techniques have been 
promoted in the last decade. Using modern linear CCD detector arrays allow 
operating FD-OCT imaging with a line-rate up to hundreds of kilohertz, which allow 
fast B-scan imaging in video rate [84],

2.3.1.1 Principles of FD-OCT

FD-OCT employs a spectrometer to acquire spectral data. The set-up is illustrated in 
Figure 2.3, where a transmissive diffraction grating is used as an example; reflective 
diffraction grating can be employed with a similar configuration. Since spectral data 
are recorded individually, Eq. (2.16) can be rewritten as

N

E 0{k,(O) = Y ,Ao,n COS(kxo n -6)t) (2.39)
n=1

where k is the wave number, xon is the optical path corresponding to a reflector n, 

and Aa n is the field amplitude recorded at the detector. The reference field remains 

as E r(k,a>) = Ar cos(kxr -co t). The intensity recorded on the detector, I FD(k) is the 

time average of the amplitude of the cross-correlation function between the object 
field and reference field, which is expressed by

-i2'
I FD(k) = R e ( Ar cos(kxr -  cot) + X  Ao,n cos(kxo n -  cot) (2.40)

n=\

and thus,
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2I FD(k) = A 2+Yl=xAo,n + Z  Ao,Ao,m c° s ( 2 +  COS(2fej (2.41)«54/77=1 77=1

Object

Figure 2.3. A schematic of a standard FD-OCT. A spectrometer is employed in the 
measurement path of the interferometer where a linear detector array is used to record the 
spectral data.

The first two DC terms in Eq.(2.41) produce a large peak at low frequency 
(around zero depth) after the FT. The third term is an cross-correlation function 
between signal from two different depths in the object, which produces 
modulations with arbitrary frequencies and thus may present output at any depth in 
the result of FT. The last term in Eq. (2.41) is a modulation of the reflection at depth 
zn with a period k = n l z n, which is of interest. The A-scan can therefore be 

retrieved by applying FT to the recorded spectrum. Since I FD is a real function, the

result of FT have symmetric values in both positive and negative frequencies, which 
cannot be distinguished directly. The techniques of retrieving complex expression 
from I FD will be discussed later.

2.3.1.2 Axial Resolution of FD-OCT

Considering the power spectral density of the source, Eq. (2.41) can be expanded to
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I FD(k) = A + B + C + D, where

a  = t( O H 2;

B = r̂.)Y.i, V ;  |2-421
c  = Z L . i  [ r (2 z „ )+ r ( - 2 z ,

0  = Z i , Aô,.[r(2zj+r(-2z„)].

where /  is the auto-correlation function, or the inverse FT of the source power 

spectral density that was defined in Eq. (2.20). I FD presents the spectral data with 

finite discrete values of k; the sampling number, N determines the number of data 
in an A-scan. From Eq. (2.42), the best possible axial resolution of FD-OCT, SzFD 

depends on the FWFIM of the auto-correlation function y ; the axial resolution is 

therefore identical to that of the time-domain OCT, given by Eq. (2.23). The 
relationship between the depth range, Azand the spectral resolution S k , according 
to the Fourier theory, is given by

Az = n
~8k 4 Sks

(2.43)
where Sk  = 2zr SA / A j , and SAs is the wavelength sampling resolution that is 

resolved by N number of detectors.

Although the best axial resolution is governed by Eq.(2.23), due to the limited 
spectral resolution, the real depth resolution or systematic depth resolution is the 
larger value in 2Az / N  and SzFD. 2Az / N  can be reduced by using larger number 

of detectors to resolve the same optical bandwidth. According to Nyquist theorem, 
the sampling frequency should be at least twice the highest sampled frequency that 
is required; therefore the relationship 2Az t  N < SzFD / 2 should be achieved.

2.3.1.3 Sensitivity Roll-off

Compared to TD-OCT, FD-OCT present higher sensitivity and greater measurement 
speed [85], However, FD-OCT imaging exhibits a roll-off in sensitivity at depths away 
from the zero OPD position [56, 74], In general, even diffraction-limited optical
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imaging system presents a decaying contrast for high spatial frequency known as 
optical transfer function (OTF) [86]. In spectrometer, decaying visibility of the 
recorded channelled spectrum can be observed with higher fringe frequencies. 
Reasons of sensitivity roll-off of FD-OCT include limited optical resolution of the 
spectrometer [87], finite detector size [88], aliasing at high spatial frequency[85] 
and inter-pixel cross-talk [89],

Assuming the two beams are both Gaussian and superposed perfectly, the 
beam profile and the rectangular shape of the detector pixels are convolved with 
the interference signal [89, 90], the 'roll-off can be modelled by considering the 
spectral resolution of the spectrometer. Each wavelength components l(k) is 
focused to a spot on the detector array with a PSF, whose FWFIM is a . For a 
Gaussian PSF, the output of each detector, I d(i) is related to the distribution 

function h{x,y,X j) by [88]

where xi is the horizontal position of detector i of the linear detector array, Ax 

and A}’ are the pixel dimensions in horizontal and vertical direction. The depth 

related A-scan sensitivity can be obtained by Fourier transform of I d(i) , which is 

evaluated as:

where z is the depth and R,d -  Ak / Ax is the reciprocal linear dispersion which is

measured by the width of spectrum spread of 1 pm at the focal plane. Eq. (2.45) 
shows that the roll-off of the sensitivity is mainly related to the depth z by a Sine 
function and an exponential function. Other factors affecting the decay include the

xi-Ax/2 -Ay/2 (2.44)
h(x,y,Xt)

4 In 2
a

A(z) cc (Rld ■ Ax) exp(- (2.45)
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pixel size and the dispersion mismatch. Limited detector linewidth Ax records a 
quasi-rectangular portion of a spectrum, A k , instead of a single frequency, after the 
FT, presents a profile of a Sine function. Sensitivity roll-off is worse with larger 
dispersion mismatch. With a given /?w, the roll-off is mainly related to the spectral 
resolution of spectrometer. With a high spectral resolution, not only large depth 
range, but also high sensitivity and small roll-off are obtained in depth; therefore 
large detector number N is required. With the assumption of dispersion-free 
interferometer, Eq. (2.45) can be used to calculate the theoretical roll-off value at a 
certain depth. For all these reasons, the detector array of the spectrometer and 
dispersion compensation in the interferometer are critical to the sensitivity 'roll-off.

2.3.1.4 Extraction of Cross-correlation Terms

Auto-correlation terms are present in Eq. (2.42) produce noise after Fourier 
transform. The DC term B is an autocorrelation terms due to the reference power, 
which produce a large peak with its FWFIM of a coherence length around zero OPD 
position. When imaging low-reflectivity sample, the magnitude of this peak is 
sufficiently large that its shoulders could obscure faint signals at OPDs up to many 
times [91]. The peak also reduces the depth range [79] and disable the most 
sensitive part of the measurement depth range; therefore removal of these terms 
from the recorded signal is required to achieve maximum imaging quality. The auto
correlation term C is from the object and is due to interference between scatters. 
This may produce artefacts in depths, especially when strongly reflective layers are 
present in the depth range of the measurement. However, because the object 
beam has less power than the reference beam and the term B dominates over the 
term C„ the main task is to remove the term 6. Term C is minimised by using high 
reference power to enlarge the cross-correlation signal.

The most straightforward method to remove the DC term is to subtract a pre
record frame that is obtained from the reference arm alone (with object arm 
blocked) [75]. This method however is dependent on the stability of reference 
signal. A more complex method [79] is to average the spectrum obtained for a large 
number of A-scans from each B-scan, which presents a dynamic reference power 
measurement during image acquisition. Averaging of A-scans from different lateral
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positions, washes out the cross-correlation term due to the fact that all spectrum 
are modulated at different frequencies, leaving only the DC terms which is to be 
subtracted from the recorded data. This method not only removes auto-correlation 
terms, but also effectively removes pattern noises of the linear detector array.

2.3.1.5 Spectrum Resampling

The Fourier transformation should be carried out on spectral data that is linear to 
optical frequency, or wave-number k; however the spectrometer of FD-OCT setup 
does not automatically meet this requirement. In Figure 2.3, the recorded signal of 
the spectrometer is the first order diffraction of the diffraction grating transmission. 
The disperse light of frequency k at an incident angle (f> are related by the grating 

equation:

a sm m = A = —  
k

(2.46)
where d is the pitch distance of the grating. The lateral position of frequency 
resolved light, x(k ) recorded by the detector array is therefore related to k by

x(k ) = L  tan sin f  2
\kd  , (2.47)

where L is the distance between the grating and the detector. Eq. (2.47) shows that 
the k-dependent light is not distributed linearly on the detector. Appling FT without 
linearising k-dependent spectrum will result in a depth-dependent broadening of 
the axial PSF, which lead to a loss of axial resolution and a reduction of the PSF peak 
amplitude [81]. The broadening of PSF at the depths close to zero OPD is small but 
will deteriorate with depth increasing. A linearisation of the spectrometer is 
therefore required to maintain high sensitivity and constant depth resolution in the 
depth range of measurement.

The linearisation can be performed by optical methods and software 
approaches. Optical methods mainly use prism to compensate the non-linearity of 
the spectrum [92]; while the software methods involve determining the k-to-pixel
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function, kp and using this to resample the spectrum in linear k [93]. It requires

either a priori knowledge or experimental measurement of the mapping function, 
kp . These parametric methods seek to directly measure kp for discrete values of

the pixel index and then hypothesis a relationship in order to interpolate a 
continuous profile. A simple approach may make the approximation for the sine 
term in Eq. (2.46); therefore p is assumed linear to wavelength and kp is reversely

related to p. A more precise version of this method makes an additional 
trigonometric correction. Non-parametric approaches seek to determine kp directly

from a recorded channelled spectrum, I ( p ) which is given by

I (p )  cc A] + 4 2 + 2 4 ,4  cos [OPDkp (p) + dD (kp) ]  (2.48)
where Ap,A p is auto‘correlation optical power from the object and the 

reference respectively; 0D is the phase difference due to chromatic dispersion. 

Assuming the system is free of higher order dispersion, thus 0D oc kp; the phase 

term, [OFDkp(p) + 0DJ in the cosine is therefore proportional to k. The phase term 

at each pixel, 6p can be calculated from the recorded spectral data. By linearising

0p, a linear kp map, kp can be obtained. This method is based on the assumption

of dispersion offset free; if large dispersion mismatch is present, the wavelength- 
dependent phase offset in the spectral fringe will make this method inaccurate [94]. 
One solution is to generate a channelled spectrum entirely in the source where 
there is no dispersion and the channelled spectrum is completely periodic in k [95], 
An alternative solution is to measure at a second depth position where another 
phase array is present [94], Assuming 0D does not change significantly over the 

small change in depth, the difference between two set of phase data, A6 is linear

to calculate kp, which can be used to calculate kp .

Using the method described in [94], the phase of the channelled spectrum can 
be obtained by applying FT twice. The recorded data is firstly Fourier transformed to 
depth domain; a digital windows is then applied to the result to remove the
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symmetric component; an inverse FT was then applied to the single-side depth- 
related data, which produce an analytic form of the signal, I \ p ) .  The phase 6 can

be thereby calculated as

To remove 2n  ambiguity, 0 is unwrapped and thus the mapping function kp is 

obtained. A polynomial is fitted to the kp, based on which, the spectrum data can 

be resampled and converted to I ( k ) .  The interpolation algorithm, such as linear 

interpolation and spline interpolation, are selected according to the requirements 
of precision and processing speed. Data resampling may lead to loss of the pixel- 
wise bandwidth, which may result in a reduction of the signal in large depth 
positions.

2.3.1.6 Dispersion Compensation

From the above discussions, we know that dispersion mismatch affect most 
fundamental properties of FD-OCT imaging. When it is present in the 
interferometer, a frequency dependent phase shift 0D(k) is imparted into the 

channelled spectrum [68, 96]:

which broadens the axial PSF and thus reduces the axial resolution. In this case, in 
order to conserve the axial resolution, dispersion mismatches have to be 
compensated. Due to the access to spectral information, it is possible to be done by 
numeric methods, for example by acquiring the complex channelled spectrum using 
Hilbert transformation. Phase correction up to third order is given by [96]

(2.49)

m «  4  + A r + 2^» Z L . „ cos[ * (2.50)

cp(k) = - c 2(k - k 0)2 - c3(k - k0)3 (2.51)
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where experiment-determined coefficients c2 and c3 represent the correction for

GVD and third order dispersion respectively. With a single reflector, these 
coefficients can be retrieved from the phase of the channelled spectrum and used 
for the correcting the systematic dispersion mismatch. If object-induced dispersion 
is to be correct, more general method based on iterative imaging sharpness metric 
methods [96] should be considered.

2.3.1.7 Signal-to-Noise-Ratio

FD-OCT has a sensitivity advantage over TD-OCT [73] because FD-OCT acquires light 
from coherence gates in different depth simultaneously. The enhancement of 
sensitivity is related to the number of pixels in the linear detector array. For a 
reflector returning an optical power ps dispersed across Nfd pixels, if the 

reference power contribution is p r , the mean-square peak signal power in the A- 

scan is given by[91]:

where R is the detector response. Similar to the TD-OCT analysis, assuming shot 
noise limit acquisition, the noise on each pixel is:

where BFD is the detection bandwidth which is equal to the bandwidth for TD-OCT 

if the detector array covers a domain equal to twice the FWFIM of the source [74], 
Given that no correlation occurs between the noises cross different pixels, the noise 
adds incoherently after FT. Assuming the source has equal power in all pixels of the 
spectrometer, the noise expression is given by

(2.52)

ak2 =eRPrBFD (2.53)

(2.54)
The SNR is therefore
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SNR (2.55)RPq K fD.
2 eBFD 2 ’

thus the sensitivity improvement factor, compared to the TD-OCT method, is in the 
scale of half the number of pixels for a Gaussian source [91].

Unlike in TD-OCT, where the signal can be AC filtered and log scaled before 
digitisation, FD-OCT records and digitises the signal including the DC terms from the 
linear detector array output. Most detector arrays integrate the digitisation into the 
read-out process. In this case, part of the dynamic range is allocated to the DC 
terms; therefore the dynamic range of FD-OCT imaging is limited by the portion of 
the dynamic range of the detector array that is allocated for measuring the cross
correlation term in the channelled spectrum. This limitation might not be severe in 
retinal imaging, but may lead to saturation artefacts when imaging objects with a 
large dynamic range [97, 98].

2.3.2 Swept-source OCT

Swept-source OCT (SS-OCT) [99] uses another approach to implement spectral- 
domain OCT. Under the same principle as FD-OCT, the A-scan is obtained from the 
spectral interferogram via FT; however, SS-OCT encodes the spectral information 
temporally by employing a wavelength tuneable light source that swept through a 
range of wavelengths rapidly (usually above 100 kFIz) and recording the spectrum- 
resolved data by a high-speed photo-detector. The schematic of a standard swept 
source OCT is the same as the TD-OCT except that no axial scanning of the reference 
path is needed. Due to the required high speed of frequency sweeping, the photo
detector need to work at an increased bandwidth. All wavelength components are 
detected sequentially by the photo-detector that can work at up to gigahertz. 
Balanced detection configurations are possible for SS-OCT [100] as for TD-OCT. 
Swept sources can operate at 1300 nm region, compared to FD-OCT systems that 
generally operate at 800 nm region due to the relatively high cost of InGaAs 
detector array which is sensitive to light of wavelength above 1 pm.

The sampling rate of the photo-detector, the linewidth and the tuning range of 
the tuneable source in SS-OCT, are analogous to the pixel size, the spectral
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resolution and the spectrum bandwidth covered on the detector array in FD-OCT. 
After the interferogram being digitized, the numeric processing is therefore the 
same as that of FD-OCT. Accordingly, SS-OCT suffers from sensitivity roll-over 
similarly to FD-OCT. The main difference between SS-OCT and FD-OCT is the light 
source and the detector.

2.3.2.1 Tuneable Optical Sources

Tuneable sources are used for SS-OCT. The instantaneous linewidth determines the 
OCT depth range, whereas the wavelength tuning range determines the OCT axial 
resolution. Various designs of tuneable sources have been used, though most of 
them are based on the simple schematic shown in Figure 2.4. The light source 
consists of a gain medium, a wavelength tuning element and an output coupler. 
Several options exist for the gain medium, although semiconductor optical 
amplifiers (SOAs) are the most commonly used, due to their large bandwidth and 
rapid gain response time. There are also different options for performing the 
wavelength selection. The first tuneable filters for OCT used a diffraction grating 
and a polygon mirror to scan the wavelength, which produce an A-scan rates of 15.7 
kHz over a 70 nm sweep range, with a linewidth of less than 0.1 nm [101]. The scan 
rate was later improve to 115 kHz [102], Fabry-Perot tuneable etalons was also used 
in SS-OCT, achieving A-scan rates of up to 60 kHz when both directions of the sweep 
were used [103], The maximum scan rate of the tuneable filters is ultimately 
determined by the gain response time of the gain medium because after each 
tuning period, there is a delay while the stimulated emission builds up for the new 
wavelength [103]. The technique of Fourier-Domain Mode Locking (FDML) [104] 
was introduced in 2006, which produces a sweep rate equal to the cavity or loop 
round trip time. Because the design allows all wavelengths buffered in the cavity in 
a 'quasi-stationary' state, the gain medium can operate on all wavelengths and the 
gain response time is no longer a limitation. Using this method, the A-scan rates of 
1.37MHz has been achieved [105].
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Figure 2.4. Schem atic o f  a sim ple tuneable  laser source. Light o f  narrow  ban dw id th  is sequen tia lly  

se le c te d  b y  an op tica l ban d-pass filter, w hilst th e  gain m edium  co m p en sa tes  fo r  the losses and  

fe ed b a ck  to  the loop.

2.3.2.2 SNR of SS-OCT

A similar SNR enhancement of SS-OCT over TD-OCT was recognised [74] similarly to 
FD-OCT. Compared to TD-OCT, the total power illuminating the sample increases by 
a factor Nss , which is the number of sampling point in each recorded wavelength 

tuning [91]. This is because the sample is only illuminated by one wavelength at a 
time, each wavelength component can thus have a power equal to that obtained by 
integrating the power of a broad bandwidth source used in TD-OCT over its full 
bandwidth. With assumptions of shot-noise limited detection and Gaussian shape 
spectrum, the SNR is similar to that given by Equation (2.55):

SNRss = p P  Nr  o ss

2 eBss 2
(2.56)

where Bss is the electronic bandwidth of the high speed detector. If the total

wavelength tuning range is twice the FWHM spectrum of the light source, the 
detection bandwidth is then equal to that for TD-OCT [91] and the SNR therefore 
improves over that in TD-OCT by a factor of Nss/2, similar to that of FD-OCT [73, 

74],

2.4 Other OCT Developments

Apart from the three main approaches of OCT, other OCT modalities based on 
similar principles have also been investigated. For example, linear OCT 
[106] achieve the depth selection by detecting the time-domain interference signal 
on a linear detector array. Another time-domain method using spatial coherence of 
the light source as the coherence gate for depth selecting has also been
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demonstrated [107] by illuminating the target with varied spatial mask. Functional 
techniques based on the principle of OCT have been developed for specialised 
biomedical imagining. Polarisation-sensitive OCT [108-110] generates maps of the 
depth-resolved changes in the polarisation state of light induced by anisotropic 
tissue properties, which allows detecting structural information and changes in 
birefringence tissue. Doppler OCT or Optical Doppler tomography [18-20] is 
developed as a phase-sensitive OCT method that combines Doppler velocimetry and 
OCT to provide a non-invasive localised diagnostics of particle flow velocity in 
scattering flowing media.

OCT technology is still being rapidly developed mainly in two directions. On one 
end, high speed, broadband or wide tuning range, high power light source are 
needed. Advances in developing fast swept sources has been continuously pushing 
the acquisition rate of OCT to new records. On the other end, high-speed detectors 
are mostly required for fast FD-OCT acquisitions. Low cost InGaAs camera sensitive 
to light of longer wavelength may pave the way for FD-OCT to be applied in new 
domains. High dynamic range detectors are also needed for OCT practices that 
required high sensitivity.

2.5 Summary

In this chapter, the theoretical basic of OCT is discussed; mathematic treatment, 
optical configurations and data processing schemes were reviewed for the three 
OCT modalities: TD-OCT, FD-OCT and SS-OCT. FD-OCT and SS-OCT offer superior 
sensitivity, faster data rates and access to spectral information. TD-OCT still has an 
edge on penetration depth when equipped with dynamic focus; whereas in FD-OCT 
and SS-OCT, because the acquisition in axial direction is instantaneous, dynamic 
focus is difficult to be applied. TD-OCT is also useful in producing real-time en-face 
images.
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Chapter 3 Parallel-detection OCT
All OCT techniques discussed in the Chapter 2 are based on measurement of depth- 
dependent information (A-scan) at a point in the en-face plane. To acquired 
transverse information, lateral scanning of the probing beam or moving the target is 
required. These techniques are referred as point-scanning OCTs or 'flying-spot' OCTs 
comparing to alternative OCT methods that employ multiple detection channels to 
work simultaneously in parallel. These methods, known as parallel-detection OCTs, 
have been implemented in all three regimes; these are time-domain full-field OCT, 
full-field swept-source OCT and line-field Fourier-domain OCT. Two-dimensional 
detector arrays (2D DA) are used as sensors in all these methods; thus structures 
and operating principles of 2D DAs are also briefly reviewed.

3.1 Parallel-detection OCT

In order to acquire transverse information in scanning OCTs, lateral scanning of the 
imaging point is required by either moving the sample [1] or scanning the object 
beam [5, 111-113] in transverse plane, similar to that is used in scanning laser 
ophthalmology (SLO) [2, 114-116]. At any instant, only one point is illuminated, high 
density of optical energy is provided. The single mode illumination and single 
detector also produce a confocal benefit that rejects stray lights, which lead to high 
signal-to-noise-ratio. However, the electro-mechanical scanning has its limitations in 
scanning rate, usually up to a few tens of kHz. Because extra components are 
required for scanning the beam, the set-up is usually rather complex [117]. The 
scanning components may also be vulnerable to mechanical vibrations.

An alternative way to acquire transverse information is applying OCT 
acquisitions in parallel by using flood illumination and photo detector arrays. This 
method, known as parallel-detection OCT reduces or even eliminates the necessity 
of lateral scanning. Parallel OCT has been implemented in all three OCT regimes. In 
time domain, by using 2D flood illumination [62] of broadband light, en-face 
tomographic images can be acquired from a certain depth directly using a few 
phase-shifted frames that are sequentially recorded by a 2D DA. The surface of the
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sensor is conjugated to the imaging plane on the target, which allows each pixels of 
the 2D DA to work as a single photodetector; together, a 2D en-face image is 
acquired without any transverse scanning of the probing beam. This method is 
known as Full-field OCT (FF-OCT) or wide-field OCT [118].

Adopting the principle of spectral-domain OCT, parallel swept-source OCT can 
be implemented based on a similar configuration to FF-OCT, wi the broadband light 
source replaced by a frequency tunable source. A 3D OCT data volume can be 
obtained without any mechanical movement from a sequence of frequency- 
resolved frames. This is known as Full-field swept-source OCT (FF-SS-OCT) [119].

Parallel detection can also be applied in a spectrometer-based Fourier-domain 
OCT (FD-OCT). Using line-field illumination and together with a 2D sensor, an array 
of channelled spectra (CS) can be acquired from a single frame recorded by the 
camera, which finally leads to a B-scan OCT image. This method is known as line- 
field FD-OCT (LF-FD-OCT). Parallel FD-OCT can be also implemented by using 
demultiplexers to have a large number of FD-OCT channels working simultaneously. 
The imaging speed is not limited by the detector readout speed, ultra-high imaging 
speed up to 60,000,000 A-scans per second [120] can therefore be achieved.

Since all these parallel OCT techniques employ 2D DAs, a brief review of 
common 2D DAs is given below.

3.2 2-D Detector Array

2D detector array is a general term that is referred to the two-dimensional solid 
state detector array (SSA) that provides conversion of light intensity into 
measurable voltage signals. These arrays are designed based on photodetection 
phenomenon that photons are absorbed by a solid semiconductor substrate and 
create electron holes which can be measured electronically. The solid 
semiconductor material used by SSA include silicon, Indium gallium arsenide 
(InGaAs), active-pixel sensor Indium, Cadmium zinc telluride (CdZnTe) and etc. In 
the region of visible light and near-infrared (NIR) wavelength (below one micron), 
two types of polysilicon-based SSAs are especially widely used: charge-coupled 
device (CCD) sensors and complementary metal-oxide-semiconductor (CMOS)
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sensors. InGaAs sensor are more sensitive to the NIR light with wavelength 
betweem 1 pm and 1.6 pm than the silicon-based SSA . Other types of SSAs have 
been used in different wavelength region such as IR sensing, X-ray detection and 
Gamma ray detection, which are not compatible with OCT. Since the experiments 
described in this thesis are mainly in the region of 800 nm, a review of CCD and 
CMOS technology is given below. Both of these two type of SSAs are known as 
digital cameras when they are used as imaging sensors.

3.2.1 CCD

CCD was invented by W. Boyle and G. Smith in 1970 [121]. Since its emergence, CCD 
had become a granted choice for sensors in most imaging and spectroscopic 
instruments due to its high sensitivity, high quantum efficiency and large format. 
CCDs are silicon-based integrated circuits consisting of a dense matrix of 
photodiodes that operate by converting light energy in the form of photons into 
electronic charges. Electrons generated by the interaction of photons with silicon 
atoms are stored in a potential well and can be subsequently transferred across the 
chip through registers, output sense nodes. The signal is amplified by an amplifier 
on the chip, an analogue-to-digital-converter (ADC) converts the output voltage 
signal into digital unit.

3.2.2 Photo gate

2D CCD is a 2D array of metal-oxide-semiconductor (MOS) photo gate, e.g. a p-type 
silicon photogate (Figure 3.1). By applying a positive voltage Vgate to the photo gate

electrode, the mobile positive holes in the p-type silicon migrate toward the ground 
electrode. This produces a void of positive charge in the left region, known as 
depletion region. Under the exposure to the incident photons, if a photon's energy 
is greater than the energy gap, the photon will be absorbed in the depletion region 
and an electron-hole pair (photogenerated carrier) is produced and is then stored at 
a storage capcitor untill it is transferred out. The capacity of the storage capacitor, 
or well potential, depends on the substrate doping, gate voltage and the oxide 
thickness underneath the gate [122],
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As absorbing the photons, the stored photogenerated carrier, Vgale drop by an

amount

77 e AV = - §— 
C

(3.1)
where ne is the number of electrons, e is the elementary charge and C  is the

sense node capacitor.

Metal

Depletion
region

Oxide laver

P-type silicon bulk 
semiconductor

Figure 3.1. A simplified p-type silicon MOS gate of a 2D CCD array

The percentage of each pixel that is sensitive to light is defined as fill factor, 
which is a parameter that directly related to the sensitivity of the sensor. The ideal 
sensor has 100% fill factor, while in practice, it is a fraction of this value due to 
various of factors, including the architecture of the sensor (e.g. an interlaced sensor 
has a reduced fill factor), the structures for anti-blooming function, the 
requirements for additional control registers between active pixels and the 
illumination directions.

CCD arrays can be illuminated from the front side (through the gate structures) 
or from the back side. In a standard front-illuminated (FI) CCD, incident photons 
pass through the gate structures that absorb part of the incident photons and this 
reduces the fill factor and the sensitivity. This unwanted absorption is wavelength 
dependent that more short wavelength photons are absorbed than the long 
wavelength photons are; therefore the spectral response of FI-CCD to blue and UV 
light suffers from this absorption more intensively than the red or the NIR light 
does. For back-illumination (Bl) CCD, light enters the gate from the other side to the
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gate structures; therefore photons are free from the absorption; however, an 
'étalon' effect (see Section 3.2.8.4) may be induced in this case.

3.2.3 Charge Transfer

In CCD arrays, the photo-gates are usually overlapped to transfer the accumulated 
charges during readout. Each gate has a control voltage which is varied in time; 
therefore the voltage function is termed as clocking signal. When the integration 
time finishes, by manipulating the voltages on the gates, the charge will be 
transferred from one capacitor to the next one, and repeating this process will 
transfer the charge to the readout registers ultimately.

The ratio of the electrons transferred from one potential well to the next is 
defined as Charge transfer efficiency (CTE). In practice, CTE is always smaller than 
100% due to transfer loss [123] which is the fraction of charge that is left behind 
during each transfer, the charge will be transferred for many (a few thousand) times 
before read-out, therefore CTE is important for low-noise readout especially in 
those array with large pixel number.

3.2.4 Frame Transfer

According to the ways of charge transfer process, there are three type of CCD arrays 
with different architectures, include full-frame sensor, frame-transfer sensor and 
interline-transfer sensor.

In a standard full-frame sensor (Figure 3.3. a), a read-out register locates at the 
bottom of each column of the array. There registers, altogether receive a row each 
time and then transfers the charge packets in a serial way to the sense node. The 
entire horizontal serial register must be clocked out to the sense node before the 
next line enters the registers. Image data are transferred from the imaging region to 
the read-out register row by row. A 2D image is acquired after the whole 2D array of 
charges are transferred out of the array. Each image pixel may be composed by a 
number (two to four) of gates (Figure 3.2. a).
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(a) (b)
Figure 3.2. (a) A schematic of charge transfer on a full-frame CCD array; (b) an example of 
the ' smear' effect on the full-frame CCD that transfer the charge while open to 
exposure. This example image was acquired by Andor EMCCD DV887, with a exposure time 
of 100 ps, much smaller than the charge transfer time, 59 ms.

With continuous illumination and absence of a shutter, only one row can be 
transferred to the read-out register each time and the rest of the imaging area is 
still exposure to the incident light. This may 'smear' the accumulated charges that 
are in the process of transferring. The smearing effect is normally observed in the 
vertical direction that the rows are transferred along, especially when preset 
exposure time is small compared to the read-out time, in which case, an external 
shutter is usually required.

A frame transfer sensor (Figure 3.3. b) separates the whole array into two 
regions: imaging region that is exposed to the incident light and storage region that 
is shielded. After integration time, the whole array of accumulated charges is 
transferred from the imaging region to the storage region via a number of transfers 
that equals to the row number of the storage region. Because the storage region is 
shielded, smearing effect is reduced or eliminated. A split frame transfer array 
(Figure 3.3. c) splits the storage section into two half, which locate at two ends of 
the imaging area. This configuration allows the image transferring time be halved 
compared to the frame transfer array.
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Figure 3.3. D ifferent CCD arrays according to  the transfer m odes: (a) fu ll fram e, (b) fra m e  transfer, (c) 

sp lit fra m e  transfer an d  (d) in terline transfer.

Another type of array is interline transfer sensors, columns of photo-sensitive 
elements have been separated by columns of shielded registers. After the 
integration time, all imaging pixels (in column) transfer the accumulated charges to 
the adjacent storage registers by only one transfer event. Then the charges stored 
on the shielded registers will be simultaneously transferred to the readout registers 
while the charge for the next scene is being accumulated on the exposed pixels; 
thereby the high frame rate is possible without smearing. The shortcoming of this 
strategy is that the fill-factor is low because 50% of imaging cells are not sensitive to 
light. Micro-lens arrays are usually equipped to maximise the fill-factor in this type 
of sensors.

The frame rate of CCD camera is inversely related to the read-out time of a data 

frame. For a fixed output clock rate f clock, the time to read a 2D image is directly

dependent on the array dimensions. Given a detector array of m x n pixels, ignoring 
additional pixel read, the frame read-out period is given by

77777
1 read

fc
(3.2)

clock

and the frame rate of the array f fmme is therefore given by
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(3.3)J  fram e

1IN T  “h  1 read

where tINT is the integration time of each frame. The maximum frame rate is thus

1  /  K ea d  •

3.2.5 Signals of the CCD Array

The signal of the CCD array depends on many parameters including quantum 
efficiency (QE), charge well capacity, nwell, charge transfer efficiency (CTE), readout 

noise, Nread, response linearisation, pixel nonuniformality and etc. The process of 

signal generation is illustrated in Figure 3.4

Output

Detector Sense node Off-chip A-D

(charge conversion) Amplifier converter

F igure 3 .4 . S c h e m a tic  o f  s ig n a l g e n e r a t io n  on  a  s ta n d a r d  CCD a rra y .

Spectral response or quantum efficiency (QE) of the CCD array is a spectral 
function of the ratio of the incident photons that are absorbed and produce 
electron-hole pair to the whole incident photons. Absorption Coefficient in silicon is 
wavelength dependent. Long wavelength photons are absorbed deeper in the 
substrate than those with short wavelength. If the wavelength is too long so that 
the photon energy (inversely dependent on wavelength) is less than the band gap 
energy, the photon may pass through the substrate with no absorption. As a silicon 
based SSA, CCD is generally transparent for light beyond 1.1 pm [122]. QE is also 
related to the gate voltage, the fill factor and the thickness of the depletion region. 
Techniques that improve the QE of CCD include increasing the thickness of the 
sensor substrate and using back-illumination sensor; however, increasing the 
substrate thickness will lead to increasing dark noise.
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Transferred charges is converted to a voltage signal, Vsigna, at the output of the 

sense node. Vsifpial is proportional to the total number of electrons in the charge 

packet, n£ , including the photoelectron npe and dark electron ndark . The 

photoelectron number npe is given by

—  J — W  13.4)q j n

where AD is the detector area, E e(A) is the detector incidence and Re(A) is the 

spectral response. Assuming a perfect detector that produces zero dark photon, the 
array output voltage after the source follow amplifier can be expressed by

= m ) i , „ d z  (3.5t
C \ K

The maximum output signal value or the saturation equivalent exposure (SEE) is 
obtained when the charge potential well is full, which is expressed by

Gq
Knax ~  ^  ç  (  n well Hdark ) (3.6)

After digitisation, the output of the digital camera is the number of digital number, 
DN  which is given by

DN  = int F
F (3.7)

where 'int' denotes nearest integer function, Vcamera is the output of the camera, 

including Vsigna/ and the equivalent noise voltage Vnoise. For an 8-bit CCD detector 

array, DN ranges from zero to 255.
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3.2.6 Noises and Sensitivity

The sensitivity of CCD is defined as the lowest detectable light level above the noise 
floor, quantitatively, the input signal that produces a signal-to-noise-ratio (SNR) of 
one. This exposure is known as noise equivalent exposure (NEE). Three main 
sources of the noises of the CCD include photon noise, dark noise and readout 
noise. These noise sources contribute to the total noises by the 'root of sum of 
square' law as

{ N tota, )  =  ^ ( K k o , o n )  +  ( K a d ) + ( K r k )  0 -8 )

where (N^ ,̂denotes the noise variance for source /' and ^Nj 'j = yJ(N?) is the noise

equivalent electron RMS. Photon noise, Npholon, is a measure of the intensity

variation in the signal itself. The detection limit is determined by the read noise and 
dark current noise.

3.2.6.1 Photon Noise

Photon noise is inherent to the 'particle' nature of photons, which is a result of the 
variation in number of received photons for each pixel in a certain time. Photon 
noise is evaluated which can be expressed according to Poisson statistics by

where ?j is the quantum efficiency and n is the total number of the incident 

photons.

3.2.6.2 Dark Current Noise

Dark current is the electric current that flows through photosensitive devices even 
when there is no incident photon. Physically, dark current is due to the random 
generation of electrons and holes within the depletion region that are swept by the 
high electric field. Dark current generates in many parts of the sensor including the 
neutral bulk material, the depletion regions and the surface states [122],
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In practice, the dark current photon is constant under certain conditions, e.g.
temperature, clocking speed, and it contributes to the output by a value called dark

Ncurrent noise dark that is described by Poisson statistics as the square root of the 

number of thermally generated dark current electrons, ndark:

Ndark ~  \lf7dark
J  A t (3-10)_  J  D n 'D l IN T  

' ‘ dark ~ q

where J D is the dark current density and

/
J D oc T 2 exp

v
E g E T

kT

\

)
(3.11)

where E g and E T are detector band gap and impurity band gap respectively; k is

the Boltzmann's constant and T is the absolute temperature. Formula (3.10) and 
(3.11) show that the extent of dark noise contribution is dependent upon exposure 
time and the working temperature. Dark noise can be suppressed by lowering the 
working temperature. Cooling is selected according to the integration time and the 
acceptable noise level. For applications that low light are available, i.e. 
astrophotography, fluorescent microscopy, the dark current is the main source of 
noises and thus deep cooling are required to reduce the dark signal and to permit 
long integration time. However; cooling may reduce the QE [124] of the sensor. 
Modern CCD designs have greatly diminished dark noise to a few electrons per pixel 
even at room temperature [125]. For a CCD array with large number of pixels, 
binning can also be used to reduce dark noise.

The generation of dark current noise may vary spatially over the sensor area 
that lead to a fixed noise pattern (FPN), also known as scene noise, pixel noise and 
pixel nonuniformity. It is a result of differences in detector size, doping density, 
foreign matter trapped during fabrication and even thickness of coating. FPN does 
not change significantly from frame to frame, but vary from pixel to pixel. FPN can
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be removed by performing a dark frame subtraction of an estimated mean FPN 
from the acquisitions.

3.2.6.3 Readout Noise

Readout noise is a combination of various on-chip noises that originate from the 
process of transferring and amplifying the photoelectrons and ultimately converting 
to voltages. This includes reset noise, 1/f noise, quantisation noise, amplifier noise 
and ADC noise [126]. Read-out noise, can be considered the CCD detection limit 
when fast frame rate is applied because of two reasons: first, short exposures 
combined with low dark current make the dark current noise contribution 
negligible; second, fast readout rate requires high amplifier bandwidth and results 
in high read-out noise. For long exposure or slow readout acquisition, dark noise 
become more prominent than the read noise, however, this is rare in 
interferometry applications, such as OCT imaging, because long exposure time will 
easily washout the interferogram which is very sensitive to object motions or 
system vibration.

3.2.6.4 SNR

The signal-to-noise ratio (SNR) of a CCD camera can be interpreted by

SNR = r . Upe (3.12)
irk ) + (N ;ead)

When the incident light power is high, the photon noise dominates 

 ̂̂  ̂  photon  ̂  » ( ^ L - ) + ( ^ ,L ) ) ,  the dark noise and read out noise can be neglected, 

the SNR can be approximated by

SNR « (3.13)
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If the incident optical power is very low that ( ( ^ ) « ( « L  )+ ( n L ) ) .  the dark

noise and read out noise are dominant, with the expression of » in Equation (3.4)p e

, the SNR can be approximated by

4 d I
SN R« . Hpe — A = —  (3.14)

+ Kad  + ̂

Eq. (3.14) indicates that with given dark noise and read-out noise, the SNR in low 
light condition depends on the QE and the pixel area of the sensor, which are the 
two main factors affecting the sensitivity of the CCD.

3.2.7 Dynamic Range

Dynamic range (DR) is the ratio between the largest non-saturating input, which can 
be approximated by SEE, to the smallest detectable signal, NEE:

DR V„
F

SEE
N EE

^  well n  dark (3.15)

or in 20log decibels:

SFFDR = 201og(———) *  101og(iVweZ/) (3.16)
N EE

Eq. (3.15) indicates that DR can be enlarged by using larger full well depth or 
reducing the noise.

3.2.8 Specialised CCD Techniques

Some specialised CCD technologies improve the CCD sensitivity significantly to 
enable single-photon detection. Developments have also been made in DR 
enhancement, anti-blooming and other aspects.

3.2.8.1 ICCD
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Intensified CCD (ICCD) is a variant of CCD that increases the sensitivity by optically 
connecting an image intensifier to the CCD sensor. The image intensifier is 
composed by a photocathode, a micro-channel plate (MCP) and a phosphor screen. 
The incident photons firstly fall onto the photocathode and generate 
photoelectrons that are accelerated towards the MCP and hit the phosphor screen 
with a large speed. The screen convert the multiplied electrons back to photons that 
are then guided to the CCD via fibers or a lens. The image intensifier has an 
inherently shutter function. When the voltage between the photocathode and the 
MCP is reversed, the emitted photoelectrons will not accelerated towards the MCP 
but return to the photocathode; thereby no electrons are emitted by the MCP and 
no incident photons to the CCD sensor. This gating function performs like a shutter, 
which is a main advantage of ICCD techniques. The shutter time can be as short as a 
few tens of picoseconds. The intensifying effect makes ICCD highly sensitive that can 
be used to detect single photon. ICCD does not depend on the chip temperature, 
because the signal are intensified before readout, therefore cooling is not essential.

3.2.8.2 EMCCD

Electron-multiplying CCD (EMCCD) [127] is a special designed CCD that insert gain 
registers between the shift (read-out) registers and the output amplifier to amplify 
the signal before the read out process. EMCCD enables the photon electrons 
multiplication by a series of internal gain registers before the electrons arrive at the 
output amplifier, thereby the signal are multiplied with the same readout noise. The 
on-chip charge multiplication was achieved by inserting an array of EM gain 
registers between the shift registers and the readout sense node; the EM gain 
registers employ an impact ionization phenomenon [128] in silicon material to 
multiply the photon electrons. Although the gain at each stage of the gain register is 
small, after a series of amplification, great value of overall gain can be applied to the 
signal. With minimised dark current noise via deep cooling, high sensitivity can be 
obtained by EMCCD.

The limit of EMCCD sensitivity is not the readout noise but the spurious charge 
clock induced charge (CIC), which a result of impact ionisation [129] during charge 
transfers between the Si/Si02 interface. All CCDs have CIC (image area CIC) whose
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value depends on transfer rate, clock amplitude and clock timing; while in EMCCD, 
the electron-multiplying gain registers introduce extra electron-multiplying CIC 
(EMCIC). EMCIC can be minimised by low clock swing and high clock speed, in 
particular minimising the time a clock is held high. CIC is also temperature 
dependent. The higher temperature gives a smaller CIC. Under deep cooling 
(required by limiting dark noise), CIC sets the limit of EMCCD's sensitivity.

EMCCD should be employed only when low light is present. When large signal 
charge is multiplied, as it transfer through the EM registers, a small amount of the 
charge could be left behind in each transfer and leads to a low level horizontal 
streaking from any bright features in the image. This is referred as charge transfer 
efficiency [127], CTE may limit the effective dynamic range of EMCCD acquisitions.

High EM gain is also subject to statistical fluctuations that appear as noise of

yfn electrons because the gain register is stochastic and the exact gain value is 
unknown. Together with shot noise, the combination of this excess noise factor

results in a noise of yjl~n , i.e. the uncertainty reduce the SNR by a ratio of a half. If 
the incoming light has sufficient power allowing both normal CCD operation and 
EMCCD acquisition, using EM gain will produce increasing noise.

3.2.8.3 Blooming Effect

Blooming occurs when the incident intensity is higher than the saturation level of 
the potential well at some pixels, in which case extra photoelectrons overflow to 
adjacent potential wells, creating an area of saturation that may not have received 
saturation equivalent input. The blooming may happened in a pattern dependent 
on the structure of the detector, for example, some manufacturer allow vertical 
shifting of the charge but create potential barriers to reduce flow into horizontal 
pixels, which lead to a characteristic vertical streak. Blooming reduces the DR of CCD 
because it is problematic to acquire data from a weak signal with the presence of a 
strong signal in other part of the image. Some sensors have anti-blooming 
structures such as lateral overflow drains [130] that allows draining away extra 
photon-electrons. However this will lead to a reduction of the fill-factors and the 
QE. Anti-blooming may also affect the linearity of the sensor's response.
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Alternatively, accumulation mode acquisition can be used to avoid blooming by 
performing successive scans of short exposures (below saturation level) and 
summing the scans to achieve effectively an exposure which is longer than that is 
allowed. The dynamic range is thereby increased. However, this normally requires 
fast frame rate if the object or the imaging system is subject to movement.

3.2.8.4 Etalons Effect

Back-illuminated CCD is sometimes required for high quantum efficiency. However, 
there is a issue related to this type of sensor known as etalon-effect, especially for 
spectrometer applications. Back-illuminated CCD's are thin silicon devices (~10-20 
microns thick) that become semi-transparent in the NIR. Reflections between the 
nearly parallel front and back surfaces of these devices cause them to act as etalons. 
This etalon-like behaviour increases the effective path length in the silicon and thus 
the QE, but also leads to unwanted interference fringes when used in spectrometers 
due to multi-reflection induced interference. The extent of modulation (contrast of 
fringes) can be significant (> 20%) and the spectral spacing of fringes, typically 5 nm, 
is troublesome for many spectrometric applications at NIR wavelength. Thickening 
the silicon substrate may reduce or avoid the etalon effect.

3.2.9 CMOS Devices

Besides CCD, another type of DA that is widely used as imaging sensor is CMOS 
array. Modern CMOS array is consisted of an integrated circuit containing an array 
of pixel sensors; each pixel is composed by a photodiode and a number of 
transistors. The pn-junction photodiode is reversed biased by a certain voltage prior 
to the exposure; during the integration time, the charge on the photodiode are 
drain away slowing with the rate of draining directly proportional to the intensity of 
the incident light. The transistors, for example in a 4T cell of an active pixel sensor 
(APS) [131], include sense node, transfer gates, reset gates, selection gates and 
source follower readout transistor. The accumulated photo-generated carriers are 
transferred to the sense node where the carriers are converted to a voltage signal. 
Since the pixels are not accumulating charges, they cannot 'overflow' and affect 
adjacent pixels; therefore CMOS is immune to blooming effect.
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CMOS sensor employ different procedures of charges read-out according to the 
pixel types and structures. Generally each row of the pixel array are clocked and 
switching transistor or charge amplifier for that row of pixels to active; charge on 
each pixels are transferred to the column output where a read-out register transfer 
the column to an A-D converter that produces the output continuously. The read
out process can be operated on only a part of the sensor, which can increase the 
frame rate. CMOS is free from the problems related to the CTE in CCD, because the 
charge-to-voltage conversion takes place in each pixel and the image are 
transferred out of the array row by row rather than the pixel-to-pixel in CCD.

The dynamic processing of CMOS allows high levels of integration, i.e. 
implementing timing logic, exposure control, A-D conversion and imaging 
compression on chip can be integrated on a single-chip integrated circuit. Because 
single bias voltage and clock level are used, CMOS usually consumes less power 
than CCD of similar size does as CCD requires more than one voltage biases of 
higher values. The CMOS array is generally faster than a CCD counterpart with 
similar pixel number, because imaging functions are applied to pixels 
simultaneously and the accumulated charges can be transferred in parallel. These 
advance features makes the CMOS a better option in portable devices than the CCD.

CMOS has smaller fill factor and lower QE than CCD does, because part of the 
components in each CMOS pixel is not photon-sensitive. Micro-lens arrays can be 
employed to increase the fill factor. Another disadvantage is that because each pixel 
has an output amplifier whose offset and gain may vary, non-uniformity over the 
array may be presented and contribute to pattern noise. Details of different CMOS 
structures and read-out process can be found at [131].

Both CCD and CMOS sensors have been used in various parallel OCT techniques. 
According to the principles and imaging regimes that scanning OCTs are based on, 
three types of parallel OCTs are introduced below.

3.3 Full-field OCT

Time-domain Full-field OCT (FF-OCT) is a parallel OCT method that allows producing 
en-face OCT images without transversal scanning of the object beam on the target.
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The appearance of FF-OCT was inspired by a low coherence reflectometry 
technique, known as 'coherence radar' [132,133].

3.3.1 Coherence Radar

Coherence radar is a parallel detection technique based on low coherence 
interferometry (LCI). It allows obtaining 3D topography of sample surface with high 
axial resolution but without transverse scanning of object beam. The first parallel 
detection method using a collimated beam to illuminated the object in a 2D field of 
view (FOV) was reported in 1992 by Dreselet et. al.[132], A typical coherence radar 
set-up is illustrated in Figure 3.5. A broadband light source is used to project a 
collimated beam to the entrance of a Michelson interferometer. The object is flood- 
illuminated in a small 2D area by the object beam. Reflection on each point in this 
area is collected by a lens, LI and focused by a second lens L2 onto a pixel of a 2D 
DA. Light from the reference beam goes through a similar path. Interference will be 
generated at the surface of the detector array, if the lights from both 
interferometric arms coincide within the distance of a coherence length of the 
broadband light source. By aligning the detector surface on the imaging plane of the 
target, at a certain moment, the interference occurs only at the pixels that receive 
the reflection from the object that travels a similar optical length as the reference 
beam does. The interference signal recorded by the 2D DA is modulated by a carrier 
that has the frequency / of the light. A demodulation process is employed, usually 

using phase-shifting interferometry (PSI) methods (described in the following 
section). Eventually an en-foce image that contains a contour at the height defined 
by the axial position of the reference mirror is obtained. By axially displacing the 
object or the reference mirror continuously, 3D topography can be obtained. 
Coherence radar record 3D topography with a high accuracy defined by the short 
coherence length. Compared to a scanning LCI method, coherence radar eliminates 
the need for transverse scanning that may slow the imaging process and give rise to 
motion artefacts due to mechanical jitter.
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Figure 3.5. Schematics of a 'coherence radar' set-up. OS: broadband optical source; LI, L2, 
achromat doublets; BS: beam-splitter; RM: reference mirror; PZT: Piezo-electric actuator; 
DA, 2D detector array.

The idea was later implemented with Zernike polynomials analysis [134] and 
numerical filters [135] to improve the performance in terms of noise, optimal fringe 
evaluation and data-processing speed. Based on the sample principle, a Nomarski 
microscope was combined with a differential polarization interferometer [133], 
which has demonstrated a precision of ~8 pm rms. The author suggested using this 
technique on tomographic imaging of transparent or scattering samples, which later 
became known as Full-field OCT.

3.3.2 Full-field OCT

With a scattering medium used as the target, broadband NIR light can penetrate the 
medium for a depth of a few hundred microns and produce tomographic images 
based on the principle of OCT. Because of the full field of view, it is referred as Full- 
field OCT (FF-OCT) or Wide-field OCT [51, 62, 118, 136, 137], FF-OCT uses a similar 
set-up to that the coherence radar does. Because back-scattering light is much 
weaker than the reflection light, high NA microscope objective lenses are usually 
used in the interferometers, which are referred as Linnik interferometers [51, 138].
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The front focal plane of the objective lens is carefully placed to coincide with the 
coherence plane (OPD=0). The backscattered light from each point in the field of 
view (FOV) is collected by the objective and is transferred onto the surface of the 2D 
DA. By placing the coherence plane and the imaging plane inside the target within 
the penetration depth, interference is generated and recorded by a 2D camera. 
Ideally (ignoring cross-talk), each pixel only receives the light from a single point in 
the imaging plane on the object; with all the pixels working in parallel 
simultaneously, the interference signal from all the points on an en-face plane 
(OPD=0) can be recorded. To remove the DC signal due to incoherence light, fringes 
demodulation algorithm such as PSI method is performed onto several phase-shift 
images. Ultimately, an en-face OCT image is obtained directly from an axial position 
defined by the reference path length. By elevating the sample, the imaging plane 
translated axially, a 3D tomographic volume can be thereby obtained by repeating 
the imaging process in continuous layers. Like coherence radar, FF-OCT eliminates 
the need for transverse scanning of the beams that is essential for scanning OCTs.

Beaurepaire et. al. [62] reported the first FF-OCT system based on a Linnik 
polarisation microscope in 1998. An infrared LED was used to apply synchronous 
illumination with a 2D CCD camera. A diffraction limited transverse resolution of 2 
pm was obtained. In 2000, Bourquin et al. [139] developed a line-field OCT based on 
the same principle. The linear CMOS detector array allows heterodyne detection in 
parallel. The optical signals were detected at Doppler frequencies of 10 kHz up to 1 
MHz, with a sensitivity of 65.7 dB. Later the same technique was extended to using 
a 'smart pixel' (CMOS) 2D DA [140],

By employing high NA optics, high transverse resolution up to conventional 
optical microscope resolution can be obtained by FF-OCT, which is sometimes 
referred as optical coherence microscopy (OCM). Ultra-high-resolution FF-OCT 
based on a Linnik interference microscope with high NA optics was reported by 
Dubois et. al. [138]. Transverse cross-section (en-face, or XY) images can be 
obtained in real time with a transverse resolution of ~0.5 pm.

The axial resolution can be controlled by shortening the coherence length of 
the light source. FF-OCT allows using partial coherent sources or incoherence optical
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sources that emit light of large spectral bandwidth. Vabre et al. [118] reported a FF- 
OCT with high depth resolution (1.2pm) which used a powerful halogen thermal 
lamp as the light source. Laude et. al. [136] used a 3W light bulb which presents 300 
nm FWFIM bandwidth in FF-OCT to produce high spatial resolution of 1.1 pm in free 
space (0.7 pm in glass). A white-light FF-OCM allowing ultra-high-resolution sub- 
cellular-level en-face OCT imaging of biomedical tissues was presented by Dubois et. 
al. [137], 1.8 pm x 0.9 pm (transverse x axial) spatial resolution has been achieved 
due to the extremely short coherence length of a tungsten halogen lamp.

As a parallel method, FF-OCT allow high data rate, a volumetric pixel rates of
2.5 x 10 6 pixel per second has been reported by Ducros et. al. [141], Video-rate 
three-dimensional OCT pictures have been acquired at a sensitivity of 76 dB using 
the 2D CMOS DA [142]. With InGaAs camera, FF-OCT has also been implemented at 
the wavelength range of 0.9 pm - 1.4 pm [143, 144], Dual band FF-OCT [145] allows 
the imaging using two broad band at both 800nm and 1200 nm which enlarge the 
penetration depth. With a 3D volume of FF-OCT images in continuous depths, the 
Power spectrum [113] and the phase retardation [146] of the sample can be 
obtained by Fourier relationship.

FF-OCT offers fast tissue imaging at the cellular level [147] which is comparable 
to histology results. Isotropic resolution of 1 pm has been achieved in in-vivo ocular 
imaging of rat eyes [148] using incoherence light source and high NA microscope 
objectives. It has also been used in in-vivo human retinal imaging [149], Because 
transverse data are required simultaneously, high stability of the phase relationship 
across parallel channels is obtained in the en-face plane. FF-OCT operates at the en- 
face plane, which makes it compatible to be combined with other established 
optical imaging techniques, e.g. fluorescence microscopy [150], to perform multiple- 
modality imaging.

3.3.3 Phase Shifting Interferometry

Signal recorded by the 2D DAs in both coherence radar and FF-OCT is the 
integration of light intensity over a period of time; therefore no AC signal is 
available for demodulation. The recorded image from the DA is the fringe
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interferogram that is modulated by the optical frequency, to obtain the interference 
signal, demodulation of the fringe data is needed. This is usually carried out by 
performing phase-shifting interferometry (PSI) method [151-154]. PSI is originally an 
optical phase measurement technique that was used to calculate the phase from 
interferograms [155-157], It has been widely used in non-contact surface metrology 
due to its high measurement accuracy and rapid measurement. It is tolerant to low 
contrast fringes and easy to use with 2D detector array.

3.3.3.1 Phase-Modulation

A typical PSI set-up uses a mechanical component to introduce discrete or 
continuous temporal phase shifts between the two interferometric beams. Many 
parts have been used including moving mirrors [137], photoelastic polarization 
modulators [62], diffraction gratings [115], acousto-optic Bragg cells [116] and half
wave plates [158, 159]. After a sequence of interferogram with shifted phases is 
recorded, by using a computer to analyse the intensity variations as a function of 
the phase shift, the original wavefront phase can be recovered.

With continuous phase modulation, images are integrated over a fraction of the 
period of the phase modulation, so that in each period of modulation, n phase 
shifted frames are acquired and are used to calculate the interference signal. This is 
known as n-bucket PSI method. Two-buckets PSI [160] and four-bucket PSI [138, 
161] methods have been demonstrated for FF-OCT. An alternative way is to apply 'n' 
(n = 2, 3, 4 [62] or 5 [162]) discrete phase shifts at certain phase values in the 
interferometer and the phase-shifted frames are recorded at each discrete phase 
steps. This is referred as n-step PSI in the following of the thesis.

Phase shifting can be performed instantaneously on a single camera by using 
spatially separated phase-stepped images with polarisation control [163] or 
holographic element with phase mask [114]. Heterodyne detection techniques 
based on the frequency-synchronous detection have been performed [164-166] to 
obtain FF-OCT images with a pair of cameras that acquiring images simultaneously 
with a n/2 phase difference. Instantaneous phase shifting provides better phase
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stability and is more tolerant to object movements, though the complexities of the 
optical set-up and the synchronisation are generally more demanding.

3.3.3.2 PSI Calculations

After acquiring the n images with phase shifts, the interference signal is to be 
extracted from the variance of the images. Assuming monochromatic illumination, 

the photo flux received on the camera at pixel (x ,y) \s given by

where I ( x ,y ) denotes the average photo flux or the DC term, A is the amplitude of 

the interference fringes, and (j) is the optical phase.

3.3.3.3 Four-bucket PSI

Four-bucket PSI acquires images that are integrated during continuous sinusoidal 
phase modulation; therefore allow long exposure time on the camera. Given the 
phase modulation that has its amplitude (p and its own phase 9 with a period 

T  — 2k / co is introduced, the photon flux varies with time, expressed by

where 77(x,jy)is the average photo flux at (x,y). To simplify the derivation, the 

dependence on the location (x, v) is discarded and Eq. (3.18) can be rewritten as a 

sum of Fourier components by using the Bessel functions of the first kind J n as

/(x , y) = /(x , j;)  + A(x, y ) cos y ) ] , (3.17)

77(x, y, t) = n(x, y )  + A(x, y) cos [(f>{x, v) + <pAn((ot + #)] (3.18)

77(7) = /? + A J q (cp) cos (j) . . .

+00

+2 A cos <t>Y, J 2n (<P) C0S [2fl(0)t + 9)] (3.19)
n=1

+00

-2 A sin (j>̂  J ln+1 (yp) sin [2(77 +1 ){cot + 9)\ .
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The integration is performed over each quarter period of the phase modulation, i.e. 
the integration time tIm = T  I 4 , four images are recorded in each period as the 

integration of the time-varying signal, given by

■L
I j  = [ ' 4 j  = 1,2,3,4JO-1)-

/ + A J0((p) cos0

+0° J (mi
— A cos (j) ^  — — - |sin(y'o^ + 2nd) -  sin [(y -  l)n7V + 2nd]} 

n=1 2/7

Z ^ s i n ^ V ^ i M  
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cos
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Linear combinations of the four frames give

4 TZ, = - I ,+ I i + h - I ,= — r,A71
4 TZ, MCOSii71

(3.21)
where

r  = Z ( - l ) 2^ ±̂ s in [(2 /7  + l)0 ],Z/7 + 177= 0

+ 0 0

C = Z 4 r ^ s m [ 2 ( 2 n + l ) 4
77= 0

(3.22)
If rf =rs =r, the en-foce images I 4bucke,and phase map, (f> can be obtained by

14 bucket =V5JTi[=—r7Ttan ó = —
I ,

(3.23)
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If T c *  T , , I Abucke, include a term that depends on <f>, which may present the 

residual fringe pattern in the calculated interference images.

3.3.3.4 Two-step PSI

Two-step methods [144, 148] employ minimal number of phase shifts to retrieve 
the interference signal. By introduce oscillating the reference mirror between two 

positions [(px =0, and (p2 = n  separated by a distance of a quarter of the average 

wavelength in a double pass configuration), the photo flux on each pixel (x,y) of the 
camera frame can be given by

/, (x, y)  = 7' ( x ,y ) - - ±  2 j R obj(x ,y )R ref cos </>(x, y)________________  (3-24)
I 2(x ,y)  = I ( x ,y )  + ^ R obj{x,y)Rref cos</>(x,y)

where I 0 and (f) are the incident photon flux and the phase at the interferometer 

entrance; I ( x , y ) is the average intensity of the photo flux received by the pixel; 

Robj(x,y) and Rref are the reflectivity of the object and the reference at (x,y).

Assuming that the exposure time is very short and phase value are not changing 
during the exposure of the camera, the interference signal can therefore be 
retrieved by

Robji^ y )=
[ l x( x , y ) - I 2( x , y ) \  2̂ 
h  2RrefC0S</>(X’ y)

(3.25)
The numerator of Eq.(3.25) can be used to represent the interference image of FF- 

OCT, because /0, R ref and tlNT are all constant and do not change the visualisation 

of the imaging. The cos^(x,;y) is dropped, therefore parasite fringes will be present 

in the images.

3.3.3.5 3-step PSI and 4-step PSI

Phase stepping method, or n-step PSI method are selected when long integration 
time is not needed or cannot be obtained. Given the phase modulation has the
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amplitude of (p = 2 n , in each phase modulating period, n images are obtained, the 

image value at pixel (x,y)  of recorded fringe images for the jth phase step, I  (x,y)  

can be expressed in general as

I j  (x, y) = I (x ,  y)  + A(x, y)Cos[(/) (x, y) + k ],
N

[ j  = 0,1, and 2 when N  = 3 (3.26)
\ j  = 0,1, 2 and 3 when N  = 4

where phase shift q>. =0, 2n/3 and 4n/3 for 3-step PSI; whereas (pj =0, n i l , n

and 3k 12 for 4-step PSI. The coherence image can then be computed using the 
formula:

hspsi(x>y ) - yj(io ~̂ i)" +(A + (A ~ IqY 00 4(x’y) (3.27)
i „ rs, a . y )  = V e w T T ÿ T T y  cc (3.28)

respectively.

3.3.3.6 Phase Error

Assuming shot noise is the predominate noise source, the RMS phase error 

can be estimated [161] by

(3.29)
where y = A ! I  is the fringe contrast.

In practice, error sources include incorrect phase shifting, stray reflection, 
quantisation error, frequency stability and the non-linearity of the detector 
response. The phase error can be reduced by simply using frame-averaging. More 
complicated algorithm are available including using Carré Equation [151], Hariharan 
five measurement [154] and an error-compensating algorithm that used data- 
sampling windows [167], Although the PSI is subject to various systematic [154, ISS
IT I]  and random error [167, 172-174], the main interest of FF-OCT is the envelope
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intensity of the interference fringes rather than the phase value, therefore simple 
PSI methods, such as 3-step PSI or 4-step PSI, are usually sufficient to retrieve the 
OCT signal.

3.3.4 Resolutions

Low NA lenses are usually used to provide large depth of view in scanning OCTs. As 
a result, the lateral resolution is limited. Since FF-OCT is a combination of LCI and 
microscopy, both the coherence length of the light source and the NA of the optics 
affect the axial resolution. For a microscope set-up, with assumption of a Gaussian 
beam, the lateral resolution is given by

, 2A 1ax = ---------
n  NA

(3.30)

where A is the wavelength and N A-nsinO  \s the numerical aperture of the 

objective lens and 9  is the divergence of the beam. The depth of focus is twice the 
Rayleigh range, given by

dz = —  dx2 = 
2/1

2/1 1 
7Z NA2

(3.31)
From Eq. (3.30) and Eq. (3.31), we can see that the lateral resolution and the depth 
of field of the microscope are both inversely related to the NA of the optics. High NA 
produces high spatial resolution, in both transversal and axial planes. With the 
coherence plane and the focal plane of the objective superposed, FF-OCT's 
transverse resolution is similar to that of the microscope that it uses. However, 
when high NA optics is used, the axial resolution of FF-OCT will be governed by not 
only the coherence length of the optical source (see Eq. (2.23)) but also the depth of 
focus of the objective.

Cares should be taken to compensate the departure of focal plane from the 
coherence plane when the sample is moving axially; otherwise, the contrast of the 
interferometric signal and the transversal resolution decay quickly [138]. Figure 3.6 
illustrates this phenomenon. As the sample is elevating in the axial direction to
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acquire deeper en-face FF-OCT images, the coherence plan and the focal plane 
move away from each other because the optical path in air is replaced by an optical 
path in the medium which has a refractive index, n, usually larger than 1 as in air. 
With a small depth of focus, the axial PSF of FF-OCT measurement degraded quickly 
when coherence plane is moving away from the focal plane because most of the 
light returning from the focus region does not contribute to the interference signal; 
whereas the light returning from the coherence gate is out-of-focus. The 
interference signal, in this occasion, is mainly due to multi-scattering light from the 
depths that are out of focus [138], thus the lateral resolution will also drop. To 
correct this focus departure, focus readjustment is required by elevating the 
objective for a distance A Z , given by

A Z = V - 0
v « j

(3.32)
where e is the elevating distance of the sample.

Coherence 
*  Fo c a l p i* *w

(a) (b) (c)
Figure 3.6. The focal plane and the coherence plane in an interferometer: (a) the focal plane 
and coherence plane coincide at the surface of the object; (b) the object is moving upward 
for a distance e, therefore the focal plane move down for a distance (n-l)e and the 
coherence plane move up for (l-l/n)e; (c) the focal plane match the coherence plane again 
by elevating the objective for a distance Z=e(l-l/n2)

3.3.5 Sensitivity

The minimal detectable reflectivity can be written as [136, 175]:

Rmin
( K , c  +  K e f )

4 MRref n wel! n well

(3.33)
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where Rmc denotes the portion of the incoherent light in the total incident light, 

which is a limiting factor of the sensitivity; M is the image accumulation number for 
averaging. Calculating the derivative of Eq. (3.33) shows that the minimal value of 
Rmm is achieved when Rre/ = Rmc. The above equation also indicates that the

sensitivity of FF-OCT can be improved by increasing nweU of the 2D DA if the optical

power is not limited by the source, or by increasing the imaging accumulation if the 
sample is stable during the image acquisitions.

3.3.6 Crosstalk

A main challenge of FF-OCT is the high cross-talk across parallel channels. Ideally, 
each pixel on the DA should only receive the light from a point in the sample that is 
defined by the imaging paths. With the reference light, interference signal recorded 
by a single pixel should only related to that measuring point; and all parallel OCT 
channels operate independently from the others. However, in practice, the 2D FOV 
is flood illuminated and the 2D DA is fully opened at the same time. When a 
scattering medium is under interrogation, the multi-scattering light from a imaging 
point can go to any detector channel; each pixel receives multi-scattering light and 
stray light from many other points than the one it is supposed to record.

The interference signal recorded by a single pixel in the 2D DA not only include 
the OCT signal of interests, but also include unwanted interference of two sources: 
cross-correlation interference between the stray light from other points in the 
object and the reference beam; and auto-correlation (self-interference) between 
different points in the object as long as the optical length variations are within a 
coherence length. Both cross-correlation and self-interference will contribute to 
seemingly random variations in images, known as speckles. The scale of the speckle 
pattern causes a reduction in the effective resolution since thin boundaries become 
obscured [1], Speckle is therefore an obstacle in observing specific features that are 
close to the diffraction limits. Details about multi-scatting events in FF-OCT in both 
theoretical modelling and experimental investigation are described in [176, 177].

The crosstalk may produce a strong speckle noise in the FF-OCT images, 
especially for those FF-OCT systems that use spatially coherent illumination [46,
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178, 179], This is in contrast to the situation in scanning OCT, where the point 
illumination and the confocal aperture of the single mode source limit the crosstalk. 
However, in FF-OCT, cross-talks can be reduced by using partial spatially coherent 
light sources or incoherence light sources [118, 180], Use of partially spatially 
coherent light was recognised to improve the lateral resolution by decreasing 
speckle in non-OCT imaging [181, 182]. Because of the low spatial coherence, the 
light propagates in each channel have little or no coherence relationship with the 
adjacent channels; therefore the self-interference cross-talk can be reduce. 
However, using spatially incoherent illumination from an extended light source may 
suffer from reduced SNR due to the low photon number per spatial mode [180]. 
Alternative methods that use multi-mode fibre [183] and fibre bundles [184] to 
create multi-mode illumination in FF-OCT have been reported. Reduction of Speckle 
is also possible by averaging en-face slices in axial direction [185],

3.4 Full-field Swept-source OCT

FF-OCT can be performed in spectral domain, known as Full-field Swept-source OCT 
(FF-SS-OCT). It is a relative new form of parallel detection OCT technique that 
combines the optical set-up of FF-OCT and the principle of swept-source OCT. By 
employing a wavelength tuneable light source, 2D interferograms are recorded by a 
2D DA as a function of varying wavelength. After collecting a stack of spectrum- 
encoded interferogram images, the channelled spectrum, which relates to the 
depth information via a Fourier transform, is retrieved on each pixel of the DA. By 
performing inverse-Fourier transform on each retrieved spectrum, the depth- 
related A-scan signal can be obtained at each point in the transverse plane. Swept- 
source OCT allows acquiring depth information without axial scanning; 2D full-field 
acquisitions are performed in parallel to acquire transversal information 
simultaneously. With the combination, a whole 3D volume is acquired without any 
mechanical movement of the set-up.

The transverse resolution of the FF-SS-OCT is determined by the optics. By using 
high NA microscopy optics, ultrahigh spatial resolution, ~3 pm axial and ~4 pm 
transverse [112] has been demonstrated. The microscope-based FF-SS-OCT set-up
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can be easily adapted to perform conventional microscopy imaging and time- 
domain FF-OCT, which allows multi-modal imaging. Flowever, the optimal 
transverse resolution cannot be achieved at all depths in the depth range of SS-OCT 
due to the shallow depth of view induced by the high NA optics. Since the 3D 
volume is obtained without moving the optical system or the sample, with high NA 
optics, the lateral resolution degrades quickly as the depth is away from the focus 
plane. Methods that solving Inverse scattering problems [186] have been proposed 
to correct this problem in FF-SS-OCT [187].

With the acquired volume data, phase information can be calculated from the 
A-scan lines and a 3D phase volume [188] can be thereby obtained. Because phase 
map in all en-face planes are obtained simultaneously, FF-SS-OCT present high 
phase stability. Phase measurements of targets including finger print [189, 190], 
integrated circuits[182], composite materials[166] and onion skins [188] using FF- 
SS-OCT have been evaluated recently.

The most critical limitation of FF-SS-OCT is the sensitivity to object movement 
due to relatively large acquisition time for acquiring stacks of images. Sample 
motion during the wavelength sweeping may lead to image blurring and additional 
artefacts. The effect of axial motion on the measured spectra is similar to the effect 
of non-balanced group velocity dispersion (GVD) in the interferometer. It causes the 
optical path lengths in the sample arm to vary with the wave number. An axial 
motion cross-correlation of sub-bandwidth reconstructions (CCSBR) algorithm [191] 
is capable of detecting and correcting the artefacts induced by axial motion in FF- 
SS-OCT as well as the GVD mismatch. By cross-correlating images that were 
reconstructed from a limited spectral range of the interference signal, a phase error 
is determined which is used to correct the spectral modulation prior to the 
calculation of the A-scans. Flowever, this algorithm can only deal with the axial 
movement, which is usually combined with lateral movement and rotation in real 
life measurements. Although advanced A-scan based [38] and 3D based transverse 
motion compensation methods [82] are possible, fast camera is still mostly 
preferred to enhance FF-SS-OCT imaging quality.
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A comparison between the signal noise ratio of FF-SS-OCT and time domain FF- 
OCT is given in the next chapter, including both mathematic treatments and 
experiments results.

3.5 Line-field FD-OCT

Parallel detection can be combined with FD-OCT to allow simultaneous B-scan OCT 
imaging. Standard FD-OCT employs a spectrometer to acquire a channelled 
spectrum that is encoded by depth-dependent interference signal. Parallel FD-OCT 
uses a 2D detector array to acquire an array of channelled spectrum from the object 
that is illuminated in a line field. This method is called Line-field Fourier-domain-OCT 
(LF-FD-OCT) [192], The schematic of the optical setup is illustrated in Figure 3.7, 
top.

The principle of LF-FD-OCT was firstly demonstrated by Zuluaga et. al. [111]. 
With the object illuminated in full-field (2D), by simply using a vertical slit at the 
entrance of the spectrometer that equipped with a 2D camera; a column of spectra 
were recorded in parallel that allow producing a B-scan OCT image along the 
direction of the slit. The idea was later improved by Yasuno [181, 192-194] and 
Leitgeb [183] by employing a cylindrical lens to separate the functions of the optical 
paths in two planes: in horizontal direction, the optical path is similar to a standard 
scanning FD-OCT. Broadband light with interference signal enter the spectrometer 
and present a channelled spectrum (CS) on a row of the 2D DA; in vertical direction, 
the optical path is similar to FF-OCT except for the fact that the target is illuminated 
in a line field. Each point on this line-filed is imaged onto a row of the 2D DA; 
altogether a column of CS is obtained from the line field. A B-scan OCT image is 
thereby obtained from a single shot of the 2D DA. The schematic of the optical path 
in vertical and horizontal planes is illustrated in Figure 3.7.

With sufficiently fast 2D DA, LF-FD-OCT may present a improvement of A-scan 
rate compared with conventional scanning FD-OCT. In-vivo imaging of human 
anterior chamber [183] and retina [193] have been reported. Like other parallel OCT 
techniques, parallel channels of LF-FD-OCT are acquired simultaneously, which 
presents good phase stability in the line field; therefore it has been used in
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quantitative phase mapping [195]. In Chapter 5, a LF-FD-OCT setup is demonstrated 
to test the possibility of integrating commercial photographic equipments, such as 
flash light and imaging sensors, in LF-FD-OCT.

* I I /  I I
SID 11 a  Bi L2 o

Spectrometer

M M  
i/ im\ imil

Figure 3.7. Left: Schematics of LF-FD-OCT set-up: SLD, broadband light source; LI, 
collimating lens; CL, cylindrical lens; BS, beam splitter; L1,L2,L3,L4,L5,L6, achromatic 
doublets; RM, reference mirror; OBJ, object; SL, vertical slit; DG, transmission diffraction 
grating; DA, 2D detector array; right: optical paths in horizontal plane (X-Z) and vertical 
plane (Y-Z) respectively.

3.6 Summary

The main advantage of the parallel OCT over the scanning OCT is that parallel 
detection reduces or avoids the necessity of transverse scanning of the object 
beam, thereby enables simultaneous acquisitions at multiple positions on the en- 
face plane. Parallel detection OCTs allow using incoherent or partial coherent light 
sources, which may improve the axial resolution and leave less speckles. This may 
also allow high illuminating power at reduced costs. Given fast camera is used, 
parallel detection OCT may produce a higher imaging rate than a standard scanning
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OCT. Parallel OCTs allow phase-stable cross-sectional acquisitions [119, 195-198] 
due to its high phase stability across scanning-free parallel channels.

However a few limitations of this method should be considered. The main 
limitation of parallel OCT using 2D DA is the lack of AC techniques, such as analogue 
signal mixing. As a result, the SNR of parallel OCT suffers from various 1/f noises; the 
lack of narrow-band heterodyne demodulation techniques make the parallel OCT 
vulnerable to bandwidth-dependent noises, such as shot noise and excess noise. In 
FF-OCT, lock-in detection is usually performed by synchronising stroboscopic 
illumination [62] with the detector array to reduce extra noise sources.

2D DAs have a data depth bit up to 16 bits. Because the digitisation has to be 
carried out inside the camera unit before any signal processing, such as background 
subtraction, can be applied, the dynamic range of the 2D DA is limited because it is 
shared by DC terms and the AC terms. This is in contrast to the scanning OCT that 
use a single photo detector where analogue signal processing can be done before 
ADC and thus the dynamic range can be used on the AC term only. The sensitivity, 
SNR and penetration depth of parallel detection using DA are still inferior to that of 
scanning OCTs. This is not only because the light energy from the optical source is 
spread onto a line or 2D area instead of a point, but also because parallel OCTs 
suffer from cross-talk across parallel channels.

FF-OCT images are not produced instantaneously with a single acquisition. In 
order to perform PSI, several frames are usually required before the interference 
signal can be retrieved. Simultaneous phase shifting is possible to produce 
instantaneous imaging. Simultaneous FF-OCT [199] has been reported recording 
multiple phase-shifted frames on a single camera, which presented great phase shift 
stability. Similarly, Akiba et. al. [165] used two CCDs to produce images of different 
polarisation simultaneously, but these methods reduce the size of the en-face 
images and increase the complexity of the setup.

When high NA optics is used, dynamic focusing is required in FF-OCT systems 
[144] which may slow the imaging rate further. For FF-SS-OCT, the acquisition time 
is especially long because stacks of images are to be required before the numeric 
processing.
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Chapter 4 Full-field OCT
Full-field OCT (FF-OCT) Is a parallel detection OCT method that employs full-field 
illumination to acquire transversal information. In this chapter, experiments based 
on FF-OCT configurations for different imaging and measurement purposes are 
described. A coherence radar set-up was initially built to allow topography 
measurement of object surfaces. The set-up was later modified to perform FF-OCT 
acquisitions to investigate tomographic structures inside biological mediums. By 
employing microscopic objectives with high numeric aperture (NA), a Linnik 
interferometer based FF-OCT was assembled to allow imaging of a biologic medium 
with high lateral resolutions. At the end of the chapter, a FF-OCT setup that employs 
swept source acquisition is described. Operating the same full-field set-up in both 
time-domain and spectral domain, a comparison of signal-to-noise ratio between 
time-domain and spectral domain OCT methods is performed.

4.1 Tim e-dom ain Full-field Low Coherence Interferom etry

A coherence radar was assembled based on a Michelson interferometer to evaluate 
the performance of topography measurement of object surfaces. Based on this set
up, a novel method of curvature measurement using multiple-delay lines is 
demonstrated.

4.1.1 Coherence Radar

The coherence radar set-up is illustrated in Figure 4.1. A super luminescent diode 
(SLD), SLD-381, Superlum, is used as the light source that has a near-Gaussian 
spectrum with central wavelength at 850 nm and a FWFIM wavelength bandwidth 
of ~20 nm. Such a spectrum shape determines a coherence gate of ~16|im in air. 
The NIR light emitted from the SLD was collimated by a x5 microscope objective, LI. 
The beam that has a diameter of ~12 mm is split 50:50 by an unpolarised plate 
beam splitter, BS1 (See Figure 4.1), which is sufficiently thick (8 mm) to avoid the 
second reflection from the second surface of BS1. The reflective surface of the 
beam splitter is oriented towards the reference path; therefore a second identical
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beam splitter is inserted into the reference path to compensate for the dispersion 
mismatch. Half of the field are reflected by the BS and projected into the reference 
path and reach a mirror, RM, through a pair of lenses L2 and L3. The transmitted 
beam through BS follows the object path, travels through a pair of conjugated 
lenses, L4 and L5, and ultimately flood-illuminates the object, OBJ, in a 2D area. 
Both RM and OBJ are mounted on translation stages, TSR and TSO respectively, 
which produce axial displacements. Two neutral density filters, NDF1 and NDF2 in 
both interferometer arms were inserted to balance the light intensity in two paths. 
The reference mirror is attached to a Piezo-electric actuator, PZT that performs 
phase modulation. The light reflected by the OBJ and RM, follow return paths in the 
two arms and recombine in the measurement path. The recombined beams are 
delivered by a telescope, composed by lenses L6 and L7, to a 2D detector array, a 
CCD camera. The plane of the camera is carefully aligned to be conjugated with the 
front focal plane of lens L5, in other words, the camera images the front plane of L5, 
similar to a conventional microscope, though a background image is contributed by 
the RM. By movement, RM can reach the position where the optical path 
difference (OPD) becomes zero. The interference signal is retrieved by phase- 
shifting interferometry.

The CCD camera is an electron-multiplying CCD (EM-CCD), DV887 AC-UV from 
Andor technology. There are 255 EM registers, which can provide a signal 
amplification of 60 dB at the maximum. The number of EM registers can be selected 
or totally switched off according to the light level of the scene. The CCD chip is 
front-illuminated and a 14 bit AD converter (ADC) allows a maximum frame rate of 
16 fps at full resolution. The main parameters of the camera are listed in Table 4.1.

For the phase modulation, the PZT and the CCD are synchronised via a function 
generator and a delay generator, to secure precise phase-shifted frames. Two 
programs were created in Visual C++ and LabVIEW are used to control the 
acquisition and to perform the calculation in real-time.
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Figure 4.1. Schematic diagram of a coherence radar set-up. SLD: super luminescent diode; 
RM: Reference mirror; L I: x5 microscope objective; L2, L3, L4, L5, L6, L7: doublet lens of 
focal length 100 mm, 75 mm, 100 mm, 75 mm, 100 mm and 150 mm respectively; NDF1, 
NDF2, neutral density filters; BS1, BS2, identical beam splitters, 8 mm thick; PZT: Piezo
electric actuator; OBJ, target object; TSO and TSR, one-dimensional translation stages; ID: 
iris Diaphragm; CCD, 2D digital camera, Andor DV887 AC-UV; G, function generators and 
synchronising circuits.

Table 4.1 Main parameters of the EMCCD Camera, Andor DV887AC-UV.

Active Pixels 512X512 AD resolution 14 bits

Pixel Size 16 pm2 Readout Speed 200 ns per pixel

Image Area 8.2 X 8.2 mm2 Max Readout Rate 5 MHz

Pixel well depth 192,132 e‘/pixel CCD Sensitivity 13.5 electrons per AD count

CCD type Front illumination Single Pixel Electrons 35.52

Coating UV Base Level 718

4.1.1.1 Stroboscopic Illumination

The timing control of the camera acquisition in PSI is critical not only for the phase 
error which may lead to artefacts (residual fringe pattern) in the resulting image, 
but also for the image quality of each individual frame. Because the camera does 
not have a shutter, the sensor is open even after the exposure time while the 
charge is transferred from the detector array, which leads to 'smearing' effects (see
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Chapter 3). A stroboscopic illumination is therefore required to reduce the 
'smearing1. A pulse of duration equal to that of the pre-set exposure time, 'fire', is 
sent from the camera synchronisation output port to the driver of the SLD, which 
toggles the source on and off during exposure and read-out respectively. The 
stroboscopic illumination also reduces the 'washout' of the interference, due to 
movement of the object.

4.1.2 Phase Stepping Interferometry

Three-bucket PSI and four-bucket PSI methods are adopted to resolve the 
interferometric signal. By modulating the reference path length using the PZT, a 
variation of the OPD is introduced; 3 or 4 phase-shifted frames are recorded and 
used in the calculation as a bundle. The displacement of the mirror is for fractions of 
the central wavelength, A0 = 850 nm). To perform this, the PZT was calibrated by 
moving integer number of A0 while varying the amplitude of the external voltage 
applied to the PZT driver. The axial displacement can be recorded by counting the 
fringe shifts in the image. The average voltage variation for each wavelength shifts 
gives the value V v which was used to produce the axial displacement of A0. For

A0 = 850/7/77, Vpv = 1,2V is used. 3 or 4 acquisitions were performed within each

modulation period, T. Each acquisition takes place with a phase shift of 2tcI N (N= 3 
or 4) to the previous one. The camera is triggered by a period signal that consists of 
N pulse in each T, which is synchronised with the PZT modulation signal. The light 
source is switched on and off by a fire signal from the CCD to perform a 
stroboscopic illumination. The calculation of PSI is carried out by the PC program 
during the gap of image data transfers. In this way, the system frame rate is dictated 
by the frequency of phase modulation. The timing sequence of 4-step PSI is 
illustrated in Figure 4.2 as an example. The green bars only indicate the exposure 
time of the CCD, and their heights are not in phase value.
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Figure 4.2. The sequence of timing for 4-step PSI phase modulation and the camera 
acquisitions. Four acqusitions take place within one period T of the phase modulation to the 
reference mirror. The start of the four aqustions are synchnised at the phase value 0, n/2, n 
and 3n/2 respectively.The pulses are not phase modulation amplitude but only for the 
purpose of indicating the timing of acqusitions,

The algorithms of 3-step PSI and 4-step PSIs were explained in the Chapter 3, 
therefore are not repeated here. Coherence images are calculated in real-time after 
each set of N acquisitions. Two coherence images acquired with 3-steps and 4-steps 
from a mirror are shown comparatively in Figure 4.3. Some residual fringes are 
observed in these images due to phase errors. The images show that the residual 
fringes in the 4-bucket PSI image is in smaller contrast than those in the 3-bucket 
PSI image.

(a) (b)
Figure 4.3. Interference im ages o b ta in ed  w ith (a) 3- s te p  PSI and (b) 4 -s te p  PSI algorithm .

4.1.3 Topography Measurements

The axial point-spread-function (PSF) is measured first by axially displacing an object 
mirror in small steps (5 pm) along a large depth range (60 pm) around zero OPD. 
The measured PSF and the fitted curve are shown in Figure 4.4 (a). The FWFIM of
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the fitted curve indicates a FWHM depth resolution of 16 pm. The pixel size of the 
camera is 16 x 16 pm2 and the optical system has a x2 magnification; thus the best 
transverse resolution is 16 pm. Using a USAF test chart as the object, the result 
image in Figure 4.4 (b) shows that the bars of Group 5, Element 5 can be resolved, 
which leads to a transverse resolution of about 10 pm.

Figure 4.4. (a) Axial LCi PSF, f ittin g  curve(blue) g ives a FWHM =16 gm ; (b) Im age o f  USAF 1951 te s t  
chart.

Topography images have been acquired from a coin (5 pence sterling) in real-time at 
a frame rate of 3 fps. The direct image (a) and coherence images (b-e) are displayed 
in Figure 4.5. In the direct image from the camera (a), high background value is 
present to the reference beam. The coherence images (b)-(e) were obtained after 
the object coin was moved axially to three different depth positions with an 
increment of 30 pm. As the images show, contours at varied heights on the coin 
surface are selected by the coherence gate of 16 pm and the light from other height 
is rejected, (c) and (d) show different parts of the letter 'P' and the dots on the 
coins can be distinguished between different height. A zoomed coherence image is 
shown in (e) where the base of the coin is at OPD =0. The scratches on the coin 
surface are observed. Because of the reflectivity of the metal surface is high, thus 
some residual fringes are visible in both (b) and (e) over the area that is flat and 
smooth.
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(e)

F igure 4 .5 . (a): A d ir e c t  im a g e  o f  a  coin  o f  5  p e n c e  s te r lin g ;  (b), (c) a n d  (d): c o h e re n c e  im a g e s  

o f  th e  s a m e  lo c a tio n  on  th e  co in  a t  th r e e  d if fe r e n t a x ia l p o s i t io n s  s e p a r a te d  b y  3 0  p m ;  (e): 

z o o m e d  c o h e r e n c e  im a g e  o f  th e  b a s e  o f  th e  coin .

4.1.4 Multiple Delay Line FF-OCT

Coherence radar has been demonstrated capable of producing en-face depth- 
resolved topography images from a reflective surface. Based on this, a novel
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technique to measure the curvature of a spherical single layer object is also 
demonstrated. The method consists in introducing multiple optical delays into the 
interferometer using a multiple optical delay elements (MDE). This leads to a 
compound en-face OCT image containing the en-face OCT images generated for 
each delay. Each en-face OCT image contains contours of the object surface 
corresponding to an OPD value determined by a given delay in the MDE. In this 
section, the optimal combination of the coherence radar set-up with MDEs is 
presented. Two possibilities are discussed and evaluated, using: MDE in the 
reference path and in the optical source path. This technique presents the potential 
to allow fast and precise curvature measurements of human cornea.

The curvature of a reflective object (such as human cornea) is traditionally 
measured by acquiring a number of either B-Scan [200] or C-Scan (en-face) OCT 
images [201]. With B-Scans, several images at different known polar angles are 
needed to infer the curvature of the object surface, while with C-Scans, a stack of 
images from different known depths are required. However, both methods require 
acquisition of multiple 2D images, which is time-consuming. Therefore this method 
is not compatible with in vivo imaging of moving targets, such as human eyes that 
are subject to involuntary motions. The method presented is a modification of the 
configuration presented by Plesea [202, 203], This configuration was based on a 
flying spot configuration, using an en-face scanning LCI set-up, equipped with 
multiple known delay lines into the reference arm of the interferometer. Each delay 
created a contour in the C-Scan image, and together they formed a group of 
contours separated spatially. The axial position of any pixel in the transversal 
section of the cornea image can ultimately be inferred from the known delays in the 
MDE and the measured radius of curvature of the object. The variation of the 
wavefront in the reference beam due to an inserted optical delay element of two 
steps and the corresponding spatial variation of the coherence gate in the object 
due to the two optical delays and the resulting depth-encoded topographic image 
are illustrated in Figure 4.6.

The 2D transversal scanning was slow, 500 Hz line rate, therefore the imaging 
process allowed manifestation of motion artefacts due to mechanical jitter. Each en-

76



face acquisition required a 0.5 second, which is relatively long in comparison with 
the eye movement. Since coherence radar enables acquisition of depth-resolved 
topographic images without transverse scanning, imaging time can be less than 0.5 
s.

(a) (b)

Figure 4.6. (a), Variation of the wavefront delay in the reference beam due to an inserted 
optical delay element of two steps and (b) the corresponding spatial variation of the 
coherence gate in the object due to the two optical delays and the resulting depth-encoded 
topographic image.

4.1.4.1 Principle

The simplest method to introduce a delay in the MDE is by inserting a glass slide 
into the beam. Considering each such slide of thickness t inserted into the 
reference path, since the beam travels along the same optical path in double pass, 
the increase of the optical path length 6 can therefore be expressed by 
8  = 2{n'-n)t where n and n' are the refractive indices of the air and the glass slide 

respectively. Correspondingly, the change of the optical path length in the object 
arm is 8  = 2nd; therefore, the variation of imaging depth in the object arm can be 
calculated as d = t(n'—n )/ n . Given n' = 1.5 for the glass slides used in the 

experiments and n = 1 for air, thus d  = t /2 . With a sphere object illustrated in a 2D 
area (Figure 4.7), the radius of the object, R , can be obtained by
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(4.1)R = —  J ( X i+k2 -  X f  + k 2d 2 )2 + 4k 2d 2X~or

where X,. and X ;+Jt are the radius of circular contours in the en-face image where i 

and k are the original number and the additional number of glass slides. The 
geometry of the OPD across the reference beam section is illustrated in Figure 4.7.

Figure 4 .7. G eom etry  o f  con tou r circles (green) sa m p led  b y  the coherence g a te  o u t o f  a sph ere  object. 

4.1.4.2 First Configuration

An MDE was fabricated by using four spatially separated windows, equipped with 
different number of glass slides (Figure 4.8, b). The microscope slides have uniform 
thickness of 180 pm (±20 pm), given by the manufacturer. Two approaches to 
introduce MDE into the interferometer have been evaluated. The straightforward 
way to introduce delays is inserting the MDE into the reference beam in such a way 
as to be transmitted through equally by the four windows (Figure 4.8, c). Another 
possible location to introduce MDE is in the optical source path, before the light 
enters the interferometer. The two locations, A and B, where MDE can be inserted 
are illustrated in Figure 4.8 (a).

G

Optical beam

Original coherence gate New coherence gate
central depth (before central depth
inserting delays)
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M DE

(b) (c)
Figure 4.8. (a) Schematic diagrams of the coherence radar set-up with MDE that can be 
inserted into two locations: position A and position B. The optical set-up is identical to that 
illustrated in Figure 4.1; (b) The MDE, (the digit in each window indicates the number of glass 
slides in that specific window) was inserted between the BM and L2 in the reference path (c) of 
the interferometer in Fig. 4.8.

Let us consider first the MDE inserted into the reference path. Because the four 
windows sample the reference beam equally; each quarter of the reference beam 
that reaches the camera carries a certain delay, which enables detection of 
reflections from a different height on the object surface. With a metal ball of 7 mm 
diameter as object, four contours are recorded in a single en-face coherence image. 
Each contour corresponds to a certain height on the object, determined by the 
delay concerned. The image acquired with this configuration is displayed in Figure 
4.9, wherefrom the four radii measured in each quarter circle contour are 0.905
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mm, 1.221 mm, 1.453 mm and 1.606 mm respectively. Using Eq. (4.1), the diameter 
of the metal ball resulted from this experiment is calculated as 7.13 mm. The error 
of the measurement is a result of the error of the slides thickness, which is about 
than 10%. The size of the en-face image collected is 4.2 x 4.2 mm2.

Table 4.2. Results o b ta in ed  fro m  the f irs t MDE 

configuration.

Figure 4 .9  En-face coherence im age  ob ta in ed  

with the MDE in serted  in th e  reference pa th .

4.1.4.3 Second Configuration

Previous solution presents two main disadvantages. Firstly, each delay line samples 
the curvature within a limited polar angle range only. Thus the method is applicable 
to curved objects with polar symmetry only, as the polar variation of curvature 
cannot be evaluated. In addition, due to the fact that the contours are incomplete, 
averages to improve the numerical results are not possible. These disadvantages are 
overcome by introducing the delay elements into the optical source path, delay 
position B (Figure 4.8). The alignment of MDE in position B is shown in Figure 4.10. 
The light from the source is collimated by lens A, the collimated beam transmits the 
MDE and was focused by lens B to be coupled to a single-mode fiber connecting to 
the entrance of the interferometer. The light at the entrance of the interferometer 
now has multi-axial-mode.

L e n s  A k L en s B

F ro m &

'
'

S L D T o  L I ^

F ib re
F ib re  to  the  
O C T  se t-u p

fro m
S L D 1

M D E

Figure 4.10. MDE in serted  in th e  source pa th  o f  th e  in terferom eter b e tw e e n  a pa ir o f  m icroscope  

ob jec tives w here the op tica l bea m  is collim ated.

Contour radius (mm) Object radius (mm)

/j = 0.905

r2 = 1.221 Rn = 3.667

r3 = 1.453 R23 = 3.651

rA = 1.606 R34 = 3.381

Average R = 3.567
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Because light incurring all delays is split 50:50 and entered both the object and 
the reference path, both positive and negative OPDs are generated and as a result, 
the number of the contour circles in the image can be doubled if the axial range of 
the system is sufficiently large. In other words, n number of windows containing 
different number of slides result in '2n-l' complete contour circles. With the same 
MDE, double of the contour number provides a larger set of data to be calculated 
and averaged, and thus may improve the precision of the measurement. For 
instance, with 4 windows, 7 complete circles can be generated in the single en-foce 
image, so that the thickness error of the glass slides would influence the accuracy of 
results less.

The image obtained from the same object ball with this improved configuration 
is shown in Figure 4.11. In (a) and (b), two windows with a thickness difference of 
t=180 pm were used to sample the collimated beam, thus 3 complete circles were 
obtained. The two images are acquired at different axial positions. By increasing the 
thickness difference of the two windows, 3 circles with larger separation were 
obtained as shown in (c).

Number of the windows was later increased to 3 and 4, and the result images 
are shown in (d) and (e), 5 and 7 circles are acquired in a single image respectively. 
The images with 5 circles (d) was selected to perform the measurement; which gave 
an average radius value as 7.11 mm, slightly improved from the result of the 
previous method. In the image (e), extra circles are visible, however it is difficult to 
label each circle to the specific thickness difference value.

One issue related to both approaches is that the light returned from different 
heights of the object surface exhibit different intensity. The light reflected from the 
outer part of the sphere is less intense due to the larger incidence angle. Most light 
from larger incident angles is reflected sideways off the imaging lens and as a result, 
the larger the radius of the contour, the less is its intensity in the image.
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Figure 4.11. En-face LCI im age  o b ta in ed  using a MDE in troduced  into th e  op tica l source pa th : (a), 

MDE m a d e  o f  2  delays, in troducing rela tive  delays o f  'O' an d 't', (b) sa m e  MDE as (a) b u t acquired a t  a 

longer reference pa th ; (c), MDE m a d e  o f  2  delays, introducing rela tive delays o f  'O' an d  '2t'; (d), MDE 

m a d e o f  3 delays, in troducing re la tive  de lays o f  'O', 't', an d  '2 t '; (e), MDE m a d e  o f  fo u r  w in dow s with  

delays o f  'O', ‘t 1, '2t' and '3t'.

Another problem unique to the second configuration is that of non-uniform 
power distribution within each contour of the multiple contours. Light with all 
delays are split into two interferometer arms equally; after recombining all 
contributed to the middle circle as an auto-correlation. This effect means that the 
middle circle consumed half power of the interference signal, whereas the circles 
that represent cross-correlation exhibit less intensity. This effect is illustrated in 
Figure 4.12 (b). The average image value of the middle circle is similar to the inner 
one, though it is acquired from larger reflection angles than those produce the inner 
one. This is because the optical power contributes to OPD=0 is double of the other 
two. This effect is in contrast to the results shown in Figure 4.9 where the circle
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from the smaller reflection angle exhibits larger signal value. The more delays are 
used, less is the intensity in the image for these contours, which limit the number of 
the circles that can be introduced. As a result of the combination of these two 
issues, multiple circles bear all different image intensity, which makes the automatic 
radius measurement difficult and increase the error. Some expected circles are even 
not visible if too many delays are used, due to the limited dynamic range of the 
system.

(a)
Figure 4.12. (a) En-face LCI image obtained using a MDE introduced into the optical source 
path, the MDE is composed by two optical delays, which produce three circles, one from 
OPD-O and the other two from positive negative value of the delay difference; (b) the blue 
background is the image pixel value plotted versus the polar distance to the centre of the 
circles, whose baseline can be considered as noises; the three red bars indicate the average 
pixel value along the three circles due to MDE.

4.1.5 Time-domain Full-field OCT

By replacing the Lens, L3 and L5 (in Figure 4.1), with microscope objective lenses 
(X10, NA=0.25), the coherence radar set-up was modified to a FF-OCT set-up that 
can obtain en-face images from the inside of highly scattering media. FF-OCT images 
from my own finger were acquired, as shown in Figure 4.13. (a) shows some image 
artefacts due to involuntary movements of the finger. Axial movements reduce the 
resolution and lead to image blurring, while lateral movements produce some 
microscopy-like features and reduce the resolution if the movement is too fast. In 
Figure 4.13 (a) the finger is out of the coherence gate and subject to lateral 
movement. The transverse resolution is poor; the blurred edges of the fingerprint 
are actually microscopy image that come from the skin surface.
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By pressing the finger on a glass plate support, this movement is reduced and a 
better image is obtained (Figure 4.13. b). The bright (low image values that is 
marked with the red lines; the greyscale is reversed in Figure 4.13.) and dark regions 
(high image values) exhibit similar structures; the dark region indicates where the 
coherence plane sections the target. Other than that area, the incoherent signal is 
suppressed by the PSI algorithm.

(c) (d)
Figure 4.13. En-face OCT im ages o f  hum an fin g er skin ob ta in ed  using FF-OCT in vivo, (a) an d  (b) low  

reference pow er, so m e  m icroscope im age seen; c) an d  d) h igher reference pow er; a) o u t o f  coherence  

g a te; (b), (c) an d  (d): se le c te d  en -face v iew s b y  PSI coherence gate .

The microscope image value can be further suppressed by increasing the power 
of the reference beam. By reducing the optical density (OD) of the NDF2 (in Figure 
4.1, NDF1 was not used here) from 1.0 (used in acquiring Figure 4.13. a and b) to 
0.6, the power of the reference was increased by 2.5 times, the incoherent 
microscopy signals are suppressed significantly that the boundary between 
coherence image and microscope image (red dotted line) become clear, as shown in 
(c) and (d).
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A pair of x20 microscope objectives with higher NA (0.40) was used to acquire 
en-face FF-OCT images from larvae of fruit fly Drosophila Melanogaster in-vivo. The 
embryo suffered movements that affected the image. The heart beats, while body 
contractions occur in both axial and lateral direction irregularly, in a scale of once 
every 10-20 second. The FF-OCT worked at a comparatively low speed, about 3 fps; 
therefore suffering from movements of the sample and producing less contrast and 
high incoherent microscopy features. Some examples are shown in Figure 4.14 (a)- 
(f), where (a) is a FF-OCT image collected at the depth of the microscope base slide. 
Because the refractive index of the embryo body is higher than the air, the 
coherence plane inside the embryo is closer to the objective than the slide surface, 
where the focus was initially placed, therefore the resolution is poor. The imaging

Figure 4.14. In-vivo FF-OCT im ages o f  larvae o f  fru it f ly  Drosophila M e la n o g a s te r : (a), (b) exam ple o f  
loss o f  co n tra st an d  resolu tion  due to  sa m p le  m ovem en t; In-vivo FF-OCT im ages from  th e  end(c) and  
the m iddle  o f  larva b o d y  fro m  d ifferen t d ep th s (d),(e) an d  (f) acqu ired w ith sh orter  (0.5 m s) exposure  
tim e, w here 20 0  EM gain w as applied  to  co m p en sa te  fo r  the signal loss.
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was selected higher up in Figure 4.14 (b), where better resolution is obtained in the 
middle of the embryo body. The structure of two chambers can be observed.

In order to reduce the effect of object movement, a shorter exposure time (0.5 
ms) was used and EM gains were applied to the camera to compensate for the loss 
of signal, thereby both the contrast and the lateral resolution improved, so that 
different types of structures such as layers and chambers can be seen in various 
depths and positions in the sample. En-foce images obtained from one end of the 
embryo body (Figure 4.14 c), and from the middle of the body (d, e and f) reveal 
some high contrast tomography features.

4.2 Full-field Swept-source OCT

The FF-OCT set-up also allows swept-source OCT acquisitions by replacing the 
broadband SLD with a wavelength tuneable source.

4.2.1 Optical Set-up

The Full-field OCT setup was modified, as shown in Figure 4.15. A tuneable 
semiconductor light source 'BroadSweeper-840', SUPERLUM, was used to illuminate 
the sample in full-field. It has a spectral tuning range width of 55 nm, at central 
wavelength of 847 nm. The spectral linewidth is approximately 40 pm. In our 
experiments, the spectrum is sampled in 1024 steps, which leads to an effective 
spectrum resolution of 53 pm, close to the spectral linewidth of the source output. 
According to the relation between the depth range of SS-OCT and the spectral 
resolution, the maximum depth AZ is given by:

A Z = ^ — , (4.2)
48k

where 20 denotes the central wavelength of the spectrum and <52 denotes the 

effective spectrum linewidth. The maximum axial range is calculated as 3.34 mm in 
air. The maximum sweep rate of the light source is 200 Hz. The wavelength is driven 
by external voltage, controlled by an I/O board, Nl USB-6215, National Instruments. 
This I/O board is electrically isolated from the PC and the driving board of the
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camera in order to avoid electronic interferences that may enlarge the peak profile 
of light emission, phenomenon that has been previously observed by me with a 
non-isolated board. Since SS-OCT acquires depth information without axial 
movement, two low NA (0.15) objectives (x5) were used as imaging optics to allow a 
sufficiently large depth of view. These lenses are placed on two one-dimensional 
translation stages providing platforms for sample and reference mirror moving 
axially without changing the focus. The same camera Andor DV887 was employed as 
the detector array, where a zoom lens (18-108 mm/ f2.5) was mounted on position 
L5. This configuration, being compatible with both time domain and spectral 
domain operation regimes, can be used to evaluate comparatively the signal-to- 
noise ratio (SNR) in the two regimes.

Figure 4.15. Configuration of the FF-OCT set-up that allows both time-domain and swept- 
source acquisitions. LI: x5 microscope objective; L2: 150 mm focal length doublet lens; L3, 
L4: identical microscope objectives, ZEISS EC PLAN NEOFLUAR® OBJ 5X; L5: zoom lens, 18- 
108 mm focal length, NA 2.5; Ref: reference mirror; PZT: Piezo-electro mechanic actuator; 
NDF: neutral density filter; CCD: Andor DV887.

The theoretical axial resolution of the SS-OCT determined by the FWHM 
bandwidth of the wavelength tuning range as:

2/772 

k  AA
(4.3)
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from which, Sz  is calculated as 6 pim. With the axial range of over 3.34 mm, in 

order to achieve this depth resolution, at least 512 depth layers should be obtained, 
with each en-face image is of 6.5 jum (3.34 mm/512) thick; therefore, 1024 sampling 

points in wavelength sweeping are selected.

4.2.2 Theoretical analysis

As presented in the Chapter 3, the expression of the CCD array output [122] at a 
pixel (x,y) can be written as:

v,dccD̂ x^ ) = ne^ -  (4-4)

where ne is the electrons number in the charge packet, G is on-chip amplifier gain, q 

is electron charge and C is sensor node capacitance.

4.2.2.1 Time-domain FF-OCT

In time-domain FF-OCT acquisition, ignoring the effect of cross-talk between parallel 
channels, the phase-shifted image with the ith phase shift, VtdCCD{x ,y ) can be 

expressed as:

K jccd y )  = K jccd i (*> y )  + ~ ~ ~  V R RR s p,d ( * .  y)cos[<f>+ 0, ] (4-5)2 E VC

where VldCCD ¡ (x ,y) ¡s the average detector output, Ptd{x ,y )  is the light source 

output power per unit of volume, Qe represents the CCD quantum efficiency, t is 

the integration time and Ev is the photon energy, Rr and Rs are the reference and 
sample arms reflectivity respectively, (f> is the phase difference between the object 

and reference waves and 9i is the ith phase shift value. For instance, in 3-step PSI, 

the increment in phase is 2^/3. The OCT signal Doct(x ,y ) can be calculated by:
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P IdFFOCT ( X > y  )
■ \] ^ { (K d C C D l P XCD 2 ) + (K dC C D 2 KdCCD3 ) (K dC C D 3 KdCCDl ) }

3
QjGq
2 E C

(4.6)
j R RRsP 'A x,y )

The simplified model of on-chip noise [122] applied to the same detector given 
in the previous chapter can be expressed as:

K o i s e  = V <  N SHOT >  +  <  K a r k  >  + < K e ad >  ^

where <n1SHOT > is the shot noise; < nDARK > is the dark current noise and <n2read > 

is the readout noise. Let us consider that the dark current noise and read-out noise 
can be reduced to a negligible value by using high power illumination and cooling. 
The shot noise dominates over the rest of the total noise, and therefore

<  , V .SHOT > = ^ { R r
4 E C ■Rs)p,A x ŷ)

QjGq  
2 E C RRpA x^y) (4.8)

where in the last approximation the similar value of Rr in comparison to Rs was used. 
The SNR of TD- FF-OCT is thus given by

SNr tdffoct (x , y  ) QjGq
2 E C Rsp,d(x ^y) (4.9)

4.2.2.2 Swept-source FF-OCT

In SS-FF-OCT operation, the light wavelength is tuned in a large number of discrete 
steps. In this case, signal from a narrowband, rather than a broadband light is 
integrated on the CCD array. For an optical wave number k, each pixel (x,y) of the 
array has an output:

K,cco ( K ) =  S ,  (* „  ) [* „  +  Rs + + )] (4.10)
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where Sss(k ) is the source spectral density and Az is the OPD. Ignoring the effect of 

cross-talk, the detector position (x,y) is universal in what follows, therefore this 
notation can be dropped in the following equations. Applying a DFT to the VssCCD(k )

in [43], the A-scan represented from points D [z n] [204] can be expressed as:

M
D[-n ] = D FT  {issCCD} = £  issCCD [km ]Exp[-2jkmzn ] (4.11)

m=1

In case a single reflector is used as object, placed at an optical path difference = z0, 
the peak value of Z2[r0] is:

£*--„] = J  (4.12)
m=\

Similar to the reasoning in Eq. (4.8), the shot noise transformed from the k domain 
to the z domain can be written [74] as:

J M

m=1
\QjGg  
2 E C

M

k !l s x k ,) (4.13)
n=1

where cr[km] = >JVssCCD(km) is the standard deviation of white noise from VssCCD{km) .  

The SNR of SS-FF-OCT is thus

SNRSSFFOCT  ~
QetG <l 
2 EVC

M
R 2 L S .A K )

m=1
(4.14)

When the integration time interval in TD-FF-OCT is equal to the summation of 
integration intervals required for the complete tuning of the spectrum in SS-FF-OCT, 
and assuming that the time domain broadband source has a similar spectrum profile 
as the spectrum covered by the tuning source, Pld(x ,y )  can be thought of as the 

coherent addition of M waves of amplitude Sss(km) . This leads to:

MI ] SA K )  = P,A x D )  (4-15)
m=1
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Using Eq.(4.9), (4.14) and (4.15), the connecting relation between the SNRs in
SS-FF-OCT and TD-FF-OCT can be obtained as:

SNRSSFFOct M  SNRTDffoct (4.16)

Experiments have been performed to evaluate this derivation.

4.2.3 Acquisitions

For SS-OCT acquisition, spectral-encoded images were performed by tuning the 
external driving voltage applied to the BS-840. The main parameters of BS-840 are 
given in Table 4.3. The tuning spectrum of the source in low-power mode was 
measured versus the driving voltage for calibrations, as shown in Figure 4.16. From 
these results, over the 50 nm sweeping range, an effective linewidth of ~45 pm can 
be achieved for acquisitions.

Table 4.3. Specifications o f  the s w e p t source 'B roadSw eeper-840'

Parameters High-Power Mode Low-Power Mode
PM fiber output power (mW) 5 1
Spectral tuning range (nm) 826-873 820-875
Tuning width (nm) 47 55
Spectral line width, nm 0.04 0.04
Side-mode suppression, dB >50 >50
Polarization degree (slow axis, %) >90 >90
Sweep rate range (Hz) 1-200 1-200
External driving voltage rang (V) 3.0-5.0 3.0-6.0
MAX driving voltage speed (V/S) >200 >200

Figure 4.16. (a): M easu red  tuning spectru m  o f  the s w e p t source BS-840; (b): relationship b e tw een  
driving vo ltage  an d  th e  e m itte d  w avelength , the error bar in d ica tes th e  sp ec tra l linew idth  (scaled  x 
200) .

The swept source was driven by discrete voltages, otherwise, if the source is 
sweeping continuously, the continuous exposure could wash out the interference 
signal during the CCD's transfer and readout time due to lack of shutter. The
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wavelength was tuned in steps and the illumination was switched off during the 
CCD's readout time. This procedure slowed down the acquisition therefore the 
object had to be fixed during the acquisition.

To obtain the voltage values required for linear modulation of the frequency of 
the light emitted, the boundary of the wavelength tuning range, A0 and XN was 

converted to the instantaneous light frequency range (k0 =2n I \  and kN -  2k IA.N 

) first. Then the frequency was sampled equally to N = 1024 values:

K  = k 0 - n ( k 0 - k N ) / N ,  (77 =  1 ,2 ,3 , ...TV); (4.17)

the corresponding wavelength values were thereby obtained as Xn=2n / kn . 

Further procedure to linearise the optical frequency of the data is discussed later. 
For each desired wavelength value, voltage vn was sent to the SS and between two 

camera acquisitions, light source was switched off by the driving voltage to reduce 
the ’smearing1 effect. The sequence of acquisition is illustrated in Figure 4.17.

F igure 4 .1 7 . Im a g in g  s e q u e n c e  s y n c h r o n is e d  w ith  th e  d r iv in g  v o l ta g e s  to  th e  s w e p t  so u rc e .

The voltage signal controlled by the I/O board was synchronised with the 
camera acquisition via software. Because the camera frame rate, FR= 17 fps is 
much lower than the sweeping rate of the source, the acquisition rate is limited by 
the frame rate of the camera. Each complete sequence of spectral-encoded images 
take N / FR  seconds to finish; therefore a OCT volume of 515 x 512 x 512 voxels 
were acquired in 54 second, corresponding to 4,000 A-lines per second. A reference

92



frame was recorded beforehand with object arm blocked as the dark frame, which 
was later used to reduce the DC term in the acquired spectrum before the Fourier 
transforms. The numerical processing including digital Hamming windowing and 
Fourier transforms are performed after the acquisition using my programs written 
in C++.

4.2.4 Spectrum Resampling

Our calculations are based on the assumption of ideal linearity between the driving 
voltage and the wavelength output. The experiments showed that the spectrum 
data collected with these calculated voltages were not linear to k. For increased 
OPD values, the point-spread function (PSF) in depth becomes broader. This 
phenomenon suggested that there is either optical dispersion mismatch in the set
up or imperfect linearity between the source frequency and the sampling data, or a 
combination of both; therefore, spectrum resampling is required. An example of 
this effect is shown Figure 4.18 (a), displaying a B-scan image of an air-glass 
interface without spectrum resampling. This was retrieved from the BD data volume 
according to the procedure explained above.

(a) (b)
Figure 4.18. B-scan OCT im ages o f  an air-glass in terface as ob ject, w ith ou t (a) and w ith (b) spectrum  
resam pling.

In order to determine the proper voltage dependence on the wavelength of the 
source, a calibration method (described in Section 2.3.1.5) based on phase oriented 
fringe analysis technique [205] was applied and has been proved useful to optimise 
the axial PSF for spectral-domain OCT [204], The core of this method is to retrieve 
the phase information from the spectrum acquired. To this goal, a Fourier 
transformation on the spectrum data was performed, and then a flat-top window 
was applied to select the positive term from the symmetric result. After that, 
applying an inverse FFT on the results enables the reconstruction of the spectrum 
with both amplitude and phase information. The phase of the spectral data rpj
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varies linearly to the source instantaneous optical frequency k. ,  according to the 

relationship [204]

k = -------- (p. j  = 1,2,3, ...N  (4.18)
J AttOPD Y] J

where c is the speed of light and OPD is the optical path difference. To obtain 
linear k j from <pj that was obtained in previous step, a three-order-polynomial

curve fitting for (/> versus k. was performed. Resampling this curve using linear 

phase (ft'j lead to a new array of k'. and corresponding voltage values v' . The 

spectrum can be resampled based on k'j or by applying these calibrated v' to the

swept source; these two approaches provide similar improvements. With spectrum 
resampling, the spectrum data that produces Figure 4.18 (a) was resampled. 
Applying FT on the resampled spectrum gives an improved B-scan image, shown in 
Figure 4.18 (b).

The A-Scan signal intensity exhibits a 10 dB improvement over the uncalibrated 
result and the actual depth resolution is also improved. Figure 4.19 shows the 
improvement of signal intensity and pulse width after calibration, (a) is the A-scan 
data acquired from the air-glass interface with an OPD of ~1 mm. (b) and (c) show 
two B-scan images of a printing paper sheet, without and with resampling.

In order to switch the system to the FF-OCT regime, the optical source should 
have been replaced with a large bandwidth source. Instead, we use the same tuning 
optical source and simulate the operation of a FF-OCT set-up by measurements over 
a large time scale range while the source is tuned continuously. We have therefore 
applied 250 kHz (maximum rate allowed by the I/O board) sampling rate to drive 
the swept source to make it work at the maximum sweep rate, 200 Hz, i.e. in each 
sweeping period (10 ms), the I/O board generated 2500 wavelength-sampled 
narrow-band pulses, and the camera was open for a 10 ms interval to acquire quasi
broadband light. As a result, the integration period is the same in both time-domain 
and spectral-domain approaches. 4-step PSI method was used to generate en-face 
OCT images.
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Figure 4.19 Improvement of SS-OCT signal by phase linearization. The top row: A-scan data 
profile for an air-glass interface at a depth of 1 mm before calibration (blue) and after 
calibration (red). Bottom row: B-scan OCT images of paper, vertical scale 750 pm in depth 
measured in air, using data before calibration (b) and after calibration (c).

4.2.5 Results

The SNR was measured using print paper as a sample, which is scattering and low 
reflective. The light source power was set just below the CCD saturation equivalent. 
The en-face time domain FF-OCT image and a B-scan OCT image retrieved from the 

3D data volume obtained by SS-OCT are shown in 
Figure 4.20. The paper was slightly tilted to create two regions in the en-face image 
for the convenience of distinguishing the coherence signal from the background. 
From these images, data from outside coherence was collected (dark areas in the 
images with even intensities), which determine the noise value and data from the 
brightest part of the images (which determine the signal values). The average 
results obtained lead to SNR values of 12.76 dB in TD-FF-OCT and 19.16 dB in the SS- 
FF-OCT. The SNR enhancement is 6.4 dB, smaller than 27.09 dB expected from 
Eq.(4.16).

Figure 4.20. OCT images of paper collected by the FF-OCT system. Left: C-scan OCT image, 
obtained in the TD-FF-OCT regime; Right: B-scan OCT image obtained in the SS-OCT regime.
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A coherence radar set-up was built, based on parallel detection and LCI principles, 
which allowed us to obtain en-face thin sections of objects. A novel method to 
measure the curvature of spherical objects was presented, based on the coherence 
radar set-up, which employs multiple optical delay lines to acquire multiple depth- 
resolved contours in a single en-face image. By placing the MDE with n different 
optical delays in the optical source path, 2n-l contours at maximum can be 
generated. FF-OCT combined with multiple delays, provides an alternative way to 
the surface topography and surface curvature measurement. The method is 
especially useful for curvature assessment of moving targets. However, its use on 
ophthalmologic applications, such as cornea is limited for the moment by the frame 
rate of the camera. With a faster camera, improvement is possible in shortening the 
time between the phase-shifted frames, to tolerate motion artefacts. 
Unfortunately, no faster camera was available by the time these experiments were 
performed. Another concern with this method is the thickness error of the glass 
slides, which has to be very small. Because this MD method is highly sensitive to 
error of glass thickness, unwanted contours could be generated if errors exist. The 
glass plates used in the experiments have a thickness error of approximate 10%, 
which limited the measurement precision.

By using a high NA optics, FF-OCT acquisitions were performed from inside 
biological samples. FF-OCT provide en-face images with high spatial resolution. 
Images from my finger and from larvae of fruit fly have been acquired. The imaging 
regime was later extended from time domain to spectral domain. The same system 
was used to deliver a 3D volume of OCT images in the SS-OCT regime and en-face 
OCT images in the TD-OCT regime. Measurements in the two regimes of FF-OCT 
were performed to compare the achievable SNR in time domain and spectral 
domain. The results demonstrate, as expected, that the SNR of SS-OCT is better 
than that of TD-OCT, however not to the level predicted by theory. This deviation 
may be the result of the slow acquisition that may partially wash out the 
interference fringes and leads to loss of signal intensity.

4.3 Summary
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Chapter 5 Line-field 

Fourier-domain OCT
Fourier-domain OCT (FD-OCT) [83] is described in Chapter 2 and techniques of 
combining FD-OCT with parallel-detection are introduced briefly in Chapter 3. In this 
chapter, experiments of a parallel-detection FD-OCT set-up that uses a line-field 
illumination are described; the performance of the system is evaluated; images 
from human skin, teeth and fruit fly larva are shown. Base on this set-up, several 
extended light sources and imaging sensors were equipped and experimentally 
evaluated to identify procedures to integrate elements that normally equip 
commercial digital cameras, to perform line-field FD-OCT. Limitations and potentials 
are discussed by the end of the chapter.

5.1 Line-field Fourier-domain OCT

5.1.1 Optical Set-up

Line-field Fourier-domain OCT (LF-FD-OCT) is a parallel-detection FD-OCT method 
that allow acquiring a B-scan FD-OCT image from a single shot of a 2D detector 
array. The optical set-up was built as illustrated in Figure 5.1. A SLD (SLD-381, 
Superlum) was employed as the light source. At 150 mA pumping current, the 
optical power is measured as 5.05 mW; the central wavelength is at 855 nm and the 
FWHM spectrum width is 24 nm. The optical system was composed of a Michelson 
interferometer and a multi-channel spectrometer that employs a 2D detector array, 
connected by a spatial filter. Light from the source was collimated by collimator, LI. 
The collimated beam has a diameter of 10 mm and is sent through a cylindrical lens, 
CL. On the back focal plane of CL, the beam is focused into a horizontal line that is 
relayed by a pair of lenses, L2 and L3 and reshaped into vertical lines in both the 
object and the reference arm. Two interferometric beams are separated by a 50-50 
beam-splitter, BS. The reflection is projected onto the object, OBJ that is on the 
front focal plane of L2. A line-field is illuminated in the vertical direction. The lengths 
of the illuminated lines on the object is ~7 mm. In the reference path, identical
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optics to the object arm are aligned. The reference mirror, RM is mounted on 
translation stages. Light returning from the OBJ and the RM, recombine at BS. A 
piece of glass plate, BS2 was inserted into the reference path to compensate for 
dispersion mismatch created by the BS. A neutral density filter (NDF) was also 
placed in the reference path to balance the power in two arms. A slit, SL, is inserted 
into the measurement path at the imaging plane of OBJ Recombined light travelled 
through a linear spatial filter to the spectrometer. The spatial filter is composed of a 
pair of lenses, L4 and L5 with a slit in between. The slit is placed in vertical direction 
and is conjugated to the line-field on the object. The spectrometer uses an AR- 
coated (central wavelength at 830 nm) transmission diffraction grating, DG that has 
1200 grid lines per mm. After the light transmits the DG, the first order diffraction is 
captured by a lens, L6 (10 cm focal length) and recorded by a 2D camera, Andor Ixon 
DV887. When the optical path difference is within the axial range of FD-OCT, 
modulation of the spectrum will be produced along vertical direction and be 
recorded by the 2D detector array.

One distinctive property of this optical configuration is that convergence of the 
beams along the optical path in the two dimensions, 'x' and 'y', is different, due to 
the cylindrical lens. The two perspectives of the set-up are illustrated in the bottom 
of Figure 5.1. Each point of the vertical line that is illuminated on the object 
produces a spectrum that is recorded by a row of the 2D camera in the 'x' direction; 
in the 'y' direction, the illuminated line-field on the object is conjugated to the 
sensor surface of the camera; in other words, the camera is imaging the object in 'y' 
direction. Given the OPD is within the depth range, with all rows together, a column 
of channelled spectra (CS) is acquired simultaneously. Each row of the camera read
out produces an A-scan after Fourier transform (FT), thereby a B-scan FD-OCT image 
is obtained from a single camera frame.

Stroboscopic illumination scheme is applied by synchronising the light source 
with the CCD to avoid 'smearing' effect, similar to in Full-field OCT (see Chapter 4). 
Etalon-effect due to the glass cover in front of the camera sensor may produce 
unwanted fringes that modulate the spectrum (see Chapter 3). It is less problematic 
in scanning FD-OCT because the linear detector can be tilted to eliminate the multi-
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reflections within the étalon; however this is not helpful in LF-FD-OCT that uses a 2D 
DA. Software has been used to eliminate the pattern of Etalon-effect by subtracting 
a pre-defined spectrum image, however, in doing so, part of the dynamic range is 
sacrificed.
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Figure 5.1. Top: schematic diagram of LF-CS-OCT system. SLD: superluminiscent diode, SLD- 
381, LI: Achromatic lens, focal length: 32.9 mm, CL: cylindrical lens, focal length: 10 cm, BS: 
polarisation insensitive beam-splitter, L2, L3, L4, L5, L6: lenses with focal length of 30, 30, 
100, 150 and 150 mm respectively, NDF: neutral density filter, DG: transmission diffraction 
grating, CCD: Andor Ixon DV877 EMCCD. Bottom: Perspective of optical paths in 'x-z' and ‘y- 
z' planes. In the horizontal plane, the detection arm is configured as a spectrometer. A 
channelled spectrum is produced for each pixel within the line projected over the objet 
target. In the vertical direction, the system operates as an imaging system.
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Since the diffraction grating spectrometer does not disperse the spectrum linearly in 
wave number, k, a wavelength dependent data resampling [205] is implemented 
similarly to the procedure used in the full-field Swept-source OCT method (see 
Chapter 4). FT is applied to each resampled spectrum from the 2D camera. An 
original and a linearised phase graph are displayed in Figure 5.2 (a, b). Experiments 
show that resampled data present an average improvement of 7 dB in the peak 
value of the PSF over the results from original spectrum data. The spectrum 
resampling also ensures a consistent depth resolution across the entire depth 
range, which is confirmed by Figure 5.2 (d). A LabVIEW program was written by for 
the purpose of camera control and data processing.

5.1.2 Resampling

(MVMM « W H I O w  tn m

(c) (d)
Figure 5.2. CS p h a se  from  a single spec tru m  m ea su rem en t using a g lass-a ir in terface, before (a) and

a fte r  (b) linearization; PSF versus d ep th  o b ta in ed  w ith ou t (c) and w ith (d) spectru m  resam pling.

5.1.3 Spatial Filter

The spatial filter between the interferometer and the spectrometer (Fig. 5.1.) 
rejects the stray lights from regions outside the focus. The output beam of the 
interferometer was shaped as a vertical line, about 7 mm long. The mechanical slit 
used in the spatial filter is 15 mm long and its width is adjustable. The slit width 
plays an important role in refining the contrast of the CS; an evaluation of the effect 
the spatial filter was performed. The relationship between the A-scan peak values 
measured from a mirror at OPD of 100 fim versus the width of the slit is shown in 

Figure 5.3. The CCD was saturated when the slit was wider than 750 pm. From the
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data collected from 50 pm to 750 pm, the maximum intensity was obtained at 
around 550 pm. The peak of the A-scan is related to both the contrast of the CS and 
the incident light power. Larger opening make the intensity decrease due to 
washout of the channelled spectrum, while for smaller opening, the value is low due 
to low transmission and small irradiance. The experiment results show that 
increasing the width of the slit above 550 pm does not change the peak value 
though increase the optical power, therefore 550 pm is considered as the upper 
limit of the optimal slit width in the following measurements. For most 
measurements, the slit was opened between 200 pm and 500 pm to attain the CS 
with the maximum contrast with sufficient optical power.

Figure 5.3. The am plitu de  o f  the A-scan p ea k  w hen a m irror w as u sed  as a  sam p le  versus the w idth  o f  

the sp a tia l f ilte r  slit.

5.1.4 Measurements with Andor DV877 camera

5.1.4.1 Sensitivity Roll-off

To evaluate the sensitivity roll-off of the LF-FD-OCT in depth, a microscope slide was 
firstly used as the object. The experiments were performed by fixing the object and 
moving the reference mirror axially to change the OPD value. Figure 5.4 shows the 
A-scans obtained by moving the reference mirror axially around the zero-OPD 
position towards the positive and negative depth value. Each CS is sampled by 512 
pixels, which produces 256 point in depth after the FT. The single-side depth range 
is ~2.3 mm. The measurement was performed over the double-side depth range
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(~4.5 mm). Signal attenuation of 6 dB is achieved at 1.65 mm and 1.34 on the 
positive and the negative OPD side respectively.

Figure 5.4. A-scan p ea k  values m ea su red  fro m  a g lass-air in terface versus a d ep th  ran ge o f  4 .5  mm . 

N ote so m e  p ea k s due to  th e  secon d  surface o f  the g lass p la te  are visible on the po sitive  OPD side.

5.1.4.2 Exposure Time

With a certain NDF in the reference beam and a fixed slit opening in the spatial 
filters, the signal amplitude of LF-FD-OCT is dependent on the exposure time and 
the power of the optical source. For LF-FD-OCT, because the optical power is 
distributed to a line field, which reduce the optical density in each measuring point 
on the sample, maximum optical power is usually required from the source; 
therefore, the main parameter limits the signal amplitude is the exposure time. 
Ideally, the relation between signal amplitude and the integration time should be 
linear. Flowever, in reality, long exposure time may suffer from mechanical shaking 
or object movement and washout the fringes in CS; when small exposure time is 
used, the detector readout noise may contribute to the total noise more than the 
shot noise does, which lead to an nonlinear relationship between the signal value 
and the integration time. In order to investigate this relationship, the dependence 
of the OCT signal on the exposure time was performed by measuring OCT A-scan 
signals from a microscope glass slide at a depth position, OPD = 500 pm - 700 pm. 
Assuming shot noise dominates over other noise sources, doubling the exposure 
time should lead to 6 dB enhancements and 3dB rise in the signal and noise 
respectively. Figure 5.5 illustrates the results of experiments with 5 different 
exposure times. The results show that for 16 times of exposure time (4 steps), a 
signal enhancement of 24 dB is obtained, corresponding to 6 dB per doubling; the
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background (noise) level rises by 12 dB, 3 dB per doubling, which meet the 
expectations.

4tnt) t  « K i in  •**» ^ n » i

Figure 5.5. Left: A -scans o f  the m icroscope slide show ing  tw o  p ea k s corresponding to  the glass-air 

an d  air-glass in terface fo r  d ifferen t exposure tim es o f  the CCD cam era. Right: th e  peak  value and  

background a vera g e  value o f  th e  a b o ve  A-Scan da ta . The background d a ta  is an a vera g e  o f  the  

region b e tw e e n  tw o  peaks on th e  baseline.

The sensitivity roll-offs with different exposure times from a single reflective 
object are illustrated in Figure 5.6. Irrespective of the exposure time, the same 
decay slope was obtained, similar to the previous results. The signal/noise variations 
are rather constant over the depth range of 1.5 mm.

Figure 5.6. Peaks o f  PSF roll-off an d  baseline value versus o b je c t axial position  with, acquired with  

three d ifferen t exposure tim es: 10  ps, 2 0  p s  an d  4 0  ps.

5.1.4.3 Reference Power

NDFs were used to balance the light power between the two interferometric beams 
and make good use of the dynamic range of the camera. To evaluate the 
signal/noise value of the LF-FD-OCT versus the reference power, the interference 
signal was measured from a thicker microscopy glass slide at a depth position, OPD 
= 0.3 mm -1.3 mm, with 7 different reference powers, introduced by using NDFs of 
different optical densities (ODs). Transmission through the filter is denoted as:
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T  = T010 ” . Figure 5.7 (left) demonstrates the relation between the A-scan peak 

amplitude of FD-OCT and the reference power. The drop of signal amplitude should 
be 5.2 dB from OD = 0.04 to OD =0.3 and 6 dB for the rest intervals (OD changes for
0.3) according to the relation: AS = 20 log AOD, where AS and A OD stand for the 

variation of the signal value and the OD value. Figure 5.7 (right) shows the two

peaks of the A-scans and noise level obtained with these 7 NDFs. AS are measured 
as 5.1 dB, 5.3 dB, 5.1 dB, 5.0 dB, 4.3 dB and 3.8 dB respectively. The noise drops are
3.9 dB, 4.3 dB, 3.2 dB, 2.4 dB, 1.1 dB and 0.5 dB. The best SNR is obviously obtained 
with minimal OD; however the results show the noise drop is less linear than the 
signal drop. With large OD, the recorded image value on the 2D camera is low and 
therefore the read-out noise and the dark noise dominate the shot noise and 
present milder noise drops. As seen in Figure 5.7 (left), there is a slight horizontal 
shift of the peak positions due to the thickness variation of the NDFs.

Figure 5.7. A -scans signal (left) w ith the peaks an d  background values (right) m ea su red  from  a 

m icroscope g lass slide w ith 7 d ifferen t reference pow ers, con tro lled  by  changing th e  ODs o f  th e  NDF 

in the reference path .

5.1.5 Using Mikrotron EoSens MC1362 CMOS camera

5.1.5.1 Sensitivity Roll-off

The experiments were repeated on a different camera, Mikrotron EoSens MC1362, 
which has a CMOS sensor with a maximum frame rate of 500 fps. The results (Figure 
5.8) show a similar profile shape to that acquired by the CCD. Because the CMOS 
sensor has smaller size pixels (and so a larger number of pixels within the same 
beam footprint) to resolve the spectrum, the depth range is improved in 
comparison to the CCD set-up. The 6 dB depth range extended to more than 2 mm
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in both positive and negative OPD sides. The acquisitions integration time of the 
CMOS is 120 ps.

£  -60-

-5000 -4000 -3000 -2000 -1000 0 1000 2000 3000 4000 5000
Depth (pun)

Figure 5.8. A -scans m easu red  from  a g lass-air in terface using a CMOS cam era  (M ikrotron EoSens 

M C1362) as th e  sen sor in a d ep th  range fro m  OPD = -3 .9  m m  to  OPD = 3 .2  mm .

5.1.5.2 Exposure Time

With the Mikrotron MC1362, better performance in sensitivity 'roll-off' are obtained 
(Figure 5.8 and Figure 5.9) compared with that obtained by Andor DV887 (Figure 5.4 
and Figure 5.6) due to larger number of pixels and finer spectrum resolution. Ideally, 
the increase of exposure time from 30 ps to 60 ps should expect 6dB signal 
enhancement to the signal and 3dB to the noise; further increasing to 90 ps, the 
signal and noise level should rise for 3.5 dB and 1.8 dB respectively. The experiment 
results in Figure 5.9 meet the expectation sufficiently well.

Figure 5.9. Signal p ea k  roll-off curves and background values versus axial position  o f  ta rge t, an air- 

glass interface, recorded  b y  M ikrotron EoSens M C1362 with th ree  d ifferen t exposure tim e: 30, 60  and  

9 0  ps.
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5.1.5.3 Reference Power

Measurements with different NDFs at increasing depths were repeated with the 
CMOS camera. Measurements of peak values of FD-OCT from the air-glass interface 
were performed as the object is moving axially away from OPD = 0, repeated with 
increasing OD in the NDFs used in the reference arm. The results are shown in 
Figure 5.10. The focus of object beam was placed at the farthest end of the depth 
range, therefore with the object moving axially towards to lens, the intensity of the 
total returning light from the object (measured with reference path blocked) 
improves. This arrangement of the object beam produces a rather flat profile of the 
A-scan peaks in depth, though the lateral resolution might be sacrificed. 6 NDFs 
were used to alter the ratio between the object and the reference power. As shown 
on Figure 5.10 (a), the depth profiles of the A-scan peak present two different 
shapes due to the ratio changing. From Figure 5.10(b), we can see the object power 
(area in blue) is similar to the reference power (lines) when OD = 0.6. When the 
power of the reference beam is much lower than that of the object, the signal 
intensity increases in depth due to the fact that the large power in object beam 
dominates the interference; however such a case is not applicable in real OCT 
imaging with scattering objects.

The average signal drop AS - 3.1 dB, 6.9 dB, 9.2 dB, 4.8 dB and 7.5 dB with the 
OD increasing for OD = 0.3 to OD = 1.8 with an interval of 0.3. The variations of AS 
due to reference power are quite large, which is possibly related to the non-linearity 
of the CMOS's response. Doubling the reference power by reducing the OD from 0.6 
to 0.3 only presents 3.1 dB enhancement to the signal value; while halving the 
reference power (OD = 0.6 to OD = 0.9) leads to a signal drop of 6.9 dB; therefore 
OD = 0.6 presents the optimal interference signal, which can be confirmed by Figure
5.10 (b). It is obvious that the reference power is similar to the object power when 
OD =0.6. In practice, the selection of NDF should consider using the most of the 
dynamic range of the camera; however, balanced should be made with other 
factors including, exposure time, focus position and width of the spatial filter.
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(a) (b)
Figure 5.10. (a) The A-scan p ea k  values o f  LF-FD-OCT versus d ep th  w ith differen t reference p o w er  

con tro lled  by  changing the OD o f  th e  NDF in th e  reference beam ; (b), the p o w e r  o f  reference beam  

(lines) w ith 6 d ifferen t NDFs an d  o b jec t p o w e r  (area) co llec ted  a t  d ifferen t dep th  positions, th ese  tw o  

group o f  d a ta  w ere  acqu ired by  th e  cam era  directly.

5.1.6 Comparison

A comparison of the system performance of the LF-FD-OCT using two cameras, 
Andor ixon DV877 EMCCD and Mikrotron EoSens MC1362 CMOS is summarised in 
Table 5.1. The SLD output power is 5 mW. With a 50-50 beam-splitter, half of the 
light power is distributed into 512 channels for Andor, each channel uses less than 5 
pW on average. With the CCD working at 17 fps, the equivalent A-Scan rate is 8.7 
kHz. The sensitivity is measured by using a mirror as object and subtracted the 
average background (noise) value from the measured A-scan PSF.

Table 5.1. O verview  o f  LD-FD-OCT technical perform ance using tw o  cam eras

Parameters Andor DV887 
(Exposure time = 300 pis)

EoSens CMOS MC1362 
(Exposure time = 120 ps)

Spectral resolution 0.078 nm/pixel 0.043 nm/pixel
Max depth range 2.3 mm 4. 2 mm
Depth resolution 17 pm 17 pm
B-scan width 7 mm 8.6 mm
Lateral resolution 36 pm 24 pm
Sensitivity 63 dB 60 dB
6dB depth range ~1.5 mm >2.2 mm
Max frame rate 17 fps (8.7 k A-Scans /s) 500 fps (500 k A-Scans /s)
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5.1.7 Examples of B-scans images

5.1.7.1 Skin

A number of biological tissues were imaged to test the performance of the LF-FD- 
OCT. The first in-vivo measurement was for finger skin that is scattering and the 
stratum corneum, at the top, shows higher reflectivity than the tissue inside. Figure
5.11 presents several in-vivo B-scan images collected from four of my fingers, the 
difference of epidermis thickness are noticeable. Sweat ducts can be observed in 
Figure 5.11 (c).

(c) (d)
Figure 5.11. OCT B-scan im ages co llec ted  fro m  fingers o f  th e  author: (a) little  finger; (b) m iddle finger; 

(c) thum b an d  (d) index finger.

5.1.7.2 Teeth

B-scan images of a human tooth excised from a patient are shown in Figure 5.12. 
Metal fill-in material and its boundaries can be located in the left image. Internal 
inhomogeneities structures of a different part of the tooth are observed in the 
image on the right.

Figure 5.12. In-vitro B-scan im a g es from  d ifferen t p a r ts  o f  hum an tee th , left: m eta llic  fill-in; right: 

sca tterin g  fea tu res.
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5.1.7.3 Fruit Fly Larva

In-vivo imaging on imaging fruit fly Drosophila melanogaster larvae was performed 
and some cavities and layer structures can be seen in the B-scans in Figure 5.13. The 
imaging quality is reduced due to the periodic movement of the live larva. In the 
developing stage, the larva executes a combination movement due to slow lateral 
peristaltic force and axial displacements of fast heartbeat.

Figure 5.13. In-vivo B-scan images from a fruit fly Drosophila melanogaster larva, Left: a 
cavity structure can be observed in the middle of the image; right: layer structures observed 
in sagittal planes of the larva body.

5.2 Using Extended Light Sources in LF-FD-OCT

High spatial coherence is required for scanning OCT to attain good contrast of 
interference-modulated channelled spectrum; therefore, a single-mode light source, 
e.g. an SLD coupled to a single-mode fibre or a broadband femto-second laser [50] 
is required for illumination; thus, a SLD is used as the light source in our LF-FD-OCT 
setup. However, multi-mode or extended light sources have been used in parallel- 
detection OCT [118, 136, 144, 206-208]. In this section, trials of using multi-mode or 
extended light sources in the LF-FD-OCT set-up are described.

5.2.1 Extended Light Sources for OCT

The advantages of using multi-mode light in parallel OCT have been recognised, 
including improving resolution [118, 137, 209] and reducing speckles [180, 183, 
210]; therefore thermal lamps and Xenon lamps [211-213] have been extensively 
used in FF-OCT [136, 137, 147, 206]. Using extended light in FD-OCT, have been 
reported recently in both scanning system [214] and in parallel set-up [207, 213]. An 
extended source is a type of multi-mode light source, whose angular size exceeds 
the resolution of the instrument being used to observe it [215]. All types of
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extended sources, including surface emitting LED, incandescent light bulb, gas 
discharge lamp (e.g. a Xenon lamp) produce multi-mode light.

In our LF-FD-OCT system, the single-mode SLD exhibits spatial coherence in all 
directions. This is important for the dispersion direction (see the 'x-z plane1 in the 
bottom of Figure 5.1), in our case, horizontally, because high spatial coherence is 
required to maximise the visibility of the CS. However, the spatial coherence is not 
required along the parallel direction (vertical), which leads to cross-talk between 
parallel channels. In the B-scan images this appears as speckle noise, which can be 
seen in Figure 5.11 - Figure 5.13. As discussed in Chapter 3, along the parallel 
direction, multi-mode radiation can be applied to reduce cross-talks. Therefore an 
ideal light source for LF-FD-OCT should have perfect spatial coherence along the 
dispersion direction (horizontal) and be incoherent in the parallel direction (vertical). 
A solution to approach these requests is given by using extended light sources that 
have line shapes.

5.2.2 Linear Light Sources

An extended light source emits transversal multi-mode light in all directions, 
therefore, to obtain spatial coherence in the dispersion direction is challenging. 
Generally, that the smaller the emitting area of the light source, the better the 
spatial coherence and the better visibility of the interference fringes can be 
obtained in FD-OCT [206], Therefore, a thin linear extended source, for example, a 
straight filament of a incandescent bulb or a straight electric arc from a gas 
discharge lamp, is possibly capable of providing multi-mode linear illumination.

In order to preserve the spatial coherence along the dispersion direction, the 
width of the linear sources should be keep at minimal; however, in reality, these 
sources cannot be very thin (compare to the dimension of a single-mode source), 
thus partially coherent light may lead to an increase in the DC terms and a reduced 
contrast of the CS obtained by the FD-OCT. The A-scan signal is thus lowered, 
depending on the degree of the spatial coherence. Improving spatial coherence 
from extended sources was demonstrated by Dennis Gabor [216], the inventor of 
holography, who passed monochromatic light from a mercury-vapour lamp through
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a pinhole spatial filter and successfully produced light with improved spatial 
coherence. When a wave with finite coherence area is incident on a pinhole, the 
wave suffers diffraction on the pinhole. Far from the pinhole the emerging spherical 
wavefront is approximately flat. The coherence area is then increased while the 
coherence length is unchanged; however, the effective brightness of the source is 
significantly reduced.

5.2.3 Visibility of Channelled Spectrum

In order to improve the spatial coherence in dispersion direction using a linear light 
source in our LF-FD-OCT set-up, a slit is required as a spatial filter. Reducing the 
opening width of the slit in front of the light source will improve the spatial 
coherence in dispersion direction. An evaluation method of spatial coherence is 
demonstrated by using the Young's double slit experiment [38]. In my LF-FD-OCT 
with extended light sources, the visibility of the channelled spectrum will be a 
product of 3 factors: the temporal coherence factor (OPD), the spatial coherence 
factor and the polarisation. The two interfering terms in the self correlation term 
can be assumed as having exactly the same polarisation, as the two glass plates are 
inclined at the same angle to the incident beam direction (and so the same 
polarisation, apart from some J t phase factor). Therefore, by fixing the object at a 
constant OPD, the spatial coherence of the light source in dispersion direction can 
be evaluated by examining the contrast of the CS from the spectrometer. The cross
talk is assumed as negligible when reflective objects are used as the target.

To evaluate the contrast of the channeled spectrum, the interference visibility 
is to be calculated using Eq. 2-14: I

r =I  — I  A± max ± min _ P ~ v

^ max ^min

(5.1)

where I maxar\d I min denote the value of the local peaks and troughs of the CS 

respectively; A represent the peak-to-trough amplitude and / denote the 

average value of the peaks and the troughs. The Ap_v and / can be obtained by a
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numeric algorithm, composed by noise reduction, signal decomposition and fringe 
envelope extraction. In the signal decomposition step, the DC trend of the CS is 
separated from the AC fringe waveform; thereby Ap_v can be obtained from the

double of the AC waveform envelope; while I  is the DC trend of the spectrum. An 
example of 2D CS and the retrieved data, including the CS (blue), the decomposed 
DC (green) and AC waveform (red) with its envelope are shown in Figure 5.14. This 
example image was obtained from an air-glass interface using a Xenon flashtube as 
the light source of the LF-FD-OCT, which will be described in following section. The 

average visibility is y = 24.1%. In the following examples, all visibility values are 

calculated with the same algorithm.

(a)
Figure 5.14. (a) A im age  o f  channelled  spec tra  array recorded  by  th e  2D cam era  in th e  LF-FD-OCT 

sys tem  fro m  a single air-glass in terface; (b) the d a ta  ex tra c ted  from  a row  o f  th e  spectru m  to  

eva lu a te  the visibility o f  th e  channelled spectrum , including th e  original CS (b lu e ), the low  frequ en cy  

co m p o n en t o f  CS (green) which can be  o b ta in ed  b y  ( I max + l mm) / 2 ,  th e  high frequ en cy  com pon en t

(fringe) o f  CS (red) an d  th e  en ve lope  o f  th e  fr in ges (cyan), which is acqu ired  b y  ( I  -  Imm) / 2 .

5.2.4 Extended Light LF-FD-OCT Set-up

The original Line-field FD-OCT system was modified to accommodate light sources 
with transverse multimode radiation, including a tungsten incandescent lamp that 
has a linear filament, a red LED and a xenon flashtube, the latter two are both 
integrated on a commercial digital camera body. An SLD (SLD-675, Superlum) with a 
central wavelength of 675 nm and FWHM bandwidth of 8.8 nm was used to aid the 
alignment and present a reference to be compared with the results of the 
incoherent light sources.

A slit, SL1, was inserted into the light source arm of the LF-FD-OCT system in 
vertical direction, between two lenses L l l  and L12, as shown in Figure 5.15. The

(b)
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linear light sources were mounted vertically and were focused by L l l  onto the SL1. 
Ideally, each entrance point on SL1 illuminate one channel of the LF-FD-OCT. When 
the LED (has a 2D area) or the SLD were used; a cylindrical lens with a focal length of 
10 cm was used between L2 and the beam-splitter, BS, similar to the original LF-FD- 
OCT set-up (Figure 5.1). The camera, Retiga EXi-fast 1394, is a monochrome CCD 
camera with 1392 xl040 pixels, 10 frames per second at full resolution, 12 data bit 
and pixel size of 6.45 x 6.45 pm2.

Figure 5.15. Schematic of the LF-FD-OCT. ES: an extended light source; a spatial filter is 
composed by two achromatic doublets, L ll  (f=50 mm) and L22 (f-100 mm) with a slit, SL1, 
oriented vertically. 2D DA, CCD monochrome camera, Retiga EXi-fast 1394, 1392 xl040 
pixels, 10 fps, 12 bit and pixel size 6.45 x 6.45 pm2; the rest parts are identical to that in 
Figure 5.1.

In the tests with different sources, we used an air-glass interface of a glass 
tube as the object. The surface of the tube was firstly illuminated by the SLD-675 as 
the light source. The visibility of the channelled spectrum was measured as 

7  = 75.5% from the spectrum. The CS obtained from the air-glass interface using 

the SLD is displayed in Figure 5.16. The OPD is about 0.1 mm.
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Figure 5.16. A channelled spectru m  o b ta in ed  from  a g lass-a ir in terface using th e  SLD675 as th e  light 

source.

5.2.5 Incandescent lamp

The first extended source we tried was an incandescent light bulb with a linear 
filament. The tungsten filament incandescent lamp is a simple thermal source that 
exhibits a smooth, continuous spectrum from about 400 nm to over 1000 nm. The 
filament and the measured spectrum are displayed in Figure 5.17. The linear 
filament has a thickness smaller than 0.5 mm and is ~90 mm long.

Figure 5 .1 7  Spectrum  (right) e m itte d  b y  a s tra igh t f ila m en t (left) o f  an in can descen t bulb (130 V, 30  

W)

The linear filament of the incandescent lamp was inserted as the light source in 
Figure 5.15, oriented vertically. The width of the slit was set at 50 pm in most 
experiments. The CS obtained using the linear filament as the light source and the 
glass-air interface as object can be observed in Figure 5.18. 15 peaks and 15 valleys 
are observed, which give an average fringe visibility of 2.8% using the algorithm 
described in Section 5.2.3. This value is low for any meaningful measurement. The 
filament is subject to vibrations at a frequency of a few hertz as it is operating. The 
vibrations handicaps further experiment because the slit is only open for 500pm; 
the vibrations produce large instability to the measurements.
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Figure 5.18. Channelled spectru m  fro m  a single air-glass in terface using a linear tu n gsten  fila m en t as 

th e  light source, recorded  b y  R etiga CCD.

5.2.6 LED

The second extended light source that was tested was a LED from a compact digital 
camera, Canon PowerShot S500 (or Canon Digital IXUS 500). The spectral 
characteristics of LED emissions are similar to that of the SLDs at similar 
wavelengths. The spatial coherence of LEDs depend on their micro-fabrication 
structure [217], for example, the edge-emitting LED (EELED) have a smaller area 
(diameter of tens of micron) and much improved spatial coherence than normal 
surface-emitting LED (SELED). In fact, SLD is a type of EELED that operates in the 
super-luminescence mode. SELED has a large emitting area, thus provides wide 
angle and multi-mode illumination. LEDs have a fast temporal response, less than 
one microsecond compared to milliseconds that is needed by Xenon lamp [218]; 
therefore allow stroboscopic illumination scheme.

The LED on Canon S500 body was used as the light source and CS is recorded by 
Retiga CCD. In fact, the imaging sensor of Canon S500 can be used as the detector 
array in the spectrometer at the same time by devising proper interface optics. The 
separate camera was used in the experiment for the convenience of alignment. A 
spectrum with a central wavelength of 610 nm and 45 nm FWHM bandwidth was 
measured. Because the LED has a 2D emission area, a cylindrical lens was inserted 
(similar to Figure 5.1) between a pin-hole (instead of the slit, SL1) and BS. The CS 
and the A-scan measured from the air-glass interface are shown in Figure 5.19. The 
average visibility of the CS is 27.3% from the central part (5 peaks) of the spectrum. 
This result is better than that of the incandescent lamp. The main limitation in using 
this LED in further experiments is its low brightness. In order to obtain good spatial
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coherence from the relatively large square emission area, a large proportion of the 
emission was wasted by the spatial filter.

Figure 5 .19  Channelled spectru m  (left) an d  A-scan (right) o b ta in ed  from  the single air-glass in terface

using a 610  nm  LED as the ligh t source in th e  LF-FD-OCT.

5.2.7 Xenon Flash lamp

For OCT applications, short-arc continuous Xenon lamp has been tested and 
compared with a thermal tungsten halogen lamp in a time-domain LCI set-up [206] 
and the author concluded that a xenon lamp has higher radiation or energy flux 
than halogen lamp though the contrast of OCT images may be reduced due to the 
broadened baseline in the PSF which is a result of the spikes in the spectrum of the 
xenon lamp. For FD-OCT, the spectral spikes could have saturated some parts of the 
detector array, while the rest part of the spectrum remains low in value, which in 
fact reduce the dynamic range of the measurement.

Nowadays, most consumer-grade digital cameras have integrated a built-in 
xenon flash lamp. There are also independent flash units that could be used 
together with the camera that produce large optical power. Xenon flash lamp 
produces pulses of short duration, typically a few milliseconds [219]. Similar to 
thermal lamps, the Xenon flash lamps produce continuous-spectrum output from 
250 nm to over 1 pm. Flowever, on top of the thermal-like spectrum, there are 
several peaks at 450 nm and between 650 nm and 1000 nm [220], We selected two 
xenon flash lamps to compare the spectral shapes. Spectra of an integrated flash 
lamp on the body of the Canon S500 and a more powerful independent flash unit 
Vivitar 285FIV were measured as shown in Figure 5.20. In the Vivatar's spectrum, 
the peaks between 800 nm and 900 nm saturate the camera before sufficient 
spectrum data are recorded; thus only little exposure level is allowed, which cancels 
the advantage of the powerful output. The Canon flash delivers a relatively smooth
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spectrum, especially in the NIR region; therefore, FD-OCT data were acquired with 
the Canon flash.

Figure 5.20. M easu red  spec tra  o f  tw o  xenon flash tu bes: Vivitar 285H V xenon flash  (left) an d  Canon 

Ixus S500 in teg ra ted  fla sh tu b e  (right).

The lens and the diffuser in front of the Xenon tube were removed (see Figure 
5.21. left) and the glass tube was used as the target. Sampling the bandwidth from 
about 500 nm to 700 nm, a CS with a visibility of 21.2% is obtained as shown in 
Figure 5.21. right.

Figure 5.21. Left, n aked  Xenon flash tu be; right, recorded  channelled spectrum  due to  th e  in terference  

b e tw een  th e  tw o  surfaces o f  th e  m icroscope slide.

5.3 Using Consumer-grade Digital Cameras in LF-FD-OCT

Our goal is to evaluate the possibility of using the lights and the imaging sensor on a 
DSLR camera body as the light source and the detector in LF-FD-OCT. To do this, 
several low-cost cameras were evaluated with the extended sources.

OCT developers prefer scientific cameras that have high sensitivity, high 
dynamic range and low noise sensor. From Chapter 3, we know that a high dynamic 
range is important to obtained sufficiently large interference signal from the 
background. Technology of semiconductor imaging sensor has been developed 
rapidly in the last two decades. A large number of camera manufacturers are 
competing to promote new CCD and CMOS cameras with high-speed, low-noise, 
versatile functions in comparatively low cost, especially for the commercial digital
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single-lens reflex camera (DSLR) and the machine vision camera markets. Most 
DSLRs, especially the mid-low grade devices have an LED and a flash-lamp 
integrated on the camera body; this has inspired us to attempt using a low-cost 
camera to replace the scientific cameras in LF-FD-OCT.

5.3.1 Challenges

Compared to the 2D cameras used in OCT research, consumer-grade DSLRs present 
higher noise values because the DSLRs are not hermetically sealed, when operating 
at ambient temperature, electrons in response to thermal excitation of the detector 
will be produced in addition to the captured photons. Additionally, the pixel size of 
DSLR is smaller than most scientific cameras. Most DSLR cameras use the sensor of a 
size (~ 24 mm x 16 mm) similar to Advanced Photo System-Classic (APS-C) film. 
Because the camera manufactures are after pixel number more than pixel size, 
typical pixel size of modern DSLRs is a square with a length of 4 pm to 6 pm, whereas 
the majority of scientific cameras have pixel larger than 10 x 10 pm2. Large pixel 
area allows a larger quantum well thus better sensitivity and dynamic range. 
Commercial colour cameras have colour filter array (CFA) attached to the sensor, 
usually in the form of Bayer filters [221]. This element provides the capability to 
gather chromatic information by applying three optical band-pass filters onto each 
pixel. However, when these cameras are used in OCT, the QE of the sensor will be 
further reduced by about one third, which makes the camera less sensitive. 
Another feature of the commercial cameras is that they are equipped with 'anti- 
blooming' gates (see Chapter 3) to allow excess current to flow out of the pixel 
before the charges spills into adjacent image pixels. This feature reduces the fill 
factor of the sensor and leads to non-linearity response.

Modern DSLRs employ fast curtain mechanical shutter to enable very small 
exposure times. However, when it is synchronised with a flash unit, the shortest 
exposure time allowed by a DSLR becomes much larger, which is known as flash 
sync speed. For example, most DLSR have a minimal exposure time (shutter speed) 
of a fraction of a millisecond, however the flash sync speed is rarely shorter than 
1/500 second. That means that when the flash is used together with the camera, 
the minimal exposure time is a few times of the minimal shutter speed. The reason

118



of this degradation is due to the shutter mechanism of the focal-plane shutters (in 
contrast to central shutter) used in DSLR. The focal-plane shutters have two blades 
moving in a settled sequence. When a very small exposure time was used, the 
second blade can start to move before the first one blocking the incident light 
beam. There is no problem when this fast movement is in the continuous 
illumination because there is a constant exposure duration on different regions of 
the sensor. However, the flash pulse is short, compared to the speed of the blade. 
When the flash is used, the pulse will generate a pattern of the moving blades at the 
instant of flash emission. To avoid this artefact, most DSLRs limit the minimal 
exposure time when synchronised with a flash unit. In some high-end DSLR, a leaf 
shutter is used instead, which allows the camera to be synchronised at a higher 
speed.

Commercial DSLRs have slow frame rate (normally a few fps at full speed) due 
to large number of pixels. The flash-lamp also needs a period of time to recharge its 
capacitor before the next emission. Thus LF-FD-OCT is more compatible because 
only a single frame is required to produce a B-scan OCT image.

5.3.2 Experiments

The Andor EMCCD was replaced by three cameras in following experiments: a 
middle-grade industrial CCD camera, Retiga Exi-fastl394, an entry-level DSLR Nikon 
D80 and a middle-grade DSLR, Canon EOS 50D. Technical parameters of Andor, 
Retiga and Canon are listed in Table 5.2. Nikon D80 is a discontinued DSLR which is 
inferior to the Canon 50D.

5.3.2.1 Retiga EXi-fast 1394

Retiga Exi-fast 1394 is a CCD camera that offers 1.4 million pixels and integrates an 
internal electrical shutter that is helpful in the applications that require small 
exposure time. Generally, it is less sensitive than the Andor (without applying EM 
gain) and provides a relatively smaller dynamic range, 12 instead of 14 bits. The full 
well depth of Retiga is 18,000 e- in comparison to that of Andor, 192,000 e-, 
expected due to an area pixel smaller by a factor of more than 6. It is a useful 
intermediate step between the scientific cameras and commercial DLSRs. Due to
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the larger number of pixels of Retiga, better spectrometer resolution and thus 
larger image depth is achievable.
Table 5.2. P aram eters o f  th e  th ree  cam eras w e u sed  in the experim en ts

Andor DV887 Retiga Exi-fastl394 Canon EOS 50D
Sensor type E2V TECH CCD87 SonylCX285 CCD Canon CMOS
Pixel number 512 x 512 1360 x 1040 4752 x 3168
Pixel size (pm2) 16 x 16 6.5 x 6.5 4.7 x4.7
Sensor size (mm2) 8 x 8  mm2 8.8 x 6.8 22.3x14.9
AD frequency (MHz) 5 20, 10, 5, 2.5 NG*
Max. frame rate (fps) 17 10 6.3
AD resolution (bits) 14 12 14
Full well capacity (e-) 192,132 18,000 NG
Read noise 35.52 e- @5MHz 8 e-
Dark current 0.0058 15e-/pix/s (- 

92.9 °c)
0.15e-/pix/s (cooled)

Linearity < 1% over 14 bits NG
Response uniformity (%) < 0.01 NG
Minimal integration 
time

20 ps in 1 ps increment 10 ps -  17.9 min in 1 ps 
increment

1/8000-30 sec 
with 0.3/0.5 EV 
increment

Sensitivity 13.5 e- per AD count NG ISO 100-12800 
with 0.3/(l EV 
increment)

Single pixel 35.52 electrons NG
Base level 718
Binning Any size 2x2, 4x4, 8x8 2(1.4x1.4), 2x2
(ROI) Region of interest l x l  to full frame l x l  to full frame Full frame
Trigger mode Internal/external/soft

ware
Internal/external/softwa
re

Software/wired/
wireless/IR
remote

Synchronisation output TTL input and output TTL input and output PC sync flash 
terminal

Shutter No Integrated electronic 
shutter

Focal-plane
mechanical
shutter

Filter UV coating Removable IR cutting 
filter

Built-in low pass 
filter

Connection Camera link IEEE 1394 FireWire USB 2.0
Extra 255 steps EM gain Anti-dust coating

(* 'NG' — 'not given' by the manufacture)
We used all cameras in the original set-up (Figure 5.1) with a glass tube (air- 

glass interface) as the target to compare the decay with OPD in the A-scans (Figure 
5.22). As expected, the system equipped with the Retiga camera offers a depth 
range double of that of the Andor. The signal is slightly lower than that of the Andor 
over the most of the depth range due to less data bits (12 compare to 14 in Andor) 
is available. Using the exposure time, 1ms, the sensitivity of the system equipped 
with the Andor is 7 dB higher than that of the Retiga. Flowever, because of the high

120



spectral resolution, the value of A-scan peak obtained by Retiga surpasses that 
obtained with Andor over 750 pm in depth. From this comparison, Retiga seems 
able to replace the sensitive Andor camera even for the same light source.

Figure 5.22. A-scan p ea k  d eca ys m ea su red  fro m  an air-glass in terface o ver  the d ep th  range ofFD-OCT  

with tw o  d e te c to r  arrays: A ndor D V887 an d  R etiga EXi-fast 1394.

53.2.2 Nikon D80

Nikon D80 is an entry-level DSLR model released in 2006. It has a Sony CCD sensor 
with 10 mega pixels. We used the LED from the Canon S500 as light source and the 
glass tube as the object to examine the visibility of the CS and to compare the 
results with the Andor. The recorded CS obtained with Nikon and Andor are shown 
in Figure 5.23. The average visibility of the central regions of the channelled 
spectrum obtained with Andor and Nikon are 27.3% and 18.3% respectively. This 
difference is possibly related to the alignment error, because Andor and Retiga have 
live view output to the PC that can help adjusting the alignment, whereas it is 
difficult to find the best focus position with Nikon D80 due to lack of live view. The 
alignment of Nikon was carried out by observing through the viewfinder on the 
camera body and by examining the recorded images repeatedly. Besides, random 
noise is seen in the channelled spectrum obtained by Nikon, which is expected due 
to a higher dark noise and the limited sensitivity. The preliminary result obtained 
using Nikon suggests that it is possible to employ commercial cameras in FD-OCT. To 
continue the test, we selected a more advanced DSLR with better sensitivity, the 
Canon 50D.
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Figure 5 .23  Channelled spectru m  o b ta in ed  using 2 cam eras: Nikon D80 (ISO=800) (left) an d  A ndor 

D V887 (right).

5.3.2.3 Canon EOS 50D

Canon EOS 50D is a middle-class DSLR that is equipped with a CMOS sensor. With 
this camera, we use the Canon S500's xenon flash lamp as the light source for LF-FD- 
OCT. The manufacture attaches an integrated IR filter to the top of the sensor to 
stop the NIR light (which reduces noise due to NIR in photography); thus the sensor 
is insensitive to NIR light. The effect of this filter can be seen in Figure 5.24, where a 
white (full-colour) spectrum from the Xenon light source was recorded by Canon 
50D. We know from Figure 5.20 that there are a few spikes between 800 nm and 
900 nm in NIR region of the spectrum of the Xenon flash-lamp; therefore the '800 
nm - 900 nm' region is difficult to be used in FD-OCT anyway. Another region in the 
spectrum, between 500 and 700 nm (yellow-red) is thus selected for FD-OCT 
calculation.

Figure 5.24. Spectrum  im age  acqu ired using the Xenon flash  lam p as the ligh t source an d  the Canon 

50D DSLR as the d e te c to r  array in LF-FD-OCT.

A 150 mm focal length doublet was used in front of the sensor to cover the 
wavelength bandwidth of more than 200 nm. Because Canon S50's flash is 
integrated to the camera body, there is no synchronisation output to connect to 
Canon 50D. Therefore, we operated the Canon 50D in 'bulb' mode (the release and 
reset of the shutter was controlled manually) to apply a long exposure time which is 
long enough to capture the pulse from the flash. The sensor was open for a few 
seconds and the ambient light was kept to the minimal. The measurements were
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implemented at the sensitivity setting ISO=800. Two microscope slides were 
attached together as the object to examine the ability to resolve multiple layer 
structure. An A-scan data retrieved from a B-scan image acquired with Canon 50D 
are shown in Figure 5.25. The three layers of the object were resolved; however the 
signal is rather low.

»life

Figure 5.25. A-scan (left) e x tra c ted  from  a B-scan im age  (right) o b ta in ed  from  tw o  m icroscope slides 

using Canon 50D as th e  d e te c to r  array an d  th e  Xenon flash  on a se p a ra te d  cam era  as th e  light source  

in LF-FD-OCT. The red  d o t line ind ica tes the position  o f  the A-scan.

5.4 Summaries and Perspectives

In this chapter, a prototype of LF-FD-OCT setup is described, including its structure 
and acquisition method. The LF-FD-OCT set-up uses a 2D camera to perform parallel 
detection; the system structure is comparatively simple and compact. The setup 
were tested with different exposure times and attenuation values. The sensitivity 
roll-off curve is drawn and image examples obtained from biological samples are 
demonstrated. LF-FD-OCT setup is a simple optical device that is composed of a 
Michelson interferometer and a spectrometer, both of which could be built into 
highly integrated optical parts without any moving components. The system 
performance is mainly related to the light source and the detector array.

Experiments that employ different extended sources and 2D cameras in an 
effort to simplify and lower the cost of the LF-FD-OCT set-up have been presented. 
Extended sources were tested as light sources of LF-FD-OCT compared to the SLD; 
low-cost DLSRs have been tested.

There is a trade-off of spatial coherence, which has to be put right when using 
incoherent light sources for LF-FD-OCT. We require them being incoherent along the 
lateral object direction; while at the same time, a good spatial coherence should be 
preserved to provide good visibility in the channelled spectrum. The linear filament 
has an ideal physical shape though exhibits a small vibration which deteriorates the
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signal quality. The LED has a very good spectral shape and enables high spatial 
coherence; however its limited emission brightness leads to a signal too low to be 
used on scattering tissue imaging. The xenon flash-lamps have spikes in the NIR 
region while the arc shape is not perfectly linear and not stable. The optical power 
per mode in all extended sources is still low to meet the requirement of high 
sensitivity OCT acquisition. To make full use of the improved depth resolution, the 
light power has to be increased. The results from the experiment using extended 
sources have shown small depth resolution, but also lower sensitivity, which direct 
such FD-OCT systems towards a limited range of applications, such as measurement 
of paper thickness or layers of translucent objects.

The ability of the DSLR cameras to resolve the channelled spectrum from the 
spectrometer is also presented. A DSLR was demonstrated capable of producing 
tomographic images of reflective layered structure. The low-cost cameras were 
tested in LF-FD-OCT. The results were not convincing for OCT but may be good to 
recommend such systems for sensing and measurement on reflective objects. Using 
DSLR in LF-FD-OCT is made difficult due to several issues: (i) coating of optical 
system of LF-FD-OCT is optimised for NIR light above 650 nm, whereas DLSRs are 
deliberately optimised to have very little QE in NIR; (ii) alignments of DLSRs is 
difficult on the photography modes without live-view; (iii) technical difficulties in 
synchronising the camera with extended sources, which brings extra noise into the 
experiments. However, technology in DSLR cameras is rapidly advancing, and the 
specification of parameters is still growing steadily. It is foreseeable that the late 
state-of-art DSLRs are closing the gap between consumer-grade cameras and the 
expensive detectors for OCT. The experiments with the DLSRs are rather 
preliminary, however the experiments prove that low-cost consumer-grade cameras 
can replace expensive scientific cameras in FD-OCT in the near future, at least for 
some specific applications.
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Chapter 6 Coherence-gated 

Wavefront Sensing
In this chapter, a novel wavefront sensing (WFS) technique combined with detector- 
array-based low coherence interferometry (LCI) is presented. The LCI techniques are 
similar to that were described in Chapter 4. Both time-domain and spectral-domain 
OCT methods have been integrated in a Shack-Hartmann (SH) wavefront sensor 
(WFS), which allow reducing the depth range of the WFS. For the time-domain 
method, phase-shifting interferometry (PSI) is employed and 2D SH spots patterns 
from am en-face plane can be generated in a selected depth directly; whereas for 
the spectral-domain approach, by using swept-source acquisitions, SH spots pattern 
in a 3D data volume are acquired simultaneously. Both techniques are described in 
this chapter. Experiments of measuring wavefront aberrations from 5 planes in a 
multiple-layer target are demonstrated.

6.1 Background

6.1.1 Adaptive optics

Adaptive optics (AO) is a wavefront correction method that uses information about 
medium through which light passes to improve the performance of optical imaging 
[222, 223], It was firstly used to improve the performance of astronomical 
telescopes [224] by reducing the effect of wavefront aberrations due to the 
atmospheric turbulence. Since 1990s, applications of AO have expanded to 
ophthalmology [225], microscopy [223] and communications [226]. A typical AO 
system is composed by a wavefront sensor, a corrector (e.g. a deformable mirror or 
a liquid crystal array) and a control system. The wavefront sensor measures the 
wavefront aberrations of incoming light beams and provides real-time information 
to the control system that instructs the corrector to compensate for such 
aberrations in an open or a close loop [227],
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For biomedical imaging applications, AO has been mainly used in Ocular 
imaging systems [228] to measure the wave aberrations of human eye by sensing 
the wavefront emerging from the retinal reflection that is produced by a focused 
light spot on the fovea [229]. This technique leads to new approaches of 
ophthalmological diagnosis and treatment, such as wavefront-guided laser- 
assisted in situ keratomileusis (LASIK) [230] and photorefractive keratectomy (PRK)
[231] , AO has also been used to improve the imaging quality of a wide range of 
established biomedical imaging techniques, including OCT (both time-domain OCT
[232] and Spectral domain OCT [233], even with parallel detection technique [234]), 
scanning laser ophthalmoscopy (SLO) [235, 236] and microscopy [31, 223, 237]. A 
brief review of WFS techniques used in biomedical imaging is given below.

6.1.2 Shack-Hartmann Wavefront Sensor

Various wavefront sensing techniques have been used in AO, including spatially 
resolved refractometry [238], interferometric wavefront sensing [155], laser ray 
tracing [239], Shack-Hartmann wavefront sensing [229], pyramid wavefront sensing 
[240] and holographic wavefront sensing [241]. Shack-Hartmann wavefront sensor 
(SH-WFS) is the most widely used wavefront sensing device in biomedical imaging 
because it is simple, compact, robust, achromatic (wavelength independent) and 
relatively vibration insensitive [242], SH-WFS was firstly used to allow objective 
measurements of ocular wavefront aberration [229], and later became useful in 
evaluating laser eye surgeries [243], SH-WFSs were also used in diagnosis of eye 
disorder that require high resolution imaging of the retina [244].

6.1.2.1 Structure

SH-WFS was developed from the concept of Hartmann test by Roland Shack and 
Ben Platt [245]. A typical unit is composed by a lenslet array (LA) and a 2D detector 
array (DA). The LA is placed in the path of the incoming light beam and works as a 
spatial window array that split the incoming beam laterally. Each lenslet sub
aperture intercepts a portion of the incoming wavefront ( 
Figure 6.1, a) and each individual beamlet was focused by a lenslet onto a DA that
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records the position of the focus spot. Altogether, a grid pattern of focal spots is 
recorded on a 2D image. Assuming the incoming wavefront from a point source is 
perfectly flat, the recorded spot pattern should be evenly spaced according to the 
geometry of the LA; however if the incoming wavefront is aberrated, each 
wavefront-let sampled by a sub-aperture will lead to a lateral shift of its focus 
position (illustrated in Figure 6.1, b). The displacement of the recorded focal spot 
from its reference position (recorded beforehand from a perfect wavefront) is 
related to an average wavefront slope across the sub-aperture. Altogether, 
information of the wavefront aberration can be work out from all the shifts of the 
recorded spots pattern.

(a) (b)

Figure 6.1 (a), Schematic of the principle of SH-WFS; (b), illustration of wavefront tilts 
produced by the lenslet-array.

6.1.2.2 Numeric Processing

A complete procedure of wavefront measurement using SH-WFS can be separated 
into 3 steps: spots positioning, slopes mapping and wavefront reconstruction. These 
procedures are illustrated in Figure 6.2.
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Figure 6.2. Procedures of numeric processing for SH-WFS measurements

To retrieve the lateral positions of the SH spots pattern recorded with good 
accuracy, the pixel size of the camera should be smaller than the focal spots. The 
central tendency of each SH spot is then located using a centroiding algorithm. For 
instance, in a sub-image recorded by a SH-WFS, which has recorded pixel value I ;j

at pixel (i,j), the centroid position (xc k , y C:k) is determined using a Center-of-Mass 
algorithm:

y c k

ijeAOIk U y

( 6 .1)

where x and y are the Cartesian coordinates of each pixel; k denotes the index of 
lenslet number. The summation is carried out over an area-of-interesti40/k that is 
either the whole area of the corresponding sub-image or a defined area in the sub
image.

The average slope over each lenslet, (cHv/ dx,dw/ dy)k are simply given by the 

shift of the measured spot, (xc,y c)k from the reference location, Cxc,ref,yc,ref)k as
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k

where f is the focal length of the lenslets and w denotes the local wavefront 
(phase), which is related to local derivatives of the slopes:

d w " dw \VW = ---7H-----/ .
dx dy

(6.3)

6.1.2.3 Zonal Reconstruction

Having the slopes matrix, the wavefront can be reconstructed using zonal or modal 
approaches. Zonal approaches based on direct numerical integrations of finite- 
differences, lenslet by lenslet are straightforward [246]. The numerical processing 
start from an edge of the wavefront slope data and defines the wavefront height 
(phase) at each integration area as zero; the wavefront in the next adjacent 
integration area can then be determined according to the local slope and the 
boundary condition. The measured wavefront slopes can be approximated by the 
finite difference:

P o = ^ r ( wi “ w-i) 2 a.
(6.4)

where 0, ±1 subscripts describe the wavefront at the adjacent lenslet locations in x 
direction. The wavefront therefore can be obtained by:

wM J =w + 2 d J^ ;
(6.5)

W i J + l =  W , J - l  + 2 d y P i , j -

These equations are then solved by least-square fitting or iterative method through 
the whole data array.

6.1.2.4 Modal Reconstruction
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The modal approach of wavefront reconstruction describes the wavefront in terms 
of functions that contain analytic derivatives. Using the measured data to fit the 
derivatives of these functions, a direct determination of wavefront from the fit 
coefficients can be attained. By expressing the wavefront w (x ,y ) as an expansion 

of polynomials Pm(x ,y )  in the form of:

M

w ( x , y )  = Y j C-nPnAX>y)
m —\

(6 .6)

where Cm are the polynomial coefficients, the local wavefront slope is written as:

fduA
dx
dw

f  M

m =2

\m=2 dy y

(6.7)

The sum-square

M
X 2= x  -  I  c m ■f ^ ) 2+z  W  -  i  Cm

k m=2 O X  k m=2

( 6 .8 )

can be minimised using dy2 /dCm = 0 ,which provide the coefficients that are

required to reconstruct the wavefront map. Orthogonal polynomials include Zernike 
[229], Tschebychev [247], Laguerre [248], Hermite-Gaussian polynomials [249] and 
non-orthogonal polynomials, such as Taylor polynomials [250], are all used in 
wavefront expression and reconstruction. With the resultant polynomial 
coefficients, a wavefront map can then be obtained by integrating the polynomials 
across the whole aperture.

6.1.2.5 Zernike Polynomials

Zernike polynomials is the most widely used polynomials for wavefront analysis 
because of several advantages:

130



a) Zernike polynomials form a complete set of functions (modes) over a circle 
of unit radius. Because most optical systems have circular pupils, many 
wavefront analyses use integrations of the pupil functions and aberration 
functions over a circular pupil.

b) Data fitting is required due to the finite number of measured SH spots, using 
Zernike polynomials is convenient to describe aberrations and to apply data 
fitting.

c) Zernike polynomials are convenient to be expressed in both polar 
coordinates and Cartesian coordinates and it allows scaling so that all non
zero order modes could have zero mean and unit variance. This provides a 
common reference for all modes that allows meaningful comparison 
between them.

d) Zernike polynomials are mutually orthogonal, therefore all polynomials are 
independent and ensure that the variance of all modes equal to the sum of 
the variance of each individual mode. With normalised Zernike terms, the 
coefficients of particular term (mode) can be used to evaluate the RMS 
contribution of that term directly.

The normalised Zernike polynomials in Polar coordinate system are defined as:

fK R M (p )co s(m 0 ) fo r m > 0 ,O < P< IO < 0< 27T
Z„ (>',0) -< (6.9)

{-N™R„ (p ) sin(/77<9) fo r m < 0, 0 < p  < 1, 0 < 0 < 2n

Non-negative integer 'n' is the order of the polynomial, while Azimuthal frequency
’m' is an integer valued from -n to +n, R is zero when n-m is odd. p and 0 are the

Nmnormalised radius and polar angle of Polar coordinate system. " is a normalised 
factor:

2(/?+ 1) f l  fo r  m = 0
l + ’ m° [0 fo r m *  0

The radial polynomial term K < r) can be expressed in terms of series:

( 6 . 10)
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K ( r )  = -

(n -m )/2z - , j i - 2 k

, „ , ,,n + m 7.,,n + m . . .  *=0 Ar!(--------- &)!(------- + A')!
i f  (n -  m) is even

i f  (n -  m) is odd
( 6 . 11)

The wavefront is then expressed by a weighted definite sum of Zernike polynomials:

k nw(p,0)=££w:z:(p.g)
n m=—n

z £  - W, " N: r M ( p)  sin (m0) + £  <F„" i f 1 (mi?)
( 6 . 12)

where k is the polynomial order of the expansion; Wf  is the coefficient of the 

polynomial mode and equal to the RMS wavefront error for that mode. The first 14 
Zernike polynomials are listed in Table 6.1 and the first 10 Zernike polynomials in a 
circular unit aperture are shown in Fig. 6.3.

Table 6.1. First 14 Zernike polynomials
M ode O rder Frequency z : ( r , 0 ) A berration

0 0 0 1 Piston
1 1 -1 2/?sin(#) Tilt in y, distortion

2 1 1 2pcos(60 Tilt in x, d istortion

3 2 -2 \ [ 6 p 2 sin(2<9) A stigm atism  with axis a t  ±45°

4 2 0 s f 3 ( 2 p 2 ~ \ ) Field curvature, defocus

5 2 2 \ [ 6 p 2 c o s (2 $ ) A stigm atism  with axis a t  0° or 90°

6 3 -3 V8/73 sin(36>)
7 3 -1 ^8(3p 3 -  2 p ) s i n ( 6 ) Coma along y  axis

8 3 1 ^ ( 3 p 2 - 2 p ) c o s ( 6 ) Coma along x axis

9 3 3 V 8 p i sin(30)
10 4 -4 \f\0p 4 sin (460
11 4 -2 yflO ip4 - 3 p 2) s m ( 2 0 ) Secondary astigm a tism

12 4 0 VTo (6 /04 - 6 p 2 + 1) Spherical A berration, defocus

13 4 2 V K )(/ /  - 3 / ? 2 ) c o s (2< 9) Secondary astigm a tism

14 4 4 sflOp4 c o s (4 0 )
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Figure 6.3. First 10 Zernike polynomials in circular unit aperture.

For SH-WFS applications, sometimes it's more convenient to express the 
expansion in Cartesian coordinates system with single indexing scheme:

./max
W(x,y )  = ' £ W jZ j (x ,y)  (6.13)

j =o

where j is the single index mode number. The conversions between j  in single index 
scheme and m, n in double index scheme are

n(n + 2 ) + m

n = roundup
T9T87-3

2

(6.14)
and m = 2 j  — n{n + 2)

6.1.2.6 Performance of SH-WFS

The sensitivity of SH-WFS is defined as the minimal wavefront slope <9min that can be 

recorded by the camera, expressed as

(6-15)

where f is the focal length of the lenslet and A5mjn denotes the minimal resolvable 

displacement of the SH spot, which is related to the centroiding algorithm, the pixel 
size and signal to noise ratio of the detector. With given ASmin, the sensitivity of SH- 

WFS can be improved only by using longer focal length; however, this in return will



affect the dynamic range or the largest measurable wavefront slope, which is 
inversely proportional to the focal length of the lenslet as

G_
D_

2 f
( 6 . 16)

where D is the size of the sub-aperture of the lenslet. Eq. (6.15) and Eq. (6.16) show 
that the sensitivity and dynamic range of the SH-WFS measurement are inversely 
related.

The precision is defined as the repeatability of the sensor, in the form of the 
root-mean-square (RMS) deviations of the measured wavefront. Finite precision is a 
result of pixelisation, planar approximation fitting error, detector noise and other 
random effects [242], The sub-aperture size and the number of the lenslets are also 
related to the accuracy of wavefront measurement, since the local wavefront slopes 
are approximated by the average over the lenslet sub-aperture that is finite in 
number.

6.1.3 Limitation of SH-WFSs

Two main limitations of conventional SH-WFS that are related to our interests are 
the inability of distinguishing aberrations from different depths and the vulnerability 
to stray reflections [32],

6.1.3.1 Insensitivity to depth variations

Standard SH-WFS has little sensitivity in depth. For each lenslet, the depth of focus 
is relatively large due to the limited numerical aperture (NA); therefore the spot 
positions are deviated from the average of the whole depth of focus. As a result, 
when SH-WFS targets on a axial position in a scattering samples, lots of 
backscattering light from layers other than the focal plane will contribute to noises 
and little sensitivity is obtained; especially for thick-specimen microscopy, because 
the sample, e.g. brain tissue, is strongly scattering and imaging should be able to go 
deep to a depth of 3 to 5 mean free paths (MFPs) [251], With the focus at such 
depth, the ballistic light from near the focus that is used to determine the wavefront
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is only a small fraction of the total backscattered light that reach the sensor 
detector; therefore shallow layers deteriorate the wavefront measurements for 
successive deeper layers.

6.1.3.2 Stray reflections

Stray reflections from the interface optics are common problems in AO system and 
are difficult to be rejected totally due to the low numeric aperture (NA) of lenslets. 
In retina imaging, SH-WFS collects light primarily from a point on a single reflective 
layer. In order to minimise the effect of stray reflections from the other surfaces 
than the layer of interests, single path correction is preferable that requires a thin 
beam sent into the eye and the aberrations are picked up by the emerging beam 
returning from the eye. If the same source is to be used for both imaging and WFS 
measurement and the imaging operation and measurement of aberrations have to 
be sequential, thus the wavefront correction cannot be applied dynamically with 
imaging. Further complication of the system is required to allow simultaneously 
measurement of aberrations by using lights of two wavelengths separated by 
dichroic filters. Another solution is to employ off-axis illumination of the retina [252] 
which make the measuring beam coming from the retina through a different path 
than the reflection from the cornea; however this separation of imaging and WFS 
paths usually requires two optical sources [253, 254], which increase the cost and 
the complexity of the system.

When double-pass correction is required [233], aberrations in both the forward 
beam and the returning beam are acquired to be corrected together since the same 
beam is shared by the WFS and imaging facilities. Double-pass WFS allow 
simultaneous WFS with imaging schemes, such as for SLO and OCT; however curved 
mirrors must be used instead of lenses between the scanner and the object to avoid 
the stray lights from the lens surfaces, which leads to a large and bulky layout [236], 
Even though, on-axis corneal reflection is still a problem. Supplementary spatial 
filters are usually needed to reduce the stray light; however, not only the reflection 
from the cornea are too strong to be entirely eliminated by spatial filters, but also 
the size of the spatial filter is related to the accuracy of measurement. Since small 
aperture may stop highly aberrated light from the point of interest at the same
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time; therefore the aperture cannot be very small. Other methods have been 
employed to reduce the effect of the cornea reflections, including moving the lens 
and mirrors in the optics off axis [255] to reduce the reflection and using 
polarisation control to eliminate specular reflections [256], However, off-axis lens or 
mirrors will induce extra aberrations; polarisation control will lead to signal loss and 
will make the measurement results sensitive to the polarisation of the samples.

6.1.3.3 SH-WFS for Microscopy

In microscopy, in order to achieve diffraction-limited imaging from deep positions (a 
few hundreds of microns) inside biological specimens, wavefront aberrations due to 
refractive-index inhomogeneities in the samples must be compensated. However, 
there is rarely a 'guide star1 or reflective layer to provide reference information in 
scattering specimens. At the same time multiple reflections from the microscopy 
slides and multiple facets of multi-elements microscope objectives produce stray 
light to the SH-WFS [257], Strong stray light can saturate the detector and even 
weak light from those layers that are close to near-focal planes creates additional 
spots to the SH spots of interest, which confuses the WFS calculations. Algorithms 
to maximise sharpness metrics, such as simulated annealing [258] and genetic 
algorithms [259, 260] have been devised to assist the correction. Although this is 
possible because the quality of the focus is controllable when a scanned laser is 
used as the light source, for example in fluorescence confocal Microscopy, these 
additional numerical processes are computing-intensive and time consuming, which 
commonly requires several minutes for each point on the scanning beam [261] to 
attain optimum corrections. In two-photon microscopy [262], only the aberration 
for the incoming light beam needs to be corrected. A fast feed-forward correction is 
required to measure the wavefront directly. Predefined depth-resolved WFS that 
provide correction information in a single step sufficiently meet the requirement.

6.1.4 Coherence Gated SH-WFS

A solution for eliminating or at least reducing the effect of all limitations discussed 
above is to introduce a depth gate to the WFS to narrow the depth range of the
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wavefront measurement. Coherence gating, the fundamental concept of low 
coherence interferometry (LCI), has been incorporated in WFS by using either a 
virtual SH-WFS algorithm [31, 263, 264] or a physical SFI-WFS [32].

6.1.4.1 CG/SH-WFS Using Virtual Lenslet

The first report of depth resolvable WFS measurement was proposed by Feierabend 
et al.[31]. The motivation was to narrow the depth range of WFS in fluorescence 
microscopy by using coherence gating to reject out-of-focus light; thereby 
backscattering light was selected from a shallow layer in scattering samples in the 
presence of strong background light, which enable direct wavefront measurement. 
This idea was realised later in a depth resolved WFS assisted Two-Photon 
Microscopy [263, 264] and successfully corrected wavefront aberrations in imaging 
forebrain of zebra fish larva. This time-domain PSI method includes 4 steps: a), From 
the phase shifted interference signal produced by a Mach-Zehnder interferometer, 
the phase of a 3D distribution of the scattered wave was obtained; b), the 3D 
complex field was then calculated from the extracted phase; c), the amplitude of 
complex 3D image data was numerically separated into virtual windows and then 
analysed using a virtual lenslet algorithm (applying Fourier transformations over 
each sub-area) to extract the coherence gated SH spots pattern; d) centroiding and 
wavefront reconstruction.

An advantage of virtual lenslet to a physical counterpart is a larger dynamic 
range due to lack of light collecting effect of the physical micro-lens. Flowever, the 
numerical calculations, especially step (b), are computationally intensive; only the 
last step (d) is required by conventional SFI-WFS. As an interferometric approach, 
the virtual lenslet method has 2 j i ambiguity and therefore requires phase 
unwrapping [265] which increases the processing time. The procedure was subject 
to cross-talks between pixels, which alter the phase information and increase phase 
instability. In fact, the initial development from interferometric WFS to SFI-WFS was 
motivated by the need to avoid phase unwrapping and the phase instability. Using 
a physical SFI-WFS to replace the virtual SFI-WFS may be a solution without these 
deficiencies.

137



6.1.4.2 Physical CG/SH-WFS Methods

Tuohy and Podoleanu [32] have presented a technique that combines a physical SH- 
WFS and a Michelson interferometer. Interference was produced by a reference 
beam and an object beam that passes through a physical lenslet array (LA). Using 
physical LA eliminates the step (b) and step (c) in the virtual LA method, thus 
reduces the computation time. This setup proves capable of working in both time 
domain and spectral domain. The former approach employs a broadband light 
source and PSI method to extracted an en-face image that contains SH spots pattern 
from an axial range of a coherence length around a selected depth, similar to full- 
field OCT (see Chapter 4). The spectral domain approach uses a wavelength tunable 
light source to acquire a sequence of images with tuning wavelengths. Fourier 
transformation is then applied to the spectral data on each pixel, thereby a 3D 
image volume that contain the SH spots pattern are obtained, similar to (full-field) 
swept-source OCT (see Chapter 4). The required 2D depth resolved SH spots 
patterns could be extracted from this 3D volume at required depths. Both 
approaches have proven to be capable of rejecting the stray reflections and 
enhancing signal strength. However, both methods exhibited errors in spots 
positioning compared to that produced by a conventional SH-WFS. One source of 
possible errors was suggested to be the non-uniform distribution of reference 
power across the CCD [32]; speckle noise may also act as a limiting factor of the 
precision.

A design deficiency of the Michelson interferometer based CG/SH-WFS set-up 
(Figure. 6.4) is a portion of light returning from the object (DM) would reach the 
camera without passing through the LA, following the 'BS2-BS1-M1-BS3' route. This 
beam is out of the coherence gate and contributes to noises to the detector. This 
issue can be solved by replacing the Michelson interferometer with a Mach-Zehnder 
interferometer. Experiments based on a, improved Mach-Zehnder-interferometer- 
based CG/SH-WFS system are described in the rest of this chapter. Using this set-up, 
depth-resolved wavefront aberrations can be measured in real-time.
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Figure. 6.4. Schematic of the first physical CG/SH-WFS set-up.
(Image courtesy of Dr. Simon Tuohy [32])

6.2 Mach-Zehnder Interferometer based CG/SH-WFS 

6.2.1Time Domain CG/SH-WFS

The optical set-up of a Mach-Zehnder interferometer based CG/SH-WFS system was 
built as illustrated in Figure 6.5. It was firstly configured to work with time-domain 
LCI by using a broadband Superluminiscent diode, SLD as the light source (central 
wavelength at 850 nm and FWHM spectrum bandwidth is about 20 nm). A beam of 
10 mm diameter was launched by a collimated lens (CL) to a beam splitter (BS1) and 
was separated into two paths; each was focused by an achromatic doublet (L1/L2) 
onto the object, OBJ and the reference mirror, RM respectively. A pair of neutral 
density filter (NDF) NDF1 and NDF2 were inserted to balance the optical power in 
the two interferometric arms. The reference mirror was mounted on a Piezo
actuator (PZT) to introduce phase shifting to the reference beam. After reaching the 
target/mirror, the light in both arms are reflected to return paths and reflected 
once more by two other beam splitters (BS2 and BS3). Two reflected light beams 
then recombine at a fourth beam splitter (BS4). The dispersion due to thickness of 
the beam splitters are automatically compensated among these four beam splitters 
themselves. Between BS3 and BS4 in the object path, a lenslet array (LA) (MLA300- 
14AR, Thorlabs) samples the incoming object beam transversally. The lenslet pitch is
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300 pm and focal length of lenslets Is 18.6 mm (Other lenslet arrays were also used; 
details are given in Section 6.3.5.).

f

NDO

TSO

Figure 6.5. Schematic of Mach-Zehnder interferometer based CG/SH-WFS set-up. SLD: SDL-381, 
(central wavelength: 850 nm, FWHM bandwidth 20 nm); CL: collimating lens, x5 objective; RM: 
reference mirror; OBJ: object; PZT: Piezo-actuator; G: function generator; NDO and DNR: neutral 
density filter in object and reference arm respectively; TSR and TSO: translation stage (moving 
axially) of reference path and object path respectively; LI, L2, L3, L4: achromat doublets with 
focal length of 30 mm, 30 mm, 75 mm and 100 cm respectively; LA: lenslet array, MLA300-14AR 
(Thorlabs); CMOS: CMOS camera, Mikrotron EoSens CL (MC1362), resolution: 1280x1024, max 
frame rate 500fps, AD bit depth: 8/10 bit.

A fast 2D CMOS camera, Mikrotron EoSens MC1362, is used as the detector. 
Because the space between the lenslet array and the detector is too small to 
accommodate BS4, a couple of achromatic lenses were inserted to relay the focus of 
the lenslet to the surface of the camera. Conventional SH-WFS images can be 
acquired by simply inserting a screen between BS1 and BS2 to block the reference 
path. Mikrotron MC1362 is a 10-bit CMOS camera with 1280x1024 pixels and a 
maximum frame rate of 500 fps. The data are transferred from the CMOS to a PC 
through a dual-channel frame grabber. Function generators were used to 
synchronise the CMOS and the light source to perform a stroboscopic illumination 
scheme, similar to the full-field OCT described in Chapter 4.

When the length of the optical paths of the object arm and the reference arm 
coincide within a coherence length (~16 pm), interference will take place and be 
recorded by the camera. By applying axial displacement on the Piezo, phase
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modulation of the reference beam is introduced; the coherence gated SH spot 
pattern can be retrieve using 3-step PSI or 4 step PSI (see Chapter 3 and 4). A 
LabVIEW program was written for setting, imaging calculation, visualisation and 
recording. Figure 6.6 shows its user interface.

Figure 6.6. U ser in terface o f  th e  con tro l so ftw a re  fo r  TD-CG/SH-WFS.

As discussed in the Chapter 4 (Full-field OCT), images obtained by PSI method 
from a reflective object present inherent residual (parasite) fringes [137, 266], In 
Full-field OCT, this is not problematic because there are few reflectors in scattering 
samples; even with some reflectors in the FOV, it's not difficult to recognise the 
shape of the reflectors and boundaries between biological features from the 
images. In Metrologic applications, the residual fringes are usually required to be 
removed. In the tests of TD-CG/SFI-WFS where a reflector is used as the target, the 
fringes modulate the spots pattern and may interfere the centroiding algorithm. 
Fringe modulation leads to inconsistent image values of the SH spots. Because these 
fringes are related to the error of phase stepping, using larger number of phase 
steps can reduce the contrast of the fringes. Figure 6.7 displays two coherence 
images obtained with 3-step PSI and 4-step PSI, which confirms the reduction of the 
phase error and the reduced fringe contrast due to using larger number of phase 
steps. In the following experiments both 3-step PSI and 4 steps PSI have been used. 
We refer to this configuration as time-domain Coherence-gated SH-WFS (TD-CG/SFI- 
WFS).
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Figure 6 .7  TD-CG/SH-WFS im ages acqu ired  fro m  a single reflec tor (a p o in t on a mirror) w ith  3 -s te p  PSI 

(a) and 4 -s tep  PSI (b); ye llow  arrow s indicate a region w here a fr in ge  valley lo ca tes  in each im age.

6.2.2 Swept-source Coherence Gated SH-WFS

Without modifying the optical set-up, the CG/SH-WFS system can also work in 
spectral domain by replacing the broadband light source with a wavelength 
tuneable light source, BS-840-1, Superlum. This source was also used in Chapter 4 to 
acquired full-field swept-source OCT images. The tuning range AA is about 47 nm 
(826 nm - 873 nm) with a spectral linewidth of 50 pm. The sweeping rate is up to 
200 Hz, corresponding to 9,400 nm/s. Other parts of the system are identical to the 
time-domain set-up. An I/O board, Nl USB-6215 (National Instrument) was used to 
generate DC voltages to externally tune the wavelength of the light source. The 
swept-source acquisition is identical to the full-field swept-source OCT, described in 
Chapter 4 except that the camera works at a much higher rate, usually above 200 
fps. The voltages-wavelength response of the source is assumed linear and the 
voltage values are calibrated to ensure linear k. Because the wavelength tuning 
range is small and little dispersion is present in the optical set-up, no data 
resampling is implemented in post-processing.

The interference images with tuning wavelength are recorded by the CMOS 
camera and save to PC memory. After the acquisition of the whole spectral-decoded 
image sequence, spectral data was retrieved on each pixel and fed to Fourier 
transformation (FT). Each FT produces a depth profile of the corresponding image
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pixel; thereby a 3D volume image data can be obtained ultimately. Given a certain 
FT length, the computing time of a 3D volume rendering is mainly determined by 
the number of FTs and the pixel number within region of interest (ROI). For a 
sequence of 256 images with 1M resolution, a volume dataset can be obtained in 
less than 1 second with CPU rendering. We refer to this configuration as Swept- 
source Coherence Gated SH-WFS (SS-CG/SH-WFS).

TSO

Figure 6.8. Schematic of Mach-Zehnder interferometer based SS-CG/SH-WFS set-up. SS: 
tunable semiconductor light source BS-840-1; CL: collimated lens, x5 objective; RM: 
reference mirror; NDF1 and NDF2: neutral density filter or variable optical density; LI, L2: 
achromatic doublets with focal length of 5 cm; LA: lenslet array, pitch distance 300 pm and 
focal length 18.6 mm; CMOS: Mikrotron EoSens MC1362.

With a reflective object, all returning light is from the focus of the illumination 
beam; therefore, only a single SH spot pattern presents in 3D volume. When thick 
scattering samples are under interrogation with the beam focus inside the sample, 
the 3D volume may contain more than one SH spots pattern that come from 
different depth in the focal region. In the following experiment, a reflective surface 
was tested; therefore only one slice that contained the SH spots pattern was 
obtained, which was manually selected from the reconstructed 3D volume and fed 
to post-processing. A control and acquisition software for SS-CG/SH-WFS written in 
LabView.
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6.2.3 Centroiding

A single CG/SH-WFS image has a shallow depth range; therefore, in some occasions, 
due to aberrated wavefronts (in both CG/SH-WFS methods, see Figure 6.10 as an 
example for TD-CG/SH-WFS) or parasite fringes (in TD-CG/SH-WFS only), only part of 
the SH spots are obtained in a single coherence image. In these cases, a second 
coherence-gated image will be added to the incomplete SH spots image. For TD- 
CG/SH-WFS, this second image is acquired with a slightly shifted OPD (half of the 
wavelength) or phase (A 0  = 7r); for SS-CG/SH-WFS, because a volume of image are 

obtained in each acquisition sequence, an adjacent image to the selected image is 
available without extra effort. The sum of these two images produces a complete SH 
spots pattern, which is ready for the program to register the spots and calculate the 
centroid coordinates.

For a standard SH-WFS, with good signal-to-noise-ratio (SNR), counting the 
spots and centroid is straightforward because the bright spots are easy to be 
distinguished from the background of the image using a simple threshold because 
all the SH spots present similar pixel values. However, for CG/SH-WFS images, the 
light pass through the LA interferes with the reference beam that has 2D Gaussian 
profile. In each spatial window, not only the focus, but also the light due to 
diffraction (at the lenslet aperture) and transmission (through the space between 
the lenslets on unmasked LAs) may contribute to the interference. Since the 
diffraction light and transmission light are not focused, some bright pixels are 
generated among the SH spots in the coherence image (see examples in Figure 6.7), 
which are considered as artefacts. These artefacts together with the parasite fringes 
(for TD-CG/SH-WFS) will make the spots locating and centroiding difficult; therefore 
a dynamic threshold is used to count the spots; the threshold is automatically 
adjusted according to a user-defined spot size. For example, a minimal size of 5 
pixels and a maximum size of 50 pixels are used to count the spot in each window in 
most our experiments. The centre-of-mass algorithm was then applied to the 
counted spots, from which centroid coordinates were obtained using Eq. (6.1). The 
rest of the numeric processing is the same to conventional SH-WFSs, which was 
described in section 6.1.2.2.
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6.3 Results

6.3.1 Single Reflector Object

Standard SH-WFS images were acquired firstly as a reference to compare with the 
CG/SH-WFS results. 100 images, each has a pattern of 225 (15 x 15) spots and each 
window occupies an area of 21 x 21 pixel2, were obtained. The average of the 
centroid coordinates was used as the reference. The standard deviations of these 
100 data were used to represent the precision of the spots centroiding. In the top of 
Figure 6.9, these deviations were sorted according to the distance to the image 
centre. The bottom of Figure 6.9 maps the deviation distribution according to the 
positions in the image; the sizes of the dots are proportional to the deviation values. 
These results show that the precision of centroiding is random in different regions 
of the images and the values for x and y are similar. To arrange the results in such 
way is for the convenience of comparing with the CG/SH-WFS results.

Standard deviation of SH spots coordinates (20 samples)

6x map of of SH-WFS (100 samples) 5y map of SH-WFS (100 samples)
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Figure 6.9. Precision o f  s tan dard  SH-WFS sp o ts  centroiding; Top: s ta n d a rd  devia tion s o f  the  

coordinates, 6x (blue) an d  6 y  (red) versus th e  d is tan ce to  th e  im age centre; b o tto m : m aps o f  th ese  

values in the SH sp o t p a tte rn  im age  (left: 6x and right: 5y).

145



6.3.1.1 TD-CG/SH-WFS

For TD-CG/SH-WFS, the depth resolution is determined by the spectrum FWHM 
bandwidth AA of the light sources. The SLD used in our experiments, SDL-381 has a 
central wavelength at 850 nm and FWHM bandwidth 20 nm. The coherence gate is 
calculated as

6.3.1.1.1 Coherence gating of TD-CG/SH-WFS

r 21n(2) A2 0.44 8502
L  ------------= ------------ = 1 bum

nn AA n 20
(6.17)

Two TD-CG/SH images with slightly different OPDs displayed in Figure 6.10 show the 
effect of coherence gating. The left images was acquired with near-zero OPD as 
majority of the TD-CG/SH spots can be observed; whereas the image on the right 
that was acquired with about 8 pm OPD, shows that the central part of the spots 
pattern start dimming out. From these two images, it can also be observed that the 
spots at peripheral locations shows larger value in the right-hand side image than 
the left-hand side one, this is possibly because the wavefront of the object beam 
and that of the reference beams are not perfectly parallel; therefore the coherence 
gate is not in a plane.

Figure 6.10. TD-CG/SH-WFS images obtained at near-zero OPD (left) and an OPD of 
approximately 10 pm (right); pixel values of an image row that cross a row of SH spots are 
shown underneath each image.
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6.3.1.1.2 Rejection of Stray Light

In order to test the rejection of stray lights, the low reflectivity object was mimicked 
by using a NDF (NDF1 in Figure 6.5) with optical density of about 1.0 in front of a 
mirror. The NDF is tilted to divert reflection off axis; however, spots due to the 
reflections from the first surface of NDF1 were still recorded in the top left corner of 
the image (Figure 6.11. a). This reflection is similar to the reflections from cornea in 
ophthalmology imaging or from microscopy slides in microscopy. In TD-CG/SFI-WFS 
image (Figure 6.10 b), those spots are totally rejected. Figure 6.10 (c) plots the 
values of a row that cross the middle of a row of spots. Three spots generated by 
stray lights can be observed on the left with a higher image value than the other 
spots of interest; these abnormal peaks are not present in the coherence-gated 
data. An enhancement of signal strength, about 3 times can also be observed from 
Figure 6.10 (c). The noise level between the peaks is also higher in the coherence
gated images, because of the diffraction and transmission that fall within the 
coherence gate.

(a) (b)

Figure 6.11. Effect of stay light in standard SFI-WFS and rejection in TD-CG/SFI- 
WFS: (a), standard SFI-WFS image with spots created by stay light present in the top 
left corner; (b), TD-CG/SFI-WFS image; (c) a image row from both (a) and (b) that 
cross the centre of a row of SFI spots, which show the rejection of stray light and 
enhancement of signal strength in value.
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6.3.1.1.3 Accuracy of TD-CG/SH-WFS

We know that the number of the PSI phase step is related to the phase error and 
the contrast of the parasite fringes. It is suggested [32] it may also relate to the 
accuracy of SH spots positioning. To investigate the relation, n = 4, 8, 12 and 16 
steps PSI were implemented with the same phase step, j i/2. The coherence images 
were acquired by incorporating 'n' phase shifted frames from 1, 2, 3, 4 periods of 
the phase modulation; 4-step PSI uses 1 circle of phase modulation, 8-step PSI 
requires 2 circles and is equivalent to an average of two 4-step PSI and so on. The 
error (AxTDJ,AyTDJ) for spot (/) is calculated using

AxT D J

AyTDj

X T D ,j X S S H .j

X

y TD ,j  Ï S S H J

Y

(6.18)

where(xTDj, yTDj) and (xSSH j ,ySSHj) are the centroid coordinates acquired with

TD-CG/SH-WFS and standard SH-WFS respectively; X and Y are the size of the spatial 
window in x and y direction respectively. Spots (a) is at the top-left of the image and 
spot (c) is at the bottom right, while spot (b) is a spot in the central part of the 
image. The absolute errors obtained with n-step PSI from three locations are given 
in Table 6.2. Average error of all 225 SH spots obtained by TD-CG/SH and the 
average of the standard deviations of all SH spots obtained by the standard SH-WFS 
are also listed in Table 6.2.

Table 6.2. Errors o f  cen tro id  coord inates ob ta in ed  by  TD-CG/SH-WFS using 4, 8, 12, 16  s tep  PSI from  

th ree sp o ts  a t d ifferen t locations in the coherence im age; the a vera g e  coord in a te  errors o f  all 255  TD- 

CG/SH-WFS sp o ts  an d  the s ta n d a rd  devia tion s o f  all 225  sp o ts  coord in a tes o b ta in ed  b y  the s tan dard  

SH-WFS.

S t^

T D -C G /S H -W F S S H -W F S
Spot (a) Spot (b) Spot (c) Average of all Average of all

Ax Ay Ax Ay Ax Ay Ax a t 5x §y
4 0.09612 0.08317 0.08197 0.07506 0.11088 0.05737 0.08520 0.0726

0.04832 0.06446
8 0.07123 0.06614 0.06520 0.07292 0.050901 0.08626 0.06858 0.078789
12 0.10699 0.08979 0.08274 0.07463 0.07536 0.13980 0.07973 0.09426
16 0.08166 0.09093 0.06626 0.05399 0.05624 0.06913 0.07938 0.07689
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The errors, ^ Ax2 + Ay2 at three locations are plotted in Figure 6.12. The 
results showed no significant improvement of precision by applying more phase 
steps. The average errors from three chosen spots at different locations show 
similar errors with different averaging number of PSI.

Figure 6.12. A verage o f  a bso lu te  errors o f  sp o ts  cen tro id  coord in a tes o b ta in ed  w ith the TD-CG/SH- 

WFS with n -step  PSI (n = 4, 8 ,1 2  an d  16); in con trast w ith the s ta n d  deviation  o f  th e  results ob ta in ed  

by the s ta n d a rd  SFi-WFS (the purple solid  line).

6.3.1.1.4 Wavefront Reconstruction

After spots coordinates were extracted from a TD-CG/SH-WFS image, using the 
Zernike polynomial technique described in section 6.1.2.2, Zernike coefficients, 
order 0 to 11 are calculated (Figure 6.13 left) and the wavefront is reconstructed on 
the right. There is little aberration in the measured wavefront; only zero-order 
piston is present.

Figure 6.13. Left: Zernike coeffic ien ts o f  TD-CG/SH-WFS m easu rem en t; right: recon stru cted  w avefron t 

from  the m easurem en t.
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6.3.1.2 SS-CG/SH-WFS

For SS-CG/SH-WFS, sequential image acquisitions were carried out as the light 
source wavelength was sweeping from 826 nm to 873 nm in 256 steps. With the 
camera working at 250 fps and 300 ps integration time each frame, a stack of 256 
images were collected. Each pixel in the image stack was extracted along the 
spectral domain and corresponding to a spectrum of 47 nm, which can produced an 
axial resolution of 6.8 pm at best. The wavelength tuning step is approximately 0.18 
nm, much larger than the wavelength linewidth of the source, 0.05 nm; therefore 
the depth range of the volume is determined by the spectral resolution and is 
calculated to be ~ 0.92 mm in air. For 256 steps swept-source acquisition, due to the 
symmetry of Fourier transformation, 128 en-face images were obtained in depth; 
thus each frame is 7.2 pm thick (0.92 mm/128), which is close to the best axial 
resolution. The axial resolution is measured in the experiment by using a mirror as 
the object. By displacing the translation stage in the reference arm, TSR (Figure 6.8) 
for 0.381 mm from OPD = 0, a sequence of images were acquired with the tuning 
wavelength; thus a 3D volume is obtained. Figure 6.14 displays an A-scan at a pixel 
in the centre of a SH spot that is extracted from the volume. The peak of the A-scan 
is only achieved in a single frame (the 53rd frame in depth). The axial position of the 
SH spot was calculated as 0.382 mm (53 x 7.2 pm), which meet the value of the OPD 
that was applied.

Figure 6.14. An A-scan from a pixel at the centre of a SH spot acquired from an object 
mirror by the SS-CG/SH-WFS system.

6.3.1.2.1 SH Spots Pattern in 3D

A characteristic of SS-CG/SH-WFS is that the SH spots pattern is distributed in a 3D 
volume rather than a 2D en-face image. The axial location of the spots in the 
volume, in our experiments, is determined by the OPD between the object beam 
and the reference beam. If the object beam is so aberrated that the peak-to-valley
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wavefront error is greater than the axial resolution of the CG/SH-WFS imaging, a 
single en-face coherence image extracted from the 3D volume will present only a 
part of the spots pattern, which has already be demonstrated (Figure 6.10) in TD- 
CG/SH-WFS. Figure 6.15 (a), (b) and (c) presents three en-face images extracted 
from a 3D data volume at three successive axial positions. The distributions of spots 
in these three frames indicate that the wavefront measured from the object is 
tilted. The complete SH spots pattern (Figure 6.15, d) can be obtained by summing 
these three slices, which is required for wavefront analysis and reconstruction.

(a) (b)

Figure 6.15. Three en-face im ages (a), (b) and (c) from  three successive axial position  in a 3D volum e  

acquired by  the SS-CG/SH-WFS sys tem ; th e  co m p le te  SFI sp o ts  p a tte rn  (d) is o b ta in ed  b y  sum m ing (a), 

(b) and (c).

6.3.1.2.2 Rejection to Stray Lights

CG/SH-WFS's capability of rejecting stray light was also confirmed with the SS- 
CG/SH-WFS method. A similar acquisition, as shown in Figure 6.16, was repeated 
with SS-CG/SH-WFS. An en-face image that contains the SH spots pattern is 
retrieved from the 3D volume and is compared to the results of the standard SH- 
WFS and the TD-CG/SH-WFS (Figure 6.16). Clearly, SS-CG/SH-WFS is capable of 
eliminating the stray reflection (see those spots marked by yellow arrow in the SH- 
WFS image) similarly to the TD-CG/SH-WFS method does.

SH-WFS TD-CG/SH-WFS SS-CG/SH-WFS
Figure 6.16. SH spot pattern images obtained from a single reflector by the same set-up with 
three methods: standard SH-WFS (left); TD-CG/SHWFS (middle) and SS-CG/SH-WFS (right).
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Low accuracy of CG/SH-WFS was suggested [32] possibly related to the non
uniformity of the reference beam profile that is a Gaussian. To investigate the 
relation, the centroid coordinates from 255 (15 x 15) spots were retrieved from the 
SS-CG/SH-WFS image; each window occupies an area of about 21 x 21 pixel2. An 

average absolute error (Axss ,Ayss) = (0.0098, 0.0l)was obtained from all 225

spots. The error of each spot (j) is calculated using a similar equation as Eq. (6.18). 
The distributions of these errors are given in Figure 6.17. On the left two charts, the 
absolute errors of all 255 spots were sorted according to the distance to the image 
centre (superposed with the centre of the reference beam) in the ascending order. 
The absolute errors and the standard deviations are mapped according to the spot 
locations in the image in middle column and the right column of Figure 6.17 
respectively. From these results, the error (accuracy) and the standard deviation 
(precision) appear randomly in the map.

6.3.1.2.3 Accuracy and Precision of SS-CG/SH-WFS
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Figure 6.17. Left column: the error of the centroid coordinates of the 255 SH spots acquired 
with the SS-CG/SH-WFS; middle column and right column: the error maps and the standard 
deviation maps of the error according to the spot locations in the image, respectively. (Top 
row is for coordinate x and bottom is for y).
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6.3.1.2.4 Wavefront Reconstruction

With extracted SS-CG/SH spots centroid coordinates, Zernike coefficients, order 0 to 
11 are obtained (Figure 6.18 left) and the estimated wavefront was reconstructed. 
We have seen that there is an amount of tilts (order 1 and 2) in Figure 6.15; this is 
confirmed by the reconstructed wavefront.

Figure 6 .18  Left, Zernike coefficien ts o b ta in ed  from  th e  SS-CG/SH-WFS im age; right, recon stru cted  

w avefron t.

6.3.1.3 Comparisons

Normalised errors of the centroid coordinates obtained with both CG/SH-WFS 
methods from the reference and the standard deviations of the standard SH-WFS 
data are listed in Table 6.3 and plotted in Figure 6.19. From the results we can see 
that the accuracy of both CG/SH-WFS are not as good as the standard SH-WFS, 
which is expected because the standard SH-WFS image is actually an average of 
spots patterns from a large depth range, which is defined by the depth of focus of 
the lenslet; while in CG/SH-WFS, the coherence gating narrows the depth range, 
thus the spot positions are more sensitive to depth variations, which leads to a 
greater error.

Both standard SH-WFS and SS-CG/SH-WFS show similar errors in x and y 
directions; in contrast, the TD-CG/SH-WFS present a small difference in errors along 
two directions, i.e., AxTD is larger than AyTD, which may be because the movement 

axis of the Piezo-actuator (PZT) was not perfectly parallel to the optical axis. If the 
angle between the PZT's displacement and the optical axis in x direction is larger 
than in y direction, it may produce a larger error in x direction.
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Table 6.3. Com parison o f  th e  accuracy o f  TD-CG/SH-WFS and SS-CG/SH-WFS to  a s tan dard  SFI-WFS. 

Ax and A y rep resen t the error o f  the sp o t cen tro id  coord in a tes along x a n d y  axis.

Ax Ay

SH-W F5 0.00055 0.00042

TD-CG/SH-W FS 0.00820 0.00570

SS-CG/SH-W FS 0.00980 0.01000

Figure 6.19. Comparison of the errors of TD-CG/SH-WFS, SS-CG/SH-WFS measurements 
with standard SH-WFS.

6.3.2 Multi-layer Targets

To demonstrate the capability of measuring depth-resolved wavefront aberrations 
in real time, the CG/SH-WFS measurement has been performed in time-domain 
with a simple multi-layer object that is composed by two thin microscope slides 
(~1.4 mm thick) and a mirror (Figure 6.20) mounted on the translation stage, TRO. 
The two slides contribute to 4 interfaces, corresponding to discontinuities in the 
index of refraction from air to glass, with a 5th interface due to the mirror, placed 
approximately 1.7 mm away. The two slides are deliberately tilted by a small angle 
(less than 0.025 rad) in relation to each other along horizontal direction (x axis).

Figure 6.20. A 5 layer target made of two non-parallel microscope slides of 1.4 mm thickness 
mounted in front of a mirror, OM.
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For all the SH spots images acquired in these experiments, matrices of 17 x 17 
spots in the central area of the images are used to calculate the aberrations and 
reconstruct the wavefronts. A window of 22 x 22 pixels2 is allocated to each spot. 
Standard SH-WFS images and CG/SFI-WFS images were collected by selecting the 
OPD to match the 5 different depths.

Initially, a direct SFI-WFS image (Figure 6.21, a) was acquired from the mirror, 
OM without the microscope slides in place by placing the OM under the focus of the 
lens LI. This is considered as a reference of SH spots pattern, which is required to 
calculate the wavefront slopes for the following measurements. The focus is found 
by maximising the intensity of the spots while keeping the size of the object beam 
(the spots pattern) as the same as that of the reference beam. Then the reference 
path was adjusted to move the axial position of the coherence gate to match the 
mirror location, i.e. OPD = 0 for the optical lengths measured up to RM and the OM. 
This adjustment is performed in real time by actuating the TSR until spots are seen 
in the coherence-gated image. In the following experiments, the reference mirror, 
RM, is kept in this position and the object position is adjusted by moving TSO to 
place different planes to OPD=0.

6.3.2.1 Rejection of Stray-reflections

The glass slides were mounted above the OM and the whole object (slides and OM) 
was moved axially away from the BS3 until interference spots are obtained for the 
first surface (the farthest from the OM), as shown in Figure 6.21 (d). By blocking the 
reference path, a standard SH-WFS image was recorded (Figure 6.21 b), which 
shows several sets of spots patterns, from all 5 planes in the object. There is no way 
to distinguish among the sets of spots and evaluate the wavefront corresponding to 
each of them. By inserting a screen between the second slide and the OM, a simpler 
object of 4 layers reflecting similar strengths was under interrogation, even the 
image acquired in this occasion without the reflection from OM (Figure 6.21 c) is not 
suitable for standard SH-WFS numeric processing because each spot in the sub
image is a superposition of four spots from four different axial position in the 
sample. The centroid evaluation may not work because more than one spots are 
present in each window with similar image values. A TD-CG/SH-WFS image were
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acquired from the same layer with the presence of the reflection from the OM, the 
image is shown in Figure 6.21 (d). Only one group of SH spots is visible, that are 
from the axial position at OPD = 0.

(a)

(c)

Figure 6.21. (a), SH-WFS im age  from  the o b jec t consisting o f  a  mirror, OM only; (b) SH-WFS im age  

fro m  th e  o b jec t with fiv e  layers, w here the f irs t surface o f  the slides is a t OPD = 0; (c) SH-WFS im age  

fo r  th e  case  a t  (b), w here a screen  is p la ced  b e tw een  the 2n d  slide and the OM; (d) TD-CG/SH-WFS 

im age, fo r  th e  case  a t (b).

As another feature of the CG-SH/WFS, although some parts of the camera are 
saturated by strong OM reflections, these values are automatically eliminated by 
the PSI calculation, as there is no difference between the four values recorded in 
phase-shifted frames. In fact, the experiments show that intentionally increasing 
the exposure time of the camera to reach saturation may reduce the overall speckle 
noise in the TD-CG/SH-WFS images, as long as saturation does not occur at the 
same positions where the spots of interest are.

6.3.2.2 Depth-resolved Wavefront Measurements

The measurements are repeated for each of the 5 surfaces in the object by moving 
the object until the corresponding en-face image of spots pattern is visible, which
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produce 5 groups of data. Zoomed images of standard SH-WFS and CG/SH-WFS are 
displayed in pairs in each column (standard SH-WFS image above CG/SH-WFS 
images) for each surface in Figure 6.22. The brightest spots in the standard SH-WFS 
images are due to reflections from the OM, which dominate all other spots from the 
other 4 layers. In (a), (b), (c) and (d), the spots of interest, whose positions can be 
located in (f), (g), (h) and (i) respectively, are dim in comparison to bright reflections 
from the OM. Saturation of the camera occurred in (a), (b) and (c). In (e), however, 
the spots of interest are those created by the mirror, which can be selected directly 
from the image though those spots from other layers contribute to noises and thus 
add error to the result. As it can be seen, the further the plane of interest is away 
from the mirror, the worse the SH spots image appears. When the surface close to 
OM is under interrogation (Figure 6.22 d), the spots of interest are so close to those 
created by the OM, in which case, the retrieved SH spots could be only from the 
mirror. In thick-specimen microscopy [267], this means if a tissue that has a strongly 
reflective layer close to some scattering layer features, the wavefront aberration 
cannot be measured from those scattering layers, and even for the measurement 
on the reflective layer, large errors are expected due to the spots from those layers 
nearby. In contrast, only one group of spots is obtained from the axial position OPD 
= 0, in all TD-CG/SH-WFS images (Figure 6.22, f to j). The reflections from other 
surfaces including the OM are totally eliminated.

Figure 6.22. Zoom  im ages co llec ted  fro m  th e  SH sp o ts  ob ta in ed  w ith th e  s ta n d a rd  SH-WFS, (a) to  (e) 

and w ith th e  CG/SH-WFS, (f) to  (j). In each  column, th e  OBJ w as m o ved  until th e  1s t , 2nd, 3 rd, 4 th 

surface o f  th e  slides an d  th e  m irror are a t  OPD = 0 respectively.
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Since each CG/SH-WFS image contains spots from a single layer in the OBJ, the 
wavefront can therefore be correctly evaluated and its aberrations are calculated 
and expressed in terms of Zernike polynomials. The coefficients of Zernike 
expansion are illustrated in the bottom of Figure 6.23. The most important are the 
2nd, the 3rd and the 5th coefficients, responsible for tilt along x-axis, tilt along y-axis 
and defocus respectively. As presented earlier, the OM was aligned in the focus of 
LI and the coherence gate was adjusted at the depth of OM initially. Only after that, 
the two slides were added to the OBJ., therefore the inserted medium of higher 
refractive index make the focal plane and the coherence gate departed in opposite 
direction (see Chapter 3, section 3.3.4).

The focus position moves behind the OM, away from BS3, while the coherence 
gate moves towards BS3. To regain the OPD = 0 at each interface, the whole object 
was moved axially away from BS3 until the 1st interface was placed at OPD = 0, 
where the OM was initially. Obviously the coherence gate coincides with the focus 
at here. After that, in order to regain OPD = 0 at the 2nd interface, the OBJ is moved 
towards BS3; therefore for the 2nd and 3rd interface at OPD = 0, the focus moves 
away from BS3, inside the glass slide by (n2-  n)t, where t is the slide thickness that 
is and n is the index of refraction. For the 4th interface and the OM, the focus moves 
by 2(n2 -  n)t. The 5th Zernike coefficients in Figure 6.23 (f) show the smallest value 
for the 1st interface (where coherence gate was superposed on the focus), while 
larger values are obtained for the 2nd and 3rd interface and even larger for the 4th 
and the 5th interface. Due to similar differences between the focus position and the 
coherence gate position when measuring the wavefront for the 2nd and 3rd 
interface, similar results for the 5th coefficient are obtained. For the same reason, 
the values of the 5th coefficient for the 4th and 5th interface are also similar. The 
results in Figure 6.23 also show that aberrations of tilts in x direction (the 2nd term 
of Zernike coefficients) are larger than those in the y-direction (the 3rd term) due to 
the deliberate tilt of the top slide in the OBJ.
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Figure 6.23. R econstructed  w avefron ts from  all 5  layers o f  th e  ob ject: (a), (b) (c) an d  (d) are the  

w avefron ts m easu red  from  th e  1 s t to  th e  4 th  surfaces o f  th e  slides respectively; (e) is the w avefron t 

m easu red  fro m  th e  m irror beh ind the tw o  slides; (f) d isp lays th e  fir s t 15 Zernike coefficien ts fo r  all 

m easu rem en ts.

6.3.3 Scattering Sample

The wavefront was measured from a piece of printing paper. Without applying 
coherence gating, the wavefront was measured from the top of the paper. The 
retrieved wavefront slopes, Zernike coefficients and reconstructed wavefront are 
displayed in Figure 6.24.

Figure 6.24. W avefron t slopes (a), Zernike coefficien ts an d  recon stru cted  w avefron t (c an d  d) 

m easu red  fro m  a p iece  o f  p a p er  w ith s ta n d a rd  SH-WFS.
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With TD-CG/SH-WFS, wavefronts from the paper were measured over a depth 
range of 130 pm, which is the limit to the sensitivity of TD-CG/SH-WFS. Over this 
range, the spots are too dim to be counted and used to retrieve the centroid 
coordinates. The two images below are acquired at the top and at 130 pm deep 
position

(a) (b)

Figure 6.25. SH sp o ts  im ages o b ta in ed  w ith TD-CG/SH-WFS m e th o d  from  a p o in t on an d  in a p iece  o f  

printing p a p er  a t  the top  (a) an d  130  p m  d eep  (b) positions

For SS-CG/SH-WFS method, N = 128 was used to tune the wavelength over 50 
nm range, which produce a depth range of 460 micron. Image #1 to #15 are 
selected, which correspond to a depth range of 115 microns.

(a) (b)
Figure. 6.26. SH spots images obtained with SS-CG/SH-WFS method from a point on and in a 
piece of printing paper at the top (a) and 115 pm deep (b) positions

Using the spots collected from 50 pm with TD-CG/SH-WFS and SS-CG/SH-WFS, 
the wavefront are reconstructed as shown in
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Figure 6.27. shows that the results obtained with the two CG/SH-WFS methods 
meet sufficiently well. Compared with the results acquired by the standard SH-WFS 
(Figure 6.24), where most signal was acquired from the top of the paper, the 
measurements from 50 pm inside the paper present larger aberration of 'tilts along 
y' than 'tilts along x', which is opposite in the results obtained from the top of the 
paper acquired by the standard SH-WFS.

(b)

Figure 6.27. W avefron t slopes , Zernike coefficien ts an d  recon stru cted  w avefron t m ea su red  from  5 0  

p m  d eep  inside the p a p er  w ith  TD-CG/SH-WFS (a) and SS-CG/SH-WFS (b) respectively.
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6.3.4 Signal Strength

Coherence gate introduces an amplification effect of the weak signal with the 
strong reference signal. Considering the optical density (OD) of the NDFs in the 
object and reference arms, NDO and NDR, are D0 and Dr respectively, the reflectivity 
of the object and reference are R0 and Rr, the signal in the conventional SH-WFS,

S S H - W F S ' 'S g'Ven bY

S SH -W FS =  D ° 2  R °  (6.19)

Given the reflectivity of both OM and RM are close to 1, the amplitude of the 
interference signal can be expressed as

R CG/SH-W FS ~  \ l ^ 0  '  K  '  D ,  ' R r ~  D o  ' A -  (6.20)

Therefore the ratio of signal strength of CG/SH-WFS to that of conventional SH-WFS 
can be written as

c n° CG/SH-W FS  _
e n

‘-’ SH-W FS  'i - o

To compare the signal noise performance in experiments, data were collected 
with the same Dr = 0.3(-3dB) and the Do =0.6(-6dB) with both the CG/SH-WFS 

method and the standard SH-WFS, Figure 6.14 present the signal and noise level 
from image rows that cross the centre of a spot row. The result from the 
conventional SH-WFS (blue), present a consistent noise floor and peak values. A 
signal strength enhancement of 3dB was observed from the results of TD-CG/SH- 
WFS to that of standard SH-WFS. However both the peak and the noise levels are 
not as consistent, which is a consequence of residual fringes and high speckle noise.

As described in Chapter 3 and Chapter 4, swept-source OCT provides a larger 
signal-to-noise ratio in comparison to the time domain OCT approach [74]. With 
given NDO and NDR, SS-CG/SH-WFS approach should have an extra gain of SNR, 
N/2, to the TD-CG/SH-WFS approach, where N is the spectrum sampling number. In
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the experiments, the SNR of the SS-CG/SH-WFS result presents an average 4dB (2.5 
x) improvement over that of the TD-CG/SH-WFS. This value is smaller than the 
theoretical advantage, 15 dB (32 x, N = 64), which is possibly due to the lack of 
spectrum resampling and the imperfect spectrum shape of the source.

Figure 6.28. Com parison o f  a  im age  row  o f  the SH sp o ts  im age acqu ired w ith th ree  configuration, 
conven tional SH-WFS (blue), TD-CG/SH-WFS (red) an d  SS-CG/SH-WFS (green).

6.3.5 Challenges

6.3.5.1 Background level

One main challenge to the CG/SFI-WFS methods is that the image background value 
is higher than that of the conventional SFI-WFS images due to the effect of signal 
enhancement to some unwanted light that happen to fall within the coherence 
gate, including the transmission light passing through the gaps between the circular 
lenslets and the diffraction occur at the edge of the lenslet aperture. One way to 
reduce the transmission is employing those lenslet arrays manufactured with 
chrome apertures that can stop the transmission. Fig. 6.29 shows the difference of 
zoomed spots images without and with the chromatic apertures. The experiments 
above use the lenslet array without chrome aperture is because large pitch size is 
preferred. Specifications of the lenslet arrays that have been tested in our 
experiments are give in Table 6.4

• • . • «

•  •  •  •

Fig. 6.29. Comparison of CG/SH-WFS spots without (left, MLA300-14AR ) and with (right, 
MLA150-5C) chrome apertures; these two images were acquired with TD-Cg/SH-WFS 
method.

163



Table 6.4. Parameters ofLenslet arrays used in experiments

Item # MLA150-5C MLA150-7AR MLA300-14AR
Manufacturer Thorlabs
Substrate Material Fused Silica (Quartz)
Wavelength Range 300 -1100 nm 400 - 900 nm
Lenslet Grid Type Square Grid
Lenslet Pitch 150 pm 300 pm
Lens Shape Round, Plano Convex Spherical Square, Plano Convex 

Parabolic
Lens Diameter 146 pm 300 pm
Chrome Apertures Yes No
Reflectivity <25% <1% <1%
Focal Length 5.2 mm 6.7 mm 18.6 mm

6.3.5.2 Spots Shape Variations

A specific problem to TD-CG/SH-WFS is that the shapes of SH spots are very 
sensitive to the OPD variations. Figure 6.30 illustrates how much the shapes of the 
SH spots are changing during the acquisitions at two axial positions separated by ~8 
pm. This effect is related to the parasite fringes introduced by the PSI and can only 
be reduced by minimising the phase stepping error. The centroiding accuracy and 
the repeatability of the measurement suffer when the phase error is large.

6.3.5.3 Spots Pattern

For both CG/SH-WFS, a limitation compared to the conventional SH-WFS is the 
challenge to obtain a complete SH spots pattern. This deficiency is actually a direct 
result of the shallow depth range; however, because complete SH spots pattern is
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required for modal wavefront analysis and reconstruction, more than one en-face 
CG/SH-WFS images are usually required to produce a complete spots pattern. For 
SS-CG/SFI-WFS, because a 3D volume of images are obtained simultaneously, 
therefore no extra acquisitions are required; whereas in TD-CG/SFI-WFS, in order to 
obtain real-time wavefront information, a second image is sometimes required, 
which slow the WFS process and also increase the depth resolution.

6.4 Conclusions

In this chapter, a novel technique, known as coherence gated SFI-WFS (CG/SFI-WFS) 
is demonstrated capable of generating similar Shack-Flartmann (SH) spots pattern as 
a conventional SFI-WFS. The advantages of CG/SFI-WFS include depth sensitivity as 
small as the depth resolution of OCT, the capability of eliminating stray reflections 
and enhancing the signal strength from a low-reflective or scattering target. As a 
result, wavefront aberrations can be measured from a shallow layer in a selected 
depth inside a medium.

The depth-resolved wavefront information from different layers were 
measured from a multi-layer object with TD-CG/SFI-WFS method; and the wavefront 
from a location 50 pm deep inside a piece of paper was measured with SS-CG/SFI- 
WFS method. Both methods have the potential of guiding better wavefront 
correction in adaptive optics assisted ophthalmology imaging and confocal 
microscopy systems. CG/SFI-WFS cam provide direct wavefront measurement from 
highly scattering tissue in Microscopy which is not possible with standard SFI-WFS 
due to the presence of large amount of background light. In ophthalmology, the 
capability of rejecting stray light may allow CG/SFI-WFS to be integrated with 
imaging systems with lens rather than curved mirrors, thus reduce the system- 
induced aberrations and the size of the optical layout.
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Chapter 7 Conclusions
Parallel-detection OCT is an alternative OCT method that allows reducing or 
eliminating mechanical scanning. Three approaches of parallel OCT based on 2D 
detector arrays have been demonstrated in the thesis.

Both time-domain full-field OCT (FF-OCT) and full-field swept-source OCT (FF- 
SS-OCT) employ flood-illumination in a 2D field of view and use a 2D detector array 
to acquire OCT images in en-face planes without the need of scanning the object 
beam in transversal plane. FF-OCT allows acquiring en-face OCT images from a 
shallow depth directly; while FF-SS-OCT acquires a 3D data volume from a sequence 
of wavelength-resolved images. In chapter 4, a coherence radar set-up is 
demonstrated allow obtaining topography images with high axial resolution in en- 
face plane. Based on this set-up, a novel method of curvature measurement from 
spherical objects was presented by employing multiple optical delay lines. Multiple 
depth-resolved contours are acquired simultaneously from a single en-face image, 
which allow better stability and higher rate of the measurements.

The coherence radar set-up was later modified by using high NA optics to allow 
acquiring FF-OCT images from biological samples. FF-OCT provides en-face OCT 
images with high spatial resolution. FF-OCT images of my fingers and fruit fly larvae 
have been acquired. Extending the imaging regime from time domain to spectral 
domain, by employing a wavelength-tuneable source, the same system has been 
used to deliver 3D image volumes. Measurements in both the time-domain and 
spectral-domain using the same set-up were performed to demonstrate that the 
signal-to-noise ratio of SS-OCT is superior to that of TD-OCT, which is expected from 
mathematical treatments.

Line-field Fourier-domain OCT (LF-FD-OCT) is another parallel-detection OCT 
technique, which is based on the principle of Fourier-domain OCT. In Chapter 5, 
spectrometer-based Fourier domain-OCT (FD-OCT) was implemented in parallel. A 
line-field on the target is illuminated and an array of channelled spectra is acquired 
by a 2D detector array. By arranging the optical paths differently in two directions,
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the multi-channel spectrometer allows acquiring depth related modulation of 
interference signal from a line-field simultaneously, which produces a B-scan OCT 
image from a single camera shot. B-scan images acquired from my fingers and other 
biological samples including fruit fly larvae and human teeth from patients are 
shown. The structure of the LF-FD-OCT system is comparatively simple and 
compact. The imaging process is straightforward and highly iterative which inspired 
me to evaluate the possibility of using extended light sources in FD-OCT. The results 
have shown good depth resolution, but low brightness limits the applications of 
such sources. The line-field FD-OCT set-up was also modified to equip commercial 
digital cameras. The ability of the DSLR camera to resolve the channelled spectrum 
from the spectrometer and to produce OCT images from reflective layered structure 
are demonstrated. The performances of the low-cost cameras were compared with 
the expensive counterparts. The experiments with the DSLR are rather preliminary, 
however the results show that low-cost consumer-grade cameras have the potential 
to replace expensive scientific cameras in FD-OCT.

The principle of low coherence interferometry (LCI) has been used to assist 
wavefront sensing (WFS). In Chapter 6, a physical Shack-Hartmann wavefront sensor 
(SH-WFS) is shown combined with a LCI set-up, which allows the depth range of 
WFS to be narrowed down to the scale of the axial resolution of the LCI. The 
acquisition methods of FF-OCT and FF-SS-OCT have been applied here, which allow 
distinguishing wavefront aberrations introduced by different layers in a multi-layer 
object. Wavefront information was obtained from weak signal that was collected 
from 50 pm deep inside a scattering medium (paper). This technique is promising 
to allow direct WFS in thick-tissue microscopy, which is difficult with the 
conventional SH-WFS techniques.

The advantages of all the three parallel OCT techniques are similar. Because the 
OCT signals from different transversal positions are acquired simultaneously, the 
imaging rates are only dependent on the frame rate of the detector array. Many 
modern CMOS cameras present a frame rate of IK fps with 1 Megapixel, which 
corresponds to approximately 1 GHz OCT data rate.
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FF-OCT has a unique advantage that allow using high NA optics to acquire high 
transverse resolution without affecting the depth range; therefore it has been used 
widely as a supplement to the conventional microscopy. By using incoherent light 
sources that have large wavelength bandwidths, FF-OCT can achieve high spatial 
resolution in both axial and lateral direction at the same time. Due to the signals 
are acquired in parallel simultaneously, all parallel OCT present good stability in the 
lateral direction, which make them useful in phase mapping, Doppler tomography 
and material analysis.

For LF-FD-OCT, if thin line-shape extended sources with relative high brightness 
are available, it is possible to replace expensive SLDs with low-cost optical sources 
and the imaging quality may be improved due to reduced cross-talks. With the 
advance of digital camera technology, it is also promising to have industrial cameras 
in the FD-OCT be replaced by smart commercial cameras.

As for the depth-resolved wavefront sensing, works has been ongoing to equip 
this technique onto an AO-assisted ophthalmology imaging system and a 
microscopy system to guide better wavefront correction.
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