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ABSTRACT

The work reported in this thesis is an investigation in the 

field of error-control coding. This subject is concerned with 

increasing the reliability of digital data transmission through a 

noisy medium, by coding the transmitted data. In this respect, an 

extension and development of a method for finding optimum and near­

optimum codes, lasing N.m digital arrays known as anticodes, is 

established and described.

Hie anticodes, which have opposite properties to their comple­
mentary related error-control codes, are disjoined iron the original 

maximal-length code, known as the parent anticode, to leave good 

linear block codes. The mathematical analysis of the parent anticode 

and as a result the mathematical analysis of its related anticodes 

has given sane useful insight into the construction of a large number 

of optimum and near-optimum anticodes resulting respectively in a 

large number of optimum and near-optimum codes. This work has been 

devoted to the construction of anticodes fran unit basic (small

dimension) anticodes by means of various systematic construction and
«

refinement techniques, which simplifies the construction of the 

associated linear block codes over a wide range of parameters. An 

extensive list of these anticodes and codes is given in the thesis.

Hie work also has been extended to the construction of anti­
codes in which the symbols have been chosen fran the elenents of the 

finite field GF(q), and, in particular, a large number of optimum and 

near-optimum codes over GF(3) have been found. This generalises the 

concept of anticodes into the subject of multilevel codes.
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CHAPTER I

INTRODUCTION

This thesis is concerned with the question of how to achieve 

reliable communication of information over a relatively less reliable 

conmunication medium or channel. All communication channels are in 

some sense unreliable; theory shows, however, that information may be 

transmitted over an unreliable channel with a reliability which can be, 
subject to certain constraints, as high as desired. One practical way 

of achieving high reliability is to use an error-correcting code; 

methods of synthesising and analysing optimum and good error-correcting 

codes are the subject of the research which is described in this thesis.

The process of caimunication may be seen in the form of the 

following generalised system. Information is generated at a source and 

transmitted through a medium called the channel to a receiver which is 

called the sink. In this process it is, in seme measure, disturbed by 

an unwanted phenomenon referred to as noise. The loss or misinterpre­

tation of some of the information due to the effect of this noise is 

one of the major problems to be faced when transmitting information over 

a channel, since all channels are, to a greater or lesser extent, noisy.

Ihe average information per symbol at the output of the source 

(source entropy) is denoted by £ (x ) and the source entropy rate 

(Rosie, 1973), which is the rate of information flowing from the source 

into the channel is denoted by £ ' ( x ) . If the average information per 

symbol at the sink due to both the information transmitted and the effect 

of noise (sink entropy) is similarly denoted by <£(y) and the source 

entropy rate denoted by £'(y), then it follows that the noise entropy or 

average information at the sink, when it is known that any message has 

been transmitted, is given by:
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éT(n) = £(y/x).

Laying the foundation of information theory, Shannon (1948) 

considered these entropies and showed that, in any caimunication 

system, the average information (entropy) flowing from source to 

sink, denoted by I(x;y) and called the transformation, is:

i(x;y) = £(y) - ¿T(n)
and similarly that the rate of receiving information is,

R =£'(y) -£'(n)

or alternatively R can be:

R = £'(x) - (x/y)

where <£(x/y) is the average information at source when it is known 

that a message has been received.

The exchange of entropies can be shown pictorially (F. M. Reza, 

1961) as in Figure (1-1):

Figure (1-1) : The entropies exchange in a communication 
system.
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Maximisation of R may be achieved by means of maximising, for 

instance, the source entropy e(x), (Fano 1949, Huffman 1952), or by 

matching the source and channel probabilities or probability distri­

butions (Reza, 1961). This maximum value of R is called the channel 

capacity C, and it is the ultimate rate of transmission of information 

over a channel with defined characteristics.

Furthermore, Shannon showed that for a signal limited to a mean 

power S and a channel of WHZ bandwidth with average noise power N, the 

maximum rate of information transmission is:

C = Wlg2( l + | )  bits/s.

Shannon (1948), conceived the establishment of a 2WT dimensional 

space to show how a set of M equiprobable signals of duration T trans­
mitted at a rate of 2WT samples (values) per second (Nyquist, 1924 and 

1928) could be used as a source symbol set, and went on to show how 

with appropriate detection (decoding) of the vectors (minimum distance) 

that the maximum theoretical rate C is attainable with vanishingly 

small error rate if T, and therefore M, is large enough.

Therefore if, n-digit sequences of q symbols are used to transmit 

N different messages on a noisey channel, the N messages are mapped 

one-to-one into N different n-length sequences out of the q 1 possible 

ones. Thus the images of the N messages form a subset of the q11, 

n-digit sequences. If the mapping (encoding) is properly done, it 

provides the possibility of correctly reselecting (decoding) the 

original n-digit sequences, which have been transmitted and corrupted 

by noise, and hence of determining the related message (information 

digits). If the nuntoer N of messages is close to q11, then difficulties 

arise in the process of the message reconstruction, which results in 

either a wrong message interpretation (decoding error), or in a very
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complex decoding process. Therefore the number of messages N is 

normally rather smaller than q11; that is, in practice the redundancy 

cannot usually be as small as that predicted by Shannon. The scheme 

for mapping the N messages into n-digit sequences (or alternatively, 

adding controlled redundancy) is called "coding", and the set of 
the images of the N messages is known as a "code". Shannon states 

that for any channel with the maximum rate of information transmission 
C there are codes with R < C and length n which, with maximum likeli­

hood decoding, have a vanishingly small probability of erroneous 

decoding (Van Lint 1973, Galager 1968) Pe , such that

p <e v

E(R) is a function of crossover probability of the channel.

The inequality reveals that the probability of erroneous decoding 

decreases rapidly with increasing n. The complexity of the decoder 

increases rapidly with n, however, which is a big disadvantage for 

practical systems. So, a coding system can be considered to be a good 

code if it is both long and also can be encoded and decoded easily and 

efficiently.

From the above considerations a general simplified ccmmunication 

can be shown schematically as in Figure (1-2).
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Figure (1-2) : A general simplified communication system.

Hie encoder is a system which improves the efficiency of the source 

and/or its matching with the channel in both the information flow 

(source encoding) and error correction (channel encoder) sense.

These encoding operations are usually performed separately, but in 

certain cases may be combined with adyantage (Ancheta, 1976). The 

decoder transforms the received noisy signal, by correcting (after 

detecting) errors and restoring information compressed or modified by 

the source encoder into a form acceptable to the sink.

The attempts so far which have been made to find a system (as 

in Figure (1-2)) which achieves in practice a capacity equal to 

Shannon's theoretical channel capacity, have led to the extensively 

investigated branch of digital conmunications known as coding theory. 

In spite of all these attempts, the problem of constructing codes 

which attain a low probability of error at a rate close to the now 

thirty years old Shannon capacity is still in general unsolved, 

particularly in the cases of very noisy, or time-varying, channels.
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In 1952, Gilbert found a lower bound on the ratio of the 

minimum distance to the block length of the best code with a certain 

rate. However, all the best known classes of best constructive long 

codes are on or below this bound, with one exception, the Justesen 

codes (Justesen, 1972), which are rather impractical to implanent.

Thus the goal of coding research has been constructing codes which for 

any arbitrary rate at least meet the Gilbert bound. One of the most 

successful of all classes of codes came frcm the work of Elias (1954), 

who introduced the concept of iteration by combining Hamming (1950) 

codes. In 1966, Forney extended Elias' idea, introducing concatenated 
codes; and in 1972, Justesen developed the work done by Forney further 

to produce the codes mentioned above. These codes all have small output 

(decoded) probability of error for any arbitrary rate, or in other words 

for any code rate the ratio of minirnum distance to block length is over­
bounded away from zero.

However, many good, moderate length codes such as Reed-Muller 

codes (1954), Bose-Chaudhuri-Horquenghem codes (1959-1960), quadratic 

residue codes (Berlekamp 1968, Peterson & Weldon 1972) have also been 

discovered. Asymptotically, though, these codes fall below the Gilbert 

bound.

Thus several techniques and design methods for code construction 

have been originated and developed, and have resulted in a number of 

useful codes, which are considered to have good parameters, and 

efficient practical decoding techniques. Following Shannon's footsteps, 

a large number of researchers have produced an enormous amount of reports, 

papers and text-books which describe the development of the science of 

coding theory. A ccmprehensive coverage of algebraic coding theory is 

given by Berlekamp (1968), Sloane & MacWilliams (1978) - this book 

provides also an exhaustive bibliography of references in coding theory,



- 7 -

Peterson & Weldon (1972), Van Lint (1971), Wiggert (1978), Massey (1963), 

Forney (1966) and Gallager (1968).

The general subject of digital ccrrmunications is covered by 

Lucky, Salz & Weldon (1968), Stiffler (1971), Wozencraft and Jacobs 

(1965), Rosie (1973) and others; all these books contain sections on 

coding theory.
From this brief review, it becomes apparent that coding theory is 

concerned with methods of choosing long codes with practical encoding 

methods and efficient decoding algorithms, though not necessarily 

fulfilling Shannon's promised rate and output error probability (see 

Section 3.1.3).
The main aim of coding theory is to try to approach Shannon's 

limit on capacity and error-free decoding; the practical aim of research 

in coding theory is to find codes with as high rate as possible for a 

given length and error-correcting power. These codes are called optimum 

codes, (see also Section 3.1.3). This can be achieved by fixing two code 

parameters, e.g. the block length and the rate, and attempting to maximise 

the third parameters, namely the error-correcting power. The ultimate 

values of these parameters have been investigated and given by various 

sources in the form of functional relationships, known as code bounds 

(see Section 4.1 and 4.2). In finding codes with specified parameters, 

our main concern in this thesis is to develop and extend one of the most 

fruitful techniques of constructing codes which have a set of good 

parameters; such codes are called near optimum or optimum codes. These 

techniques were first introduced by Farrell (1969) and are concerned with 

the concept of the anti-code. An anti-code is a set of N m-digit q-ary 

sequences, or words, which has opposite properties to an error-correcting 

code. Many codes may be derived frcm a given anti-code; the columns of 

code and anti-code books play an inport ant part in the theory of these 

techniques.
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In this thesis, we assume that even if the source symbols are affected 

by intersymbol influence, then the symbols delivered to the channel 

encoder by the source encoder are equiprobable and independent.

Ihe second chapter in this thesis presents some of the elementary 

and simplified mathematical background related to error control coding 

schemes. In Chapter III, the achievement of reliable transmission of 

information over an unreliable channel is reviewed, and seme related 

concepts are discussed. Chapter IV contains the analysis and con­

struction techniques of same of the best known linear block codes and 

gives a brief outline of the functional relationship between the 
parameters of these codes. Through these functions (known as bounds) 

the performance of the constructed codes can be verfied. In Chapter V, 

the area of interest is narrowed to a detailed consideration of a family 

of codes related to the development of the main subject of this thesis. 

These codes, known as maximal length codes, are again refined to include 

the codes derived from than, as suggested by Griesmer (I960) and Solomon 

& Stiffler (1965). Furthermore, a new approach is given to the Griesmer 

bound and the generalization of this bound by Solomon and Stiffler.

Following Chapter V, in Chapter VI the analysis and construction 

of an infinite set of arrays complementary to error correcting codes, 

known as anticodes, is described. Consideration is confined to the 

class of linear binary anticodes. In Chapter VII, further properties of 

linear binary anticodes, and sane related bounds, are given. Moreover, 

in this chapter, the linear binary construction results are presented.

In Chapter VIII, the development, construction, and sane properties of 

linear anticodes over GF(q), which is the generalization of the linear 

binary anticode, are given. However, the emphasis has been given to 

3-ary linear anticodes. This chapter also includes the 3-ary linear 

binary construction results, and corresponding linear 3-ary codes. The
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final Chapter, IX, is devoted to the further discussion of the new 
anticode construction methods, and possible use of related properties, 

and gives several reoarmendations and possible topics for further 

research based upon this work.

In addition, Appendix I gives a possible decoder and encoder 

for the codes derived from parent anticodes. Also, in Appendix II, 

the approximate performance of the linear binary codes derived from 
parent anticodes, with the corresponding canputer program, are given. 

Appendix III includes the computer program for the refinement of the

constructed anticodes.
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CHAPTER II

MATHEMATICAL BACKGROUND AND CONCEPTS

2.1 General

The concepts to be presented in this section are sane of the 

elementary and simplified properties of the algebraic systems and 

mathematical references -which are related to error control coding 

schemes. The aim of this is to give sane insight into the problems 

involving error control coding, through a knowledge of the analogies 

between error control codes and mathematical systems. The topics of 

this chapter can be found described in greater depth in text books 

such as Birkhoff & Burtee (1970), Fraleigh (1977), Burton (1967), 

Barnes (1963) and others.

2.2 Sets
A set D is a collection of objects or entities called the 

elements of the set. An empty set or null set is a set which has no 

elements, and it is symbolized by <}>. A set T, each of whose elements 

are in the set D, is a subset of set D. This is shown by T c  D and 

read T is contained in D.
If T c  D and T ^ D and T ^ <j> then T is called a proper subset 

of the set D; however, if T = D or T = cj> then T is an inproper subset 

of the set D. To indicate that T is a proper subset of D we will use 
the notation T c  D,

2.3 Mapping

A correspondence a which associates each element of a set D 

with a unique element of a set I is called a mapping of D into I.

This mapping of the set D into I is a subset of D x I such that no two 

distinct pairs has the same first component. The notation
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a: d ---- *~i

is used to indicate the correspondence of the element i e  I with the 

element d e D  due to mapping a. This may also be shown by da = i. 

The element i is called the image of the element d under a. The set 

D is called the domain and the set I is called the co-domain of the 

mapping a. The mapping a is symbolically expressed by writing

a: D ---- ► I

or

Da = da I, d g D

If every element of the set I is the image of at least one 

element of D the correspondence is a mapping a of D onto I and the set 

I is called the range of a. If distinct elements of D are associated 

with distinct elements of I the mapping a is called a one-to-one 

mapping into. A one-to-one mapping a of D onto I is called a one-to- 

one correspondence between D and I, and it is symbolically expressed 

by writing

a: D-----►!.

Two mappings a and g,

a : D ---- ► I and 3: I ----- ►  R

can be combined to form a mapping ag called the product mapping a and 
3 where

ag : D ---- »-R.

Thus if d £ D  and da = i the mapping ag associates the element d with 

the element r e R  where r = ig. In other words we have that,

d(ag) = da(g) = ig = r .

The product mapping ag is called identity mapping if the mapping ag
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associates every element of D with itself, that is

a : D -----*-I and 3 : I -----

and the product mapping

a3 = J : D ---- *-D

and also

J : d ---- d for all d e  D.

If the mapping a is a one-to-one mapping of D onto I where

a$ = J : D -----►D

then a is said to be the left inverse of 3, and similarly 3 is said to 

be the right inverse of a, so that

a = 3  ̂ or 3 = of'*’

2.4 Binary operation

A correspondence that associates each ordered pair (a,b) of the 

set D x D with a uniquely determined element of the set D is called a 

binary operation *. In other words, a binary operation * is a 

mapping of D into D, as
* : D x D ---- ► D

and for the sake of simplicity (a,b)* is written as a * b. A binary 

operation * on a set D is called caimutative whenever

a * b = b * a

and it is called associative whenever

a * (b * c) = (a * b) * c

for all a, b, c e  D.



- 13 -

2.5 Residue Classes
The relation "congruent modulo m" which is symbolized by 

= (mod m) is defined on the elements of the set of all integers I by 

a e b (mod m) if and only if (a-b) is divisible by m, in other words 
a and b have the same remainder when divided by the positive integer 

m.
This relation is an equivalence relation, so it partitions the 

set of all integers I into m equivalence classes I/m, known as residue 

classes mod-m, such that, if [r] is an equivalence class, then

[r] = | a | a e I, a e r(mod m) j 
As an example consider the residue classes of the integers mod 3,

[0] = { ...., -6, -3, 0, 3, 6, . ...|

[1] - \|. . .., -5, -2, 1, 4, 7, .... |

[2] = .j...., -4, -1, 2, 5, 8, .... j

In the next section we will see that the set of all residue classes 

modHn of all integers,

I/m = { [0] , [l] , ...., [m-l] }

form an algebraic system with respect to the binary operations + and . 

defined as follows:

[a] + [b] = [a + b] and [a] . [b] = [a . b] 

which is known as a ring.
As an example consider the set of all residue classes of integers

mod-3 (previous example); the operation tables are:
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2.6 Groups

An algebraic system is a set M = ja, b, .....j
with a number of operations and relations defined on it. A group G 

is an algebraic system with one binary operation * , provided this 
operation satisfies the following requirements:

(1) the associative law holds, namely

a * (b * c) = (a * b) * c;

(2) there exists an element U £ G ,  called the identity 
such that

a * U  = U * a  = a;

(3) for every a e  G there exists an element a e  G 
called the inverse of a, such that,

a * a = a  * a = U.

If the group also satisfies:

(4) the commutative law,

a * b = b * a for all a, b eG, 

then the group G is called an Abelian group.

As an example, consider the set G of order n = 4:

G = | a, b, c, d |

This set forms a group with respect to the binary operation * 

defined by Table (2:1).
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* a b e d

a a b e d
b b a d e
c c d a b
d d c b a

Table (2:1)

Fran Table (2:1) it is clear that G forms an Abelian group with 

respect to *. The identity element is "a", the inverse of every 

element is itself, and the associative law holds. In addition, 

due to the ccnmutative property of the elements, the group G is 
an Abelian group.

2.6.1 Pfiopz/utLoj, o& GAoup6

Consider the set D of order N = 4,

D = | 0 0 0, O i l ,  1 0  1, 1 1 0 |

and the binary operation + which is a mod-2 component by ccmponent 

(component-wise) addition over the components of the elements of D, 

shown by Table (2:2):

* 0 0 0 0 1 1 1 0 1 1 1 0

0 0 0 0 0 0 0 1 1 1 0 1 1 1 0

0 1 1 0 1 1 0 0 0 1 1 0 1 0 1

1 0 1 1 0 1 ' 1 1 0 0 0 0 0 1 1

1 1 0 1 1 0 1 0 1 0 1 1 0 0 0

Table (2:2)
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Further consideration reveals that the set D with respect to the 

operation defined satisfies the properties of an Abelian group.

Now we establish a mapping a between set G and D such that

a G-

a-
b-

c

-D

■0 0 0 
O i l  

-10 1 

- 1 1 0

It is readily verified that the mapping a is a one-to-one correspondence 
between the sets G and D, which preserves the operations of the groups 
G and D, namely if

then

gx e  G- 

g2 e O -

gl * gr

dx e  D 

d2 e D

di +

so we have that the set D (which is a linear binary block code) is a 

group (group code)-with respect to binary operation mod-2 addition.

Every one-to-one correspondence of a group G onto a group D 
which preserves the operations and relations (if they exist) is called 

an isomorphism. The groups G and D are said to be isomorphic. If the 

mapping above is not one to one then it is called a homomorphism.

2.6.2. Subgswup-6

A non-empty subset H of a group G is called a subgroup of G if 

H is a group with respect to the operation defined on G. The group G 

and the set juj, where U is the identity element of G, are subgroups 
of G, and are called the trivial or improper subgroups of G; other 

sub-groups are proper subgroups of G.
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2.6.3 Cyclic Gh-oup

A group G is a cyclic group if for every element b e  G the 

element b is in the form of
K _ mD — 3.

where a e  G and m can be any integer. The element a is called the 

generator of G. The set G consisting of the six, sixth roots of 

unity,

G = < p, P , P > P > P > P = 1 1
0

form a multiplicative group, where p is the generator and p = 1  

is the identity element.

2.6.4 Vcnmulalion [VojmulAllon Gao up).

Consider the set consisting of the n! permutations of the n 

symbols of the set s = j a^, , .... an j . The set of all permutations

of the elements of S in fact is n! different one-to-one mapping of the 

set S on-to itself. Consider the following n-tuple:

(a. , a. , a.
V  V  x3

a. )
n

where i^ for K = 1„ 2, 3, ..., n are 1, 2, 3, ___, n and moreover

i'k t im for K + m. Ibis n-tuple or arrangement of elements of the 

set S determines the following one-to-one correspondence:

/ f i ?2 ?3 In \a • •1 \i
u . T Ta. a- ....I.

x3 i„ i 
2 n x5

of the set S onto itself. Ibis a. ,, . th is the l

where i = 1, 2, .... n! . We will usually denote by the n-tuple

determining it, i.e. (a. a. a. --- a. ) .
1 1 x2 X3 n

Consider the set,

Sn = { al’ a2 ’ ---- ai’ ---°n! }
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consisting of all n! permutations of the set S. Let * be the product 
of the one-to-one mapping of S onto S, then Sn with this binary 
operation forms a group (non-Abelian) of order n!. The identity 
element of the group, is where,

and the inverse of every element of Sn such as a . is an where the 
rows are interchanged.

As an example, let the set
S = |l, 2, 3, 4 1

and let a and 3 be

/ 1 2 3 4 \ / 1 2 3 4
a = ( ) and 3 = (

\ 2 3 4 1 ' ' 3 4 1 2

since interchange of the columns of 3 is inmaterial then 3 can be 
written as:

/ 2 3 4 1
• 3 = (

' 4 1 2 3

In this form the first row of 3 is the second row of a, therefore

y = a * 3 J 1 2 3 4 W 2 3 4 a W a 2 3 4 \
\2 3 4 1/ V 4 1 2 3 / \4 1 2 3 /

the identity element is

U
1 2  3 4

2 3 4

and the inverses a and 3 are:

/I 2 3 4 \ 

\1 2 3 4 /

-i ( 2
a  = ( i

2 3 4 1

2 3 4
and 3  ̂=

. 4 1 2 3 v 

\ 1 2 3 4 /
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If a permutation changes only two elements of the set, the permutation 

is called a transposition and it can be shown (Ayres, 1965) that any 

permutation is a product of transpositions. Also, every group of

order“ n is isomorphic to a permutation group of n symbols (MacCoy 

1977, Ayres 1965).

2 . 6 . 5  Coietti) [invcuujxyvt SubgAoupA)

A subgroup H of a group G can partition the elements of the group 

G (parent group) into mutually disjoint subsets, known as cosets. In 

the subject of error correcting codes the set of cosets is called the 

standard array.

Consider the subgroup H of the finite group G with binary 

operation * , for which the subgroup H and an element a <E G form a 

subset Ha known as a right coset, where

The element a is called the coset leader or coset representative of aH. 

It can be shown that the order of each subgroup of a finite group 

divides the order of the parent group"̂ , and furthermore if aH = Ha, 

then H is called a normal or invariant subgroup of the parent group 

(Burton 1967, Barens 1963).

* The order of a group is the number of elements in the group.

4 This is Lagrange's theorem (Birkhoff & Burtee, 1970), the converse 
of which is not true; namely, a group of order n need not have a 
sub-group of order K when K divides n.

Similarly the left coset aH is the set
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2 . 6 .6  Quotient Gap up

The set of all distinct cosets of a finite Abelian group H with 

respect to the operation " o " defined on the cosets as

(Ha) o (Hb) = |(hia) * (h-jb)/!^, h2 e H j 

or (Ha) o (Hb) = H(a * b)
form a group called a quotient group which is symbolized by G/H and is 

given by
G/H = |Ha, Hb, ...... j,

2.6.7 Standcuid AftAay

The concept of group decomposition into cosets is useful in 

error correcting codes when studying the decoding and structure of 

linear codes (Slepian 1956, Peterson and Weldon 1972).

Consider the set V of all the binary n-tuple vectors; this set

forms an Abelian group of order 2n with respect to binary (mod-2)

addition operation + . The n-tuple consisting of only zeros is the
kidentity element of V. If v is a subgroup of order 2 of the group V, 

then the number of distinct cosets is 2n/2k = 2n

In order to form the standard array of V w.r.t. v, the elements 

of v are placed in a row with the identity element (u), in the leftmost 

position of this row. The second row is started with an element e^ of 

V which has not appeared in the first row. This element, in error 
correcting terms, is usually chosen to be one of the most likely elements 

of V to be received if the identity element is transmitted and errors
JL

occur. In other words, this n-tuple is a low weight error pattern e^ 

(see Peterson and Weldon 1972, Slepian 1956) and the rest of the second 

row is formed by adding this element e-̂  to each element of the first row.

The weight of an n-tuple is the number of non-zero digits it 
contains; e.g. w(1101) = 3.
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'Ihe third and consecutive rows are formed in the same way as the 

second row, see Table (2:3).

As an example, consider the standard array formed by decomposition 

of the 6-tuple binary vectors into 8 cosets, as in Table (2:4). Since
0 3

n = 6 then |v| = 2 and |v| = 2 , where |V| is the order of the group V.

(u) (vx) (v2) )

(.6j_) (vl + el> ( v 2 + el> (V - 1 + el>

(e2) ( V1 + e2) (v2 + e2)
(V2*-!

+ e2)

(e , 
2n-k-

) (v1 
- 1 x

+ e , 
2n-k ) (v? 

- 1 ^
+ e . 

2n-k-_1 ) (y tz - 1
+ e . 

2n-k-

Table (2:3)

000000 0 0 10 11 0 10 10 1 0 1 1 1 1 0 10 0 110 1 0 1 1 0 1 1 1 0 0 1 1 1110 0 0

000001 0 0 10 10 0 10 10 0 0 1 1 1 1 1 l o o m 10 110 0 110 0 10 1 1 1 0 0 1

000010 0 0 10 0 1 0 1 0 1 1 1 0 111 0 0 10 0 10 0 1 0 1 1 1 1 1 1 1 0 0 1 1 1 1 0 1 0

000100 o o m i 0 10 0 0 1 0 1 1 0 1 0 10 0 0 10 10 10 0 1 1 1 0 1 1 1 1 1 1 1 0 0

001000 0 0 0 10 1 0 1 1 1 0 1 0 10 110 1 0 1 1 1 0 10 0 10 1 1 1 1 0 1 1 110 0 0 0

010000 0 1 1 0 1 1 0 0 0 10 1 0 0 1110 1 1 0 1 1 0 1 1 1 1 0 1 10 0 0 11 10 10 0 0

100000 1 0 1 0 1 1 1 1 0 1 0 1 1 1 1 1 1 0 0 0 0 110 0 0 110 1 0 10 0 11 0 110 0 0

0 0 110 0 0 0 0 111 0 110 0 1 0 10 0 10 10 10 10 10 0 0 0 1 l i n n 110 10 0

Table (2:4)

2.7 Rings

A ring R is an algebraic system with two binary operations, namely

addition "+" and multiplication "o", provided these operations satisfy 
the following requirements:
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(1) R is an Abelian group with respect to the 

addition operation;

(2 ) the associative law of multiplication holds, 

namely a o (b o c) = (a o b) o c
for all a, b, c e  R;

(3) the distributive law (relation between two 

operation?) holds, namely
a o ( b + c ) = a o b + a o c  

( b + c ) o  a = b o a + c o a  .
If, in addition, the ring R satisfies

(4) the corrmutative law of multiplication, namely
a o b = b o a

for all a, b £ R ,

the ring is called a comnutative ring.
As an example, consider the group G of Section 2.6 with the 

binary operation " + " of Table (2:5) where

G = | a, b, c, d j> .

This set forms a ring R with respect to the binary operation addition 

+ and multiplication o defined by Table (2:6).

+ a b c d 0 a b c d

a a b c d a a a a a

b b a d c b a b c d

c c d a b c a c d b

d d c b a d a d b c

Table (2:5) Table (2:6)
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More consideration reveals that the existence of the symmetric 

properties on both tables with respect to the main diagonals frcm upper 

left to lower right, means the ring R is a commutative ring and there­

fore for every two elements x, y e R

x o y = y o x .

Furthermore, from the second rcw of the table of the multiplication, it 

is clear that b is the multiplicative identity, called the unity element 
of the ring. This ring is called "a ring with unity". In addition, for 

every two non-zero elements x, y e  R, the multiplication table shows 

x o y ^ 0. Such a ring is said to be a ring having no divisor of zero.

A commutative ring with unity which has no divisor of zero is called an 

integral domain.

2.7.1 -Sab-tlng*

A subset S of a ring R which is itself a ring is called a subring. 

It is clear that S is a subgroup of the additive group R. The subring 

|zf, where Z is the zero element of the ring, and R, are the improper 

subrings of R; the others are the proper subrings of R.

2.7.2 Ideal*

An important class of subrings used in error-correcting codes, 

which are similar to those of the invariant subgroups, are known as 

ideals. A subring I of a ring R is called a left ideal of R if for every 
element a e  R and b e l ,  a o b e  I; and it is called a right ideal 

whenever b o a e l  for every a R and every b e  I. If the ideal is both 

a left and a right ideal, it is called a two-sided ideal or simply an 

ideal. In addition to those properties, if the elements of an ideal can 

be generated by seme fixed elements of the ideal, it is called a 

principal ideal.

An ideal I of a ring R is an invariant subgroup of the additive
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group of ring R, so this subgroup can partition R into a set R/I of 
distinct cosets, such that

The elements of this set form a ring with respect to the following 

well defined operation on the cosets,

The ring of the elements of R/I is called the quotient ring, or, in 

other words, the residue classes modulo the ideal (I).

2.7.3 Ring IS km  ? ¿eZd-QucUA. Field), Field

If the set of the non-zero elements of a ring form a multi­

plicative group with respect to the binary multiplication operation, it 

is called a division ring or skew field. A ring R is a field if the 

set of non-zero elements in the R form an Abelian multiplicative group. 

A subset of a field F which is itself a field is called a subfield.

The subfields {Z } = j 0} and F are improper and the others are proper 

subfields of the field F. A field with a finite number of elements q, 

where q is a prime integer, or a power of a prime integer, is called a 

Galois field of q elements, where q = pm with p a prime integer and m 

any non-zero positive integer. The Galois field of q elements is 

denoted as

2.8 Vector Spaces

A vector space V(F) over a field F (called the set of components) 

is a set of elements called vectors, such that these elements form an 

Abelian group with respect to the binary addition operation defined on 

these elements and satisfies the requirements:

(a + I) + (b + I) = (a + b)I

(a + I) o (b + I) = (a o b) + I .

GF(q) = GF(pm ) .
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(1 ) scalar multiplication:
for any pair a, b e  F and v e  V(F) the product 

a v e  V(F) is defined for all a e  F and v e  V(F);
(2 ) distributive law: 

a(u + v) = au + av

also (a + b)v = av + bv

for all a, b e  F and u, v e  V(F);

(3) associative law:

(ab)v = a(bV)

for all a, b e  F and V e  V(F) .

In addition, if I is the unity element of the field F then

Iv = v .

As an example consider the set of all different ordered n-tuples of 

elements of the field F, with the addition of two n-tuples (y) and (u), 

defined as below.

If

(V) = (v1? v2 , v3 , vn_1} vn)

(U) = (Uj, Ug, Ug, ....un_v  un)

where v^ and e  F for all i = 1, .... n , then

(V) + (II) = (vx + U p  v2 + Ug, ..... vn + un)

bearing in mind that whenever the field F is GF(p) the addition of 

components is carried out (mod-p). Also if c is any element of F then, 

c(V) = (cv1, cv2 , cv3 , --- cvn)

is the scalar product of c £  F and (v) £  V(F). Thus the set of all 

n-tuples over a field F forms a vector space. The inner product of two

vectors (V) = (v^, v2 , ...., vn) and (U) = (u-̂ , Ug, ___, uR) is defined

by,
(V).(U) = vlUl + v ^  + .... + vnun .
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Two vectors V and U are said to be orthogonal if the inner product of 

u and v is equal to zero.

2.8.1 Sab-6 pace a lhictofi Space

A non-ernpty subset of the elements of a vector space V over a 

field F is called a subspace, provided that the subset is itself a 

vector space over the field F. A set of vectors | v^, v 2 > v3 ’ •••• v- 
is linearly dependent if and only if there are scalars c^, ,

not all zero, such that

k

E  ° i h = 0
i=l

k }

°k’

A set of vectors is linearly independent if it is not linearly dependent; 

furthermore if any vector in a vector space is a linear combination of 

the elanent of a set of k linearly independent vectors, the vector space 

is the row space of the k linearly independent vectors; or in other 

words the k vectors span the vector space and are called a basis of the 

vector space, and the vector space is called a k-dimensional vector 

space.

2.9 Matrices
A matrix of order m x n over a field F is a rectangular array of m 

rows and n columns with as elements the ordered elements of the field F. 

The transpose of any matrix [A] of order m x n is a matrix [B] of order 

n x m such that the matrix fe] can be obtained by interchanging rows and 

columns of the matrix [a] , and it is shown as

The set of all linear combination of the rows of a k x n matrix over a 

field F is the row space of this matrix. If k rows are linearly
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independent the row space is a k-dimensional subspace of the n- 

dimensional vector space, and it is said that the row rank of the matrix 

is k. Similarly, the set of all linear combinations of the columns of a 

matrix is the column space, and the dimension and column rank have the 

same definition. The process of interchanging of any row, or multiplying 

any row by an element of the field F, or addition of any multiple of one 

rcw of a matrix over a field F, to another row, is called the elementary 

row transformation (operation). The similarly defined operation on the 

columns of a matrix is called the elementary column transformation. Two 

matrices are row or column equivalent if one can be obtained from another 

respectively by a sequence of row or column linear transformations. Two 

matrices are equivalent if one can be obtained from another by a sequence 
of rcw and column transformations.

Using elementary row operations, a matrix can be put in the simple 

canonical form called standard echelon form which has the following 

properties:

(1) any non-zero row has a ONE as the leading (leftmost) term;

(2 ) any column containing such a leading term has all other 

elements equal to zero;

(3) the leading term of any row is to the right of the leading 

term in every preceding row, and all zero element rows are 

below the all non-zero rows.

The dimension of the row space of the rows of a matrix A in standard 

echelon form is the same as the number of the non-zero rows of the matrix 

[A].
A square matrix over a field F which has the unit element of the 

field F in the main diagonal frcm top left to the right bottom, and zeros 

elsewhere is called the identity matrix [i] . A square matrix is said to 

be non-singular if it is row equivalent to the identity matrix [i] .
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Consider the identity matrix [i] and a linear transformation being 

carried out on its rows. Multiplying this matrix on the right with the 

matrix [a~] is the same as performing the linear transformation on the 

rows of the matrix [Á]. This transformation matrix is called an 

elementary row transformation matrix [sj, and is a non-singular matrix.

A similar definition applies for an elementary column transformation 

(permutation) matrix LTH (Peterson & Fontaine, 1959). The matrix [tJ 

operates on the right of the matrix [a] . It can be shown (Ayres 1965), 

that if two matrices [Á] and [Bj are equivalent, then there are non­

singular matrices (elementary row matrix [s], and elementary column 

matrix [T]) such that

[S] . [Aj . [T) = [B]

2.10 Galois Field, Polynomial Residue Classes

The ring of residue classes mod-P of integers of Section 2.5 form 

a finite field of order P if and only if P is a prime number. This field 

is called the Galois field and is denoted by GF(P) (see Section 2.7.3).

Consider F[x], the set of all polynomials over the field GF(P) of 

the residue classes of integers mod-p. f [x] forms a ring with respect to 

the addition and multiplication defined below.

If a(x) ll op + a^x + a2xz + ....

and 3(x) +¿2°II b-̂ x + bgX2 + ....

where a. ,̂ bi e GF(P)
and a(x), 3(x) e  f [x

Then a(x) + 3(x) = y > i + hi)xi
i

a(x) . 3(x) = ) ^ 1 y  \  + bi_j^xl 
i j = o

(the addition of a^, b^ e  GF(p) is performed mod-P).
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The ring of polynomials F[x] can be partitioned by any polynomial P(x) 

of degree m into a conmutative ring with unity, called the residue class 

of polynomials modulo, the polynomial P(x), denoted by F[xJ/P(x) such

that

where

F[x]/P(x) = {[ao + a1x + ,,,, + a ^ x 1" - 1 a± e  GF(P)|

[ ao + alx + ---+ a^^x
[rn_1]  = [ a X̂)]  =

a(x) + P(x) y(x) Y(x ) G  F[x]

The addition and multiplication on the residue classes of polynomials 

is defined as

[a(xj] + [3(x)] = Ha(x) + 3(x)] 

Qa(x)] . [3(x^ = [a(x) . 3(x)]

The addition operation over the coefficient a^ and b^ is carried out 

mod-P, and the multiplication is carried out mod-P(x). Furthermore, 

scalar multiplication of each element a^ of GF(P) and elements 

[a(x)]of F[x] /P(x ) is as :

a±[a(x)] = [eu a(xj]

The distribution property of multiplication is as:

[a(x)] ([3(x)] + Cy (x )] ̂  [3(x)] + [a(x)] [,3(x)] .

The ring of polynomial residue classes mod-P forms an m-dimensional vector 

space of GF(P), such that the basis residue classes are

[i] , H  , M ........ Cx“-2] , Cx""1]

and any vector or residue class of F[x]/P(x ) can be formed by linear 
combination of the basis residue classes, that is:

aoDQ + ax[x] + a2[x2] + ..... + a ^ E x 1""1] =

[aol + Ca!x ] + Ca2x2] + ••• + H am_ixm_1] = E a 0 + ^ x + + ••• +

where a^ e  GF(P) .
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If any of the residue classes [a/] or [x1] is regarded as

[a^] = ai and Ex1] = x 1

then the above equation can be written as a polynomial

a^ + a1x + aQx2 + . . . . +  a x ~  o l z m - 1

Thus every residue class forms an n-tuple,

ao ’ al> a2 ’ --- ’ am-l ‘

Any ideal generated by a monic polynomial (polynomial which has the unity

element of GF(P) as the leading coefficient) g(x) in the ring of residue

classes of polynomials mod-P(x) is a subspace of the vector space over

GF(P) such that g(x) divides p(x). If the degree of g(x) is c, then it

has been shown (Peterson & Weldon, 1972) that the ideal generated by g(x)
m-cforms an (n, k) cyclic code of order P . Also p(x)/g(x) = h(x), where

the degree of h(x) is equal to m - c = k. The polynomial h(x) generates

an ideal of order P01-̂  which is a cyclic group called the equivalent dual

code of the cyclic code (MacWilliam & Sloane, 1978) generated by g(x).

If P(x) is an irreducible polynomial over GF(P) then the set of residue

classes mod-P(x) forms the field GF(pm ) of order q = pm . The multi-
*

plicative group of this field forms a cyclic group of order (q-1 ). The 

element a e  GF(q), all the powers of which give the non-zero element of 

GF(q), is called a primitive element of the field, and

a, a2, a3, ....aq-2, aq_ 1 = 1 e  GF(q).

The primitive element a is a root of the irreducible polynomial P(x) 

which is called a primitive polynomial over GF(P). Furthermore the elements 

of GF(q) are the roots of the polynomial ^-1, thus xq-^-l can be 

factorized into the irreducible polynomials over GF(Q).

An irreducible polynomial m(x) over the ground field F of an extension 

field is called a minimum polynomial of any element 8 of the extension field
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if m(B) = O. It can be shown that all the roots of the minimum polynomial 

of any element 3 have the same order (see Peterson & Weldon, 1972). Ihe 

polynomial xq - 1  can be factorized into minimum polynomials of the 
elements of GEF(q) = GF(pm ) such that

xq-1-l = n M(s)(x) 
s

where s runs through all the coset representatives of the cyclotomic cosets 

of integers mod pm- 1  shown as

Cg = { s, Ps, P2s, , Pn>_1s }

Furthermore, the roots of the polynomial xn-l, which are called the nth 

roots of unity, lie in the field GF(qm ) where m is the least integer whichn 

divides qm-l. Since the generator polynomial of the ideal mod (xn-l) 

divides the polynomial xn-l such that,

(xn-l)/g(x) = h(x) 
or

xn-l = g(x) . h(x)

the n roots of the polynomial xn-l which are the roots of the generator 

polynomial g(x), in'error-correcting code terminology are called the 

zeros of the code (McWilliams & Sloan, 1978) and the other roots which are 

not zeros of g(x) are the zeros of h(x) and are called the non-zeros of

the code.
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CHAPTER III

FUNDAMENTALS OF ERROR CONTROL CODING

3.1 The Linear Block Code : Analysis and Construction

The reliable corrmunication of information over an unreliable 

channel is possible, by protection of the actual transmission messages 

through giving up a portion of the transmission rate to the controlled 

insertion of redundancy. The process of adding redundancy to the set 

of messages |M [with a finite number of elonents |m | , in fact is a 
mapping a of the elements of {M [ one-to-one into a set j C j with a 

finite number of elanents | C|.

Now, a linear code of length n and dimension K is a sub-space 

VK of a vector space of all n-tuples Vn over a finite field GF(q) of 
|q[ elanents, where q is a power of a prime number. If the message 

vectors are considered to be the set of the vertices of a K-dimensional 

unit cube, the mapping a mapps the vertices of this cube into vertices 

of an n-dimensional cube (see, e.g. Figure (3-1) and Figure (3-2)). The 

function of the mapping a mast be such that it provides the maximum 

separation between the images of the elements in j M }, which are the 

code words of the code. This guarantees the protection needed against 

the effects of channel disturbance. This mapping can be considered as 

a linear transformation of the vector space into a vector space Vn 
over the finite field of GF(q). If the linear transformation is non­
singular, then the K images of the basis vectors of are linearly 

independent. Thus the rank of the linear transformation is equal to K, 

so K images of the basis vectors of the vector space can span a row 

space which is the subspace of the vector space of all n-tuples.

The linear transformation may be written as:
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a

'l.K

" e
'2 ,K

3,K

l,n 

2 ,n 

:3,n

►- K,n

e. „ and e. i,K i,n
are the i*'*1 basis
vectors of V„ and

IV

v  .n

As an example consider Vg as the message vector space of all 

3-tuple vectors, and the linear transformation of Vg into (the image 

space of the space of all 4-tuple vectors), both over GF(2). The 

images of the basis of Vg can be as follows:

a

e1 3  = ( 1 0  0 ) ---- --- -(1 0 0 1) = e1 4

e2,3 = <° 1 °> --- ► (0 1 0  1) = e2 4

e3 , 3 = ( ° 0 1 ) ------- ► (0 0 11) = 4

Spanning both the domain (information vectors) and the range of 

mapping results in:
( 0  0  0 ) -  

CO  o  l ì -

► ( 0  0  0  0 )  

► ÌO O 1 l ìw ± J

( 0 1 0 ) . ► ( 0  1 0  1)

(0  1 11 _ ► CO 1 1 01VW -LJ 

(1 0  0 ) - e3,Ka ► (1 0  0  1)

(1  0  l ì - ► (1 0  1 0 )

( 1 1 0 ) - l  o  o iv -*■ x

( i  i  i ) - ► d  l  l  l )

This linear transformation, which associates each K-component message 

with an n-component vector or code word, is referred to as an (n,K) 

code, and geometrically is depicted by Figure (3-2).

3.1.1 GmeActf.o>i Mo&lLx o j a Linoxvi Block Code

The linear transformation in 3.1 is non-singular, so then the
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Oil  I I I

Figure (3-1) : A 3-dimensional cube

0110 M IO

O O O I  1 0 0 1

Figure (3-2) A 4-dimensional cube
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K images of the K basis vectors of are linearly independent 

(Slepian, 1956). The row space of these K linearly independent vectors 

form the code book of a linear block code V c ( = \ C }) which is a linear 

subspace of the vector space of all n-tuples V . The K linearly 

independent vectors are usually arranged in a K x n matrix [g ] called 

generator matrix of the code. The generator matrix of a linear tode 
of dimension K and length n can be shown as:

[G] =

£11 ,n 'gl,l gl ,2 gl,3 “ - " “ gl,n-l gl,n
e0

2 ,n g2 ,l g2 ,2 g2,3 g 2 ,n- 1 g2 ,n
e3,n — g3,l g3,2 g3,3 g3,n-l g3,n

_gK,l gK,2 gK,3 gK,n-l gK,n_

The K rows of the matrix [g ] can be any K linearly independent vectors 

of V„ and V . It is possible to choose or transform the matrix [g 1 

into a form such that the first K columns of the matrix [g] form an 

identity matrix [i^J, where the linear combination of the rows of [î ] 

gives the set of all q possible information messages. This is called 

the standard echelon form, shown as:

1

& K  ¿1

gl,K+l gl,K+2 

g2,K+l g2,K+2

gK,K+l gK,K+2

“ " gl,n 

“ - g2 ,n

The corresponding code generated by this matrix is called a systematic 

code (Gallager 1968, Slepian 1956). These are

N = qK

code words in the code book of a linear code. Assuming that they have 

an equal a priori probability of being transmitted, then the actual



- 36 -

average information transmitted (per block) is,

Bo = log2qK

and the maximum possible information that could be transmitted without

redundancy (i.e. without coding) is:
~ , nR-j_ = log2q

The ratio of these two values of information (entropies) is called the 

relative entropy or rate of the code (see Rosie 1973), which is therefore

Ro _  1° g 2qK _  K
* 1 log2qn n

Tbe redundancy of the code is defined by:

C = 1 - R = 1 — —  .o n

3.1.2 The, Hamming V+Atance. and the, CohAUponding Eaaok CofiAzcX îon- 
VztzcJUjon A bility  ofa Ltn&aA Block Code.6 .

One of the criterion rased (not always) to define the capability

of a linear block code to correct or detect errors is the concept of

distance (Harming, 1956), which provides the ability to decide to which

uncorrupted code word the corrupted one is related. Ibe Hamming weight 
_

W(xi), or simply the weight, of any of the q distinct code words of a 

linear block (n,K) code is the number of non-zero elements of the 

code word. The Hamming distance, or simply distance, d. . between any 

two code words x^ and x^ is the weight of the vector W(x^) resulting 
from digit-by-7digit subtraction mod-q of x^ and x^, shown as

d. . = W(x ) = W(x .6 x.) .
i j  r '  i  q 3

In other words, d y  is the number of places in which the code words x^ 

and x. differ.
«J

Consequently, the minimum distance of an(n,K) code d is the 

minimi am value of all d ^  where i £ j (Farrell, 1977 and 1969), denoted:
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d = min(dy) i * j

However, for a linear code, the linear ccrrbination of any two code 

words is another code word (Slepian, 1956), thus the minimum distance 

of the code is the smallest non-zero weight of a code word in the code. 

Furthermore, in the terms of a geometrical model, the smallest path 

length (the nuirber of edges) between all pairs of code words is the 

minimum distance of the code.

If d is the minimum distance of a code, it has been shown that 

the code is capable of correcting errors of weight

where the square bracket means the largest integer not more than (d-l)/2 ; 

or the code is capable of detecting

D = d - 1

errors. Also the code is able to correct up to C errors and detect up 

to D errors such that

d = C + D + 1

where C (Slepian, 1956).
Considering the geometrical model again (Section 3.1), the (n,K) 

code is t-error-correcting if the code words of the code stand on the 

vertices of the n-dimensional unit cube, separated by at least (2t + 1 ) 

edges. In other words, the code can be "packed" in such a way that 

every code word can be positioned at the centre of a sphere of radius t 

where all the q spheres are disjoint. As an example, consider the 

(n, K, d) e (8 , 2, 5) code. Each code word is at the centre of a sphere

of radius



- 38 -

such that each sphere contains

t 2

i=l i=l

vertices of the 8-dimensional unit cube.

Figure (3-3) : Two code words of the (8, 2. 5) code.
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Any two or less errors on any code word do not remove the corrupted 

code word out of the sphere to which it ' belongs", so it may be 

recovered unambiguously.
If the code is just error correcting, then every error weight 

> t = 2 removes the code word out of its sphere, and any attempt to 

recover it results in post decoding error (Berlekamp, 1968). If the code 

is an e-error detecting code, then every error weight D < d - 1 = 4 can­

not alter any code word into another, i.e. the corrupted words are all 

non code words, so the errors can be detected. If the code is D = 3 

error detecting and C = 1 error correcting, such that d = C + D +  l =

1 + 3 + 1 = 5, then any single error can be corrected unambiguously, but 

double errors and triple errors can only be detected. Any attempt to 

correct a double error results in post decoding errors in this case, as 

is also the case for the triple errors.
The Hamming distance criterion is not always the best one to use, 

however. The Lee criterion (Lee distance) is more suitable in seme cases 

than Hamming distance (Berlekamp, 1968). The two criteria coincide in 

the binary case (q = 2 ).

Furtheimore,( it can be shown (Slepian, 1956) that though codes with 

the same (n,K) parameters may have different minimum distances, it does 

not necessarily follow that the code with the la rg er minimum distance will 

have superior performance. Most of the linear block codes with Hamming 

distance d can correct not only the error patterns of weight

but also many error patterns of weight bigger than t (Turner- 0 1 any an, 

1976). Even if an (n,K) linear block code only has d = 1, using the 

weight distribution (Hobbs, 1965) it is shown in AppendixII that nearly 

all of the single errors and a few of the bigger error patterns are 

correctable. Thus, a better figure of merit for a linear block code,
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considering different codes with the same block length and the same 

nunfoer of information symbols, would be the correctability performance 

of the code or in other words the probability of error after decoding 

(post decoding error rate). The code which has the smallest of these 

probabilities is called an optimum code (Fontaine & Peterson 1959,
Bose & Kubler, 1958) with respect to the others.

3.1.3 Thu PcvUty Check McuUvix oj cl LLnmsi Block Code.

The parity check matrix [h] of a linear block code generated by 

the generator matrix [g] is the coefficient matrix of a system of n-K 
linear homogeneous equations called the parity check equations of the 

code (Van Lint 1970, Slepian 1960), such that the set of q code words 

generated by the matrix [g] are the set of solutions of the n-K 

equations. The matrix [h] in standard echelon form is shown as:

H  - C-gT in_K] =

gl,K+l g2,K+l gK,K+l

"^1,K+2 “g2,K+2 gK,K+2

“gl,n -g2,n gK,n

The above property and construction of the [h] matrix arises from the 

rules governed by the n-K right-hand columns of the generator matrix 

[g] , and the way that the information digits of a message carbine the 

rows of [g ] in standard echelon form (see Wiggert 1978, Lucky/ and Salz 

& Weldon 1968). Thus for any code work x e  C the product

-In-K ]

The result of this multiplication is an important property of linear 

codes. That is, for every code work x eC ,  (C is the code book of the
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linear block code) of weight W(x), the linear combination of those 

columns of [h] corresponding respectively to the positions containing 

non-zero elements in x results in an all-zero (n-K)-tuple vector. 

Conversely, for every linear combination of W(x) columns of ¡H} matrix 

which results in an all zero (n-K) tuple vector there is a code word 

in C (Peterson & Weldon, 1972).

Since in a linear block code the minimum Hamming distance of 

the code is the weight of the minimum weight non-zero code word (Lucky 

and Salz & Weldon, 1968), then no linear combination of less than 

d columns of the [h] matrix of a linear block code which results in an 

allTzero (n-K) tuple vector; in other words, every d-1 or less columns 

of the parity check matrix [h] of a linear block code are linearly 

independent. Furthermore, for a linear code which is capable of 

correcting up to t errors it has been stated that

• - M

and
d = 2t + 1 .

Then it can be said that a code is a t error correcting code if and 

only if every 2t column of [h] is linearly independent (Sack, 1958).

As a consequence of the above discussion, for any code word 

x e  C, x . [h  ] = 0 and for any n tuple y e C, which is not a code 

word,

7  • [ht] * [o] = [s] .

If y is a code word x corrupted by the n-tuple noise vector e, then

y = x 0 e
* q

so
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y . [HT] = (x 6q e ) . [h 1) = x . [ht] 0q e . [ht:

= [O] 0q e . [HT] = 5  . Lht] = [s]

The (n-K) tuple vector [s] is called the syndrome related to the error 

vector e. It is simply verified that, for a t-error-correcting linear 

block code all the syndromes of the error vectors of weight ^ t must be 

unique; or in other words, every linear combination of t or less columns 

of [h] must be a unique non-zero (n-K) tuple vector in the vector space 

Vn_K (Hashim, 1974). Thus, in general, if ou be the number of unique 

syndromes of the different error vectors of weight i, then the error 

correctability of a linear block code over a binary symmetric channel 

(Berlekamp, 1968) can be shown to be:

p c - E - i p i< 1 - p * " “ 1

n
, V '  „ n-K. (where, j  <. q )

i=o i=o

(Hobbs 1965, Fountain 1959) where and P are the probability of correct 

recovery (decoding) of the corrupted code word by noise, and the channel 
cross-over probability, respectively. The following diagram illustrates 

the various source, channel and sink probabilities, in the case of a 

binary symmetric channel (BSC).

P (x) ov y

Px(x)

PQ(y ) = PQ(x).q + 
Px(x).P

P^y) = P]_(x) .q +

PQ(x).P

where q = P(y/x) = P(0/0) = P(l/1) 

P = P(y/x) = P(l/0) = P(0/1)
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The set of (n-K) linear independent rows of the parity check 

matrix [h] of a linear block code, which is orthogonal to every code 

word of the code, spans a sub-space Vn_K of dimension (n-K) of the 
vector space of all n-tuple vectors. This subspace forms an (n, n-K) 

linear block code called the dual code of the original code. If in 

the original code n = 2K the code and its dual code are identical and 

the code is called a self-dual code.

3.1.4 The ModuZaA RepicóeyvtcuLLon ofa a. Linean. Block Code., and 
Eqaivatent Code6~.

A linear block (n, K, d) code over GF(q) is the row space of the
K linear independent vectors (rows) of its generator matrix [g] . The

matrix [g] has n columns out of qK - 1 different types of non-zero

columns. If matrix [m] is the standard variable q-ary truth table, then 
T K[M ] has as its columns all q - 1 possible types of column in increasing

number order from far left to the right.
th T KIf the i column of [M J be column type i then a 1 x (q -1)

matrix
N = [nx , n2, ..., n ^  ---n K ]

q - i

in which every element n^ is the number of the column type i of the 

matrix [g] is called the modular representation of the linear block code 

generated by [g] . Any set of K linearly independent vectors of the sub­

space (code) generated by [g ] spans the same code. Thus any elementary 

row transformation on [g] , or multiplication on the left by an elementary 

(non-singular) K x K matrix [r] results in a different generator matrix 

but an equivalent (in Hamning distance sense) code (Fontaine 1959).

So,

[R] [G] = [Gr]

and [Gj - [G] .

An elementary column transformation on [g] , or multiplying [g ] on the
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right by an n x n permutation matrix [s] , changes the code in a 

trivial manner,

[G]. [s] = e g

and

fc] - [Gj .

These two codes are called column equivalent codes. Two codes are 

called equivalent if the generator matrix of one can be obtained from 

another by both column and rwo elementary transformation.

[R] . [G] . [S] = [G J

and

HI ■ [ o j  •

3.1.5 Co6 qX Vzcompot>jjtion oj cl LirnaA Block Code.

Ihe equivalence relation "has the same syndrome" partitions

the set of q11 vectors of the vector space into the qn-K equivalence

classes known as cosets. The first coset is the linear block (n,K)

code itself, which is the subspace of the vector space Vn of all

n-tuple vectors (Slepian 1960, Lucky & Salz & Weldon, 1968). As

mentioned earlier (see Chapter II, Section 2.6.7) the coset leaders

are chosen to be the minirmm weight (the most likely errors) vectors of

V . n
Since there is a one-to-one relation (correspondence) between a 

syndrome and a coset leader (McWilliams & Sloane 1977) such that,

[SH—  [e]
and also

[s] = [e] [HT]

then a complete list of the set of coset leaders and corresponding 

syndromes leads to the systematic search decoding method for linear 

block codes which is in fact a maximum liklihood decoding and is optimum.
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n_KWhenever q has a reasonable value (< ~ 10 0 0), this method (compute 

the syndrome, consult the list for the error pattern, and subtract the 

error pattern from the received n-tuple) is a practical decoding method.
For a t-error-correcting linear block (n, K, d) code, the 

number of coset leaders of weight ^ t over a binary symmetric channel 

is given by

¿0
i=o

and the number of coset leaders of weight > t is equal to

' ■ * - £ (  I)
i=o

therefore the word error probability regardless of the number of errors 

in the code words is lower bounded by:

P £ 1 -e

t t

[ £ ( n ) pl<1'p)i] “ r  - ^ ( n )]pt+1 <1 -p) t+ 1

i=o i=o
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CHAPTER IV

BEST KNOWN LINEAR BLOCK CODES: CONSTRUCTION 
TECHNIQUES, AND SOME RELATED CONCEPTS.

4.1 General

The search for efficient techniques for constructing codes 

which with a rate equal to channel capacity have a vanishingly small 

error probability with increasing block length, has not been fruit­

ful yet. The codes of Elias and similar followers, which have a 

mathematical construction (algebraic codes) for a fixed rate, 

provide a lower bounded value of distance to code length. They have 

a vanishingly small error probability (Cooper 1977), but their rates 

are far removed from the ideal channel capacity and also frcm the 

Varshamov-Gilbert bound. But good moderate length efficient codes 

which have a mathematical structure and form the class of algebraic 

codes have been constructed. These codes, due to their mathematical 

properties, have encoding and decoding equipment of moderate 

complexity.
In this section a brief review of the best known of these 

linear block codes-and some related concepts are given.

4.2 Minimum Distance Bounds for Linear Block Codes

In spite of the shortcomings of the Hamming distance criterion 

(Section 3.1.3), the minimum Hamming distance of a linear block code 

is an important parameter for evaluation of the performance of the 

code. Thus it is clearly of interest to know the ultimate value of 

the minimum distance for a certain block length and number of infor­
mation digits. These values have been given by various sources in the 

form of a functional relationship between the code parameters n, k and 

d. These relationships are in the form of bounds which relate any one 

of the given parameters in terms of the remaining two.
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4.2.1 Thi Hamming Bound

The Hanming sphere-packing bound (Harming 1950) is an upper 

bound on the maximum number of code words N of an (n, d) code. The 

code words of a t-error-correcting code can be packed in such a way 

that every code word is positioned at the center of a sphere of 
radius

t = d- 1
2

in an n-dimensional space. Since there are N distinct code words, 

then the N disjoint spheres contain:

t
n  . ^ 2  (i)(q - 1 ) 1

i=o

vertices of the n-dimensional cube. The total number of vertices of 

the n-dimensional code is q11, so that,

t
N • ^ 2  (i)(q " 1 ) 1  * ̂  (4-1)

i=o

For a linear binary block code q = 2 and N = 2^ then,

t
2n-k * J 2  (?> (4-2)

i=o

Taking the logarithm of both sides

k „ , 1 ,—  $ 1 ---log0n n &2 E
1=0

(?)

The asymptotic form of this bound (Peterson & Weldon 1972, Appendix A,

see also the simple proof given by Park 1969), is

k ^h-  = 1 - H(——) n vn

where H(x) is the entropy function and t^ is the largest integer t for
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which the above inequality holds. The Hamming sphere-packing bound 

has been refined by Wax (1959) and Johnson (1962). The Johnson 
upper bound is tighter than the Wax upper bound except for seme 

values of the parameters of (n, d). Also, for sane values of k and 

d, the combined form of the bound with the Greismer bound gives a 

stronger lower bound than the Greismer and Hamming bounds individually.

4.2.2 Code*

An (n, k, d) code is a perfect code if there is an integer t 

such that the coset leaders of this code include all the coset leaders 

of weight < t and none of the coset leaders of weight t + 1. These 

codes satisfy the Hamming sphere packing bound exactly, or in other 

words, the (n, k, d = 2t + 1) perfect code can partition the q11 vertices
Irof an n-dimensional unit cube perfectly into q disjoint spheres of 

radius t (Vasiliev 1962). Therefore, in a perfect code

i=o

and the word error probability of Section 3.1.6 becomes an equality, as

• t

These optimum codes were first introduced by Hamming (1950) as the 

linear binary single error correcting perfect codes (see Section 4.2.4). 

Golay (1949 & 1954) discovered a linear binary triple-error-correcting 

code and a linear double-error-correcting code over GF(3). Ibis 

introduced the possibility of generalizing the Hamming codes (see 

Section 4.3.3). Vasiliev (1962) constructed the class of binary single 

error correcting perfect codes which includes both linear and non-linear 

codes. This was in contrast to the idea of the non-existence of more 

perfect codes, conjectured by Shapiro & Slotnick (1959). The method of

t

1=0
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constructing linear and non-linear single error correcting binary 

perfect codes by Vasiliev was generalized by Schonheim (1968) over 

GF(pm ) with p a prime integer.
Van Lint (1970), and Tietavainen (1973), in two canp lenient ary 

papers, proved that the known perfect codes are the only existent 

perfect codes over GF(pm ).

4.2.3 Rcpetotcon Code-6

The class of repetition codes over GF(p) is a trivial example of 

the 1/n rate perfect code, with parameters (n, 1, n) and with odd block 

length. These codes can correct all the errors of weight t  ̂ and

no errors of weight t > The class of repetition codes have the

highest error correctability.

4.2.4 Hamming Codte

The Hanming codes were first introduced by Hamming (1950).

The linear binary Hamming codes over GF(2) have parameters

n = 2?“ - 1, K = n - m, d = 3,

where m is any integer £ 2, which represents the number of parity checks 

of the code.
The 2m - 1 columns of the parity check matrix of the Hamming code 

from the all 2m - 1 distinct binary m-tuple vectors, each being a non­

zero binary number in the range 1 up to 2m - 1. Therefore no two 

columns are the same, so the minimum distance of the code is d = 3.

There are 2m - 1 columns each of which is a distinct syndrome for a 

distinct single error, so the code is perfect.

Hamming codes have the desirable property that 

R = k/n— *-l when n —

but on the other hand d/n— ►O with n— *-°°, therefore the error correcta­

bility of these codes is relatively poor. Golay (1949, 1958) was the
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first to generalize the Hariming codes over GF(p) and GF(p ) = GF(q), 

with parameters,

n = (qm - l)/(q - 1), n - m, d = 3

In 1959 Cock generalized the Hainning codes over GF(q) (q is a power 

of a prime number) with the same parameters

n = (qm - l)/(q - 1), n - m, d = 3

The code obtained by adding an overall parity check to the Harming 

binary single error correcting code has parameters (n = 2m , n - m ,  d = 4), 

and is called the extended single-error-correcting, double-error­

detecting Hanming code. This code has been extensively used by Elias 

(1954) to construct an infinite family of good codes (see Section 4.6.1). 

Hanning codes are equivalent to the cyclic codes (Parang (1957),

Abramson (1959 & 1961), and others)., Hanming codes form a subclass of 

primitive BCH codes; for the binary case, the parity check matrix is

2

„ T 2m-2 2 1H = a , --- , a , a, 1 ,

where a is a primitive element of GF(2m ), (see also Peterson & Weldon 

1972, p. 221).

4.2.5  Gotay Code6

The only non-trivial binary linear perfect code other than the

Hanming single-error-correcting codes, has been found by Golay (1949).

This code has parameters (23, 12, 7), and since it is perfect, all the

23-tuple vectors of the 23-dimensional space can be packed by the code
12words of this code into 2 sphere of radius 3 with no overlap, i.e.

.12 1 + (2X3) + (223) + (23)
] ■

.23

The parity check matrix [h] of this code forms an 11.x 23 matrix, there­

fore the
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E 23(“r) linear combinations of the columns of the [H] matrix gives

1=0

the 211 distinct syndrcmes of all single, double, and triple errors, i.e.

£
1=0

<23) = 211 V 1 '

The algebraic (cyclic) construction of this code is given as follows 

(McEliece 1977):

The ideal generated either by the polynomial g^(x) or g2(x),

where
, v 11, 9 7 6 5, ^ ,g-̂ (x) = X  + X  +  X  +  X  + X  +  X  + 1

g2(x) = X11 + x1̂  + x® + x5 + x^ + x2 + 1

in the ring of residue classes of polynomials modulo the polynomial 
23x - 1 is the cyclic form (see Section 4.5.1) of the (23, 12, 7) Golay

code. The roots of the generator polynomials g-̂ (x) and g2(x) are the

roots of the code polynomials (words, see Section 2.10) and also the
23roots of the polynomial x - 1, i.e.

23x - 1 = (x - 1) gx(x) g2(x)
23The 23 roots of x - 1, known as 23 roots of unity, lie in the elements 

of the GF(2n ).

The code obtained by adding an overall parity check to the 

(23, 12, 7) Golay code has parameters (24, 12, 8) and is the extended 

Golay code (see also Leech 1967 & 1971 and Pless 1958). Golay also 

found the (11, 6, 5) double-error-correcting ternary perfect code.

Furthermore, the generator matrix of the (23, 12, 7) Golay code 

can be put (Leech 1964) into the matrix form:

M  =
Golay

I
i— -i
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here C has the property that each row is a cyclic shift of the 

previous row by one place. The matrix C is called a Circulant matrix 

and the code generated by a generator matrix of this type is a 

Circulant code. The work by Leech followed by that of Karlin (1969, 

1970) and Pless (1969, 1972) resulted in a large number of binary 

codes generated by circulants, including codes over GF(3).

4.2.6 Qujul-pzn^ccX. CodeA

An (n, k, d) code is a quasi-perfect code. If there is an 

integer t, such that the coset leaders of this code include all the 

cosets of weight ^ t, sane of weight t + 1 and none of weight > t + 1, 

then the code is quasi-perfect. The inequality of Section 3.1.6, 

which is the word error probability, is satisfied by quasi-perfect 

codes. Therefore,

£  C ' V a  - p )"-1 ,n-k t+i,., Nt+i 
p (i - p )

1=0 1=0 

Considering the properties of the [li] matrix of a linear block code 

Wagner (1966a, 1966b, 1967), obtained several quasi-perfect codes, also 

the double-error-correcting B.C.H. codes have been shown to be quasi­

perfect (Gorenstein & Peterson & Zieler 1960, see also McWilliams & 

Sloanel978, p. 279).

4.2.7 The, Vto thin  Bound

The Plotkin bound (Plotkin 1960) is an upper bound on the 

maximum number of code words N of an (n, d) code. The derivation of 

this bound is based upon the fact that the average weight,

n qk_1(q - l)/(qk - 1)

of a code word of the code over GF(q) is at least equal to the minimum 

distance d of the code, thus
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d $ nqk 1(q - l)/(qk - 1)

where qd > (q - l)n.
kFor a linear (n, d) code over GF(q), N = q therefore the above 

inequality can be written as:

N = qk  ̂qd / qd + n(l - q) 

and for a binary code

N = 2k 2d 2d > n .2d - n

Also for a non-linear (Plotkin I960, see also Farrell 1969), code the 

number of code words

even 2d - n

N ,. = 2m - 1 $ ^ —  odd 2d - n

where 2d > n

and m is an integer.

Furthermore, Elias (1955) extended the Plotkin bound (see Peterson and 

Weldon, p.78), and showed that the number of parity checks required 

for an (n, d) linear block code is given by

n - k £ (qd - 1) / (q - 1) - 1 - logq d

where n > (qd - l ) / ( q - l )  

and for a linear binary code
n - k ^ 2 d - 2 -  loggd 

where n > 2d.
The Plotkin bound is weaker than Hamming sphere-packing bound at higher 

rates and tighter at lower rates (Berlekamp 1968).

4.2.8 The EI ajh> Bound

The Elias upper bound (Elias 1960) is a tighter bound on the 

maximum minimum distance of an (n, k) block code than Harrming bound and 

Plotkin bound over the range of medium rate (Berlekanp 1968).
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The derivation of this bound is based upon both the Hanming 

sphere-packing and the Plotkin average distance bounds, and is given 

by
d * 2tU - ,

where N is the smallest integer satisfying the inequality

i=o

and t is any integer such that,

t

i=o

This bound is uniformly tighter than Haraning and Plotkin bounds. The 

difference is considerable in the region of medium rate, and at high 

and low rates the difference becomes smaller. However, tighter upper 

bounds have been derived by Levenstein (1975), and also by McEliece, 
Rumsey and others (1976), and is given by

R  ̂H j l̂/2 - / d/n(l - d/n) J ,

where R is the rate of the code and H is the entropy function. This is 

at present the best (closest to the best lower bound) upper bound.

The discussed upper bounds are not constructive bounds, and 

therefore are not necessarily attainable over the whole range of code 
parameters. In other words, an optimum code does not necessarily meet 

that upper bound which is the least value of all upper bounds for the 

given parameters (n, d). However, the lower bounds (see next Section) 

are constructive bounds in the sense that it is possible to construct 
a code that meets a lower bound (Pierce 1967).

The bounds reviewed above are plotted in Figure 4-1.
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4.2.9 The VcviAhomov-GTJJoext Bound

Applying a systematic procedure to the construction of a 

linear block code, Varshamov (1957) and Sacks (1958) derived a lower 

bound on the number of code words of an (n, d) code. This bound is 
a refinement of a bound found by Gilbert(1952).

The derivation of this bound is based upon a property of the 

columns of the parity check matrix [h] of a linear block (n, k, d) 

code over GF(q), which is that no set of d - 1 or fewer columns of 

the matrix [h ] is linearly dependent. For a linear (n, k, d) block 

code this is possible (see Peterson & Weldon, 1972) if

(^)(q - 1) + (“ )(q - l)2 + .... + ( ¿ 2)(q - l)d"2 * q° - 1 
or

d-2

Z ,nN/ , a  . n-k
( i ) ( q  -  1 ) ^ q

i=o

where q - 1 is all possible non-zero c-tuple vectors included in the 

columns of the parity check matrix [h] .

The asymptotic form of this bound is given (see Section 4.2.1) 

by

A possible improvement on the Varshamov lower bound has been proposed 

by Hashim (1974).

Thus the Varshamov-Gilbert bound, which is a constructive bound

states:

For any fixed integer R where 1 -> R > 0 there exists a binary 

(n, k, d) code with R ^ k/n and d/n £ H_\ l  - R).

However, all the best constructive long codes are far from this bound. 

Therefore, the Varshamov-Gilbert bound leads to the definition:

"A family of codes over GF(q) is said to be good if it contains
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an infinite sequence of codes <f>-p <f>2 , ___where 4>̂  is an

(ni* ki’ di> 00(16 over GF(q) and both = k^/n^ and d^/n^ has a 
positive limit as i--- * - 00 " .

Figure (4~1) : Bounds on minimum distance for the 
best binary block codes

© Plotkin’s upper bound

© Hamming's upper bound

© Elias's upper bound

© McEliece’s et al upper bound

© Varshamov-Gilbert's lower bound

© Justesen's lower bound (see Section 4.6.3)

© Plotkin’s average distance bound
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4.3 Cyclic Codes

The most extensively studied class of linear block codes are 

the cyclic codes.
Cyclic codes have considerable mathematical structure which 

simplifies their implementation and analysis. However, this family 

of linear block codes does not have a ratio of minimum distance to 

block length bounded away from zero, i.e.
d/n---*-0 as n---►  .

Also, it has been shown by Berlekanp (1972) that for BCH codes, which 

is one of the most important classes of linear cyclic codes

2nlog: R_1 
d ' ^ l O 11

which is a big disadvantage for these codes. But, still it is not 

known whether all long cyclic codes are bad (see Berman (1967), 

McEliece (1970), Chen (1969)).
Cyclic codes were first discovered by Prange (1957, 1958) and 

investigated by Peterson & Brown (1961), and Lucky, Salz & Weldon

(1968), Berlekanp (1968), and others.

4.3.1 CycLLc Code. AnaJLyt>Aj> and ConAt/iuc&Lcm

A linear subspace C of the n-tuple vector space Vn is called 

a cyclic code if any cyclic shift of any code word is a code word.

The isomorphism property of the n-dimensional vector space 

Vn over GF(q) and the ring of residue classes of polynomials modulo 

x11 - 1 (see Section 2.8) gives the possibility of the following 

definition:

An (n, k, d) linear cyclic code C is an ideal (principal ideal) 

< g(x) > in the ring of residue classes of polynomials F[x]/p(x) 

modulo the polynomial p(x) = x11 - 1 over GF(q). Thus the ideal C 

(cyclic code) is generated by the polynomial g(x) which is a monic
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npolynomial of degree n - k = c and divides p(x) = x - 1, i.e.

(xn - l)/g(x) = h(x) ,

where n - c = k is the degree of h(x).
2 n 1Therefore, if c(x) = cq + c x̂ + + ---+ c  ̂x _  is a

code polynomial in the ideal < g(x) > , then for every polynomial 

f(x) e F[x] , the polynomial f(x) c(x) e < g(x) >-*— ►C mod (xn - 1) 

and also every x c(x) e  < g(x) >■*— ►C mod (x11 - 1) is in C. Hence 

if
c(x) = cq + c^x + c2x + .... + c.n-1

n-1 ^  ̂ .x e < g(x) >

(Cq j > c2 > • • • • i cn_i)^  C
2 3 xithen x c(x) = c x + o,x + CrJt + ---+ c x = c 1 + c x +o 1 £  n-1 n-1 o

+ c 0 x n-2
n-2

•cn-l’ co ’ cl ’ --- ’ cn-2 G  C

which is a right cyclic shift of the coefficients of c(x) or a cyclic 

shift of the related code word by one place.

Therefore the k = n - c different polynomials g(x), xg(x), 

x^g(x), ...., xn-C_1 g(x) are linearly independent, so the vectors 

related to these polynomials form the rows of the generator matrix [g] 

of the cyclic code C-*— ► <  g(x) >, so if g(x) = g + g1x + ---+ g xO JL U

g(x) ° & 1

O __
__

1

X g(x) gO’ gl'--• ' Sc
—

n-c-1 , . 0x g(x) gO,gl,--,̂ C
H ■■ — —

Thus it is evident that a polynomial is a code polynomial if it is 

divisible by g(x).

Since (xn - 1) / g(x) = h(x) then

x11 — 1 = g(x) . h(x) = 0 mod xn - 1.
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Therefore if c(x) is a code polynomial then

c(x) h(x) = f(x) g(x) h(x) = 0 mod (xn-l) .

Erom this property, it is evident that the polynomial h(x) generates 

an ideal which is the null space of the ideal generated by g(x). But, 

the polynomial multiplication and inner product of the related vectors, 

is different (if two polynomials a(x) and b(x) are orthogonal, i.e. 

a(x) . b(x) E 0 mod xn-l, then the related n-tuple vector a is 

orthogonal to n-tuple vector b in reverse order (see also Section 

2.10, Van Lint 1973 and Peterson & Weldon (1972)). Thus the parity 

check matrix for the cyclic code generated by g(x) where

h(x) = (x11 - 1) / g(x) = h^ xk + ___+ tLjX + hQ is

[ h]=

h(x)
xh(x)

n-k-1, , >. x h(x)

0 hk>— ’ hg.h^,1̂  
h, , — , lu.hw ,hk ^ » “l'ho

h2 ,hl ,hi
0

o

(Note: the coefficients g andh are the unity element of GF(q)). The 

generator polynomial g(x) of a linear cyclic code over GF(q) of length 

n divides the polynomial xn-l, therefore the n - k = c roots of g(x) 

lie among the n different roots of xn-l. These n roots are also the 

elements of the extension field GF(qm ) of the ground field GF(q). They 

form a cyclic group of order n called the nth roots of unity, m is 
called the multiplicative order of q and is the smallest integer such 

that n divides qm - 1. Thus the polynomials g(x) and xn - 1 are com­

pletely factorized over GF(qm ), such that

n-1
(x11 - 1) = 1 T (x - a*-) = I I M^s\x) 

i=o cs

(see Section 2.10) where a is a primitive nkk root of unity, and s runs
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through the set of cyclotomic coset representatives mod-n. Similarly, 
g(x) can be factorized as

g(x) = T T (x  - a*) where K C  | 1, 2, .... n-1 j
i e k

and a1 <E GF(qm ); this means that g(x) is the product of the minimum 
polynomials of a1 for all i e k .

4.3.2 Shontznud CycLLc Codzi,

The factorization of xn-l over GF(qm ) into minimum polynomials 

M^s)(x) does not always give many factors, thus not many generator 

matrices can be formed. Therefore, for some values of (n, k) a 

shortened version of an (n+i, k+i) linear cyclic code can be used to 

obtain an (n, k) code. The first i columns and rows of the generator 

matrix of the (n+i, k+i) code are deleted, which is the same as 

detecting the first i columns of the [jfj matrix of cyclic codes.

The shortened form of a cyclic code is not a cyclic code but 

can be encoded and decoded as the original cyclic code (see Lucky &

Salz & Weldon). Also, it has the same minimum distance as the original 

cyclic code (the same coset leaders).
The cyclic bodes which are ideals in the ring of polynomials 

modulo a polynomial f(x) other than x11 - 1 are called Pseudo Cyclic 

codes. Shortened cyclic codes are identical to the pseudo cyclic codes, 

and also every pseudo cyclic code having minimum distance greater than 

two is a shortened cyclic code (theorems 8.9 & 8.10 Peterson & Weldon 

1972). Kasami (1969) has shown that arbitrarily long pseudo cyclic 

codes exist which have parameters that meet the Varshamov-Gilbert bound.

Cyclic codes are invariant under the one place cyclic permu­
tation group (see Peterson & Weldon, Section 8.11). An 

(n, k)=(mnQ , mkQ) linear code which is invariant under the nQ places

cyclic permutation group is called a quasi cyclic code (Townsend &



- 61 -

Weldon 1967); that is, the cyclic shift of every code word by nQ places 

is again another code word. The quasi cyclic linear (n, n/2) codes 

found by Chen (1969)^ have the maximum value of the minimum distance 

for (n, n/2) linear codes. Quasi cyclic codes also have been studied 

by Karlin (1969) and Hoffner & Redy (1970), Chen & Peterson & Weldon

(1969). The latter have shown the existence of long but not arbi-
b

trarily long quasi cyclic codes that meet the Varshamov-Gilbert bound.

4.3.3 Extended Cyclic. CodeA

A cyclic (n, k, d) code generated by the generator polyriomial 

g(x) which is not divisible by (x-1) can be extended by adding a new 

row and column to the [h] matrix. The generator and parity check 

matrix of the extended cyclic code respectively are:-

where g(x) and G are the generator matrix of the original cyclic aug
code when augmented (see Berlekamp 1970), [Gext] and [Hex ]̂ are

respectively the generator matrix and parity check matrix of the

extended cyclic code, and H is the parity check matrix of theaug
original code when augmented. The extended cyclic code has para­

meters (n+1, k, d+1).

4.4 BCH Codes

The most important class of cyclic codes, known as BCH codes, 

was discovered independently by Bose & Ray-Chaudhuri (1960a, 1960b), and 

Hoquenghem (1959). This class of codes has been studied extensively 

because of their relatively simple and powerful decoding algorithm. 

Berlekamp (1968) gives an excellent explanation of these codes. Also,
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these codes have been studied by Gorenstein, et al (1960)(Generali­
sation of BCH codes), Mann (1962), Goldman et al (1968), Kasami and 

Tokura (1969), Chien (1972), Wolf (1969-70) and many other coding 

theorists.

A cyclic code of length n over GF(q) generated by the monic

polynomial g(x), is a BCH code if for seme integer b, g(x) is the

lowest degree polynomial such that

i (b) (b+1) (b+d -2)
g(x) = LanjM (x), M (x), M ° (x)

Therefore g(x) has a string of dQ - 1 consecutive powers of a as the

zeros, and Mx(x) are the minimum polynomials of the elements

a1 <E GF(qm ). These zeros are also the zeros of the cede, i.e. if

c(x) is a code word:

b b+1 b+d -2
c(a ) = c(a ) = ___, c(a ° ) = 0

Thus, the parity check matrix of the code can be formed as:

H =

The minimum distance d of this code is bounded by

d * do
(BCH bound, theorem 8, MacWilliams and Sloane 1977), where dQ is called 

the designed distance of the code. Every element of the matrix [h] is 

an m-tuple of GF(q), so there are m(dQ-l) rows in [h] and the dimension 

of the code is such that k £ n - m(dQ - 1).

For the binary case, if b = 1 and n = qm-l (primitive BCH code)

ba 2ba ..... . a ^ - 1*
b+1a a2(b+D a(n-l)b+l

b+d -2
a °

2(b+d -2)
a .....

(n-l)(b+d( 
. a

then:
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M(i)(x) = M2i(x) « .... M & qrn_1)î Cx),

( 1 ) (3)
thus g(x) = LcmjM (x), M (x), --- , M

and the check matrix [h] simplifies to:

<d„-Do (x)

H

a

a

a

a

n-1a

a3(n-l)

d -1 2(d -1), o v o ' l a  a a
(do-l)(n-l)

since dQ = 2t+l, then Qi] has mt rows and the dimension of the code 
is k > n - mt.

It was suggested by Kasami & Lin & Peterson (1966) that the 

minimum distance of a primitive BCH code was equal to the designed 

distance of the code, but later, Kasami & Tokura (1969) showed the 

existence of primitive BCH codes with d > dQ (see also Berlekamp 

1970). An extension of a BCH code can be formed (Wolf 1969) by 

adding two columns to the |h | matrix of the BCH (n, k, d) to give a 

new code of parameter (n' = n+2, k' = k+2, d' = d) and parity check 

matrix

[ » • ] =

1 0
0  0
0

o

I
0
1

M

4.5 Reed-Solomon Codes

Reed-Solomon codes are an inport ant subclass of BCH codes 

(Reed Solomon 1960, Gorenstein & Zierler 1961). These codes are 

optimum in the sense that they have greater minimum distance in com­

parison with other linear codes having the same length and number of 

information digits. These codes have also been used extensively to
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construct other powerful codes (Forney 1966, Justesen 1972).

A Reed-Solomon code is a BCH code over GF(q) of length n = q - 1; 
the roots of the polynomial xn-l are the elements of the GF(qm ), where 

m is the smallest integer which n divides qm-l, but n = q - 1, therefore 

m = 1 and the minimum polynomial of each element a1 is 

M ^ ( x )  = (x - ad), (theorems 6.24 and 6.17 Peterson & Weldon; also 

MacWilliams & Sloan, Chapter 10, 1978). Thus, the Reed-Solomon code of 

designed distance d has generator polynomial

g(x) = (x - a)(x - a2) ___ (x - ad_1)

a G  GF(q).

The dimension of the code K = n-degree g(x) = n - (d-1), hence 

d = n - k + 1. Now, the minimum distance of a BCH (and hence RS) code 

is at least equal to the designed distance (BCH bound). On the other 

hand, the minimum distance of any (n, k) linear code is subject to the 

relation d < n - k + 1, (see Van Lint 1973, p. 71). Therefore, the 

minimum distance of a Reed-Solomon code is exactly
d = n - k + 1,

which is the minimum distance of a maximum distance separable code, 

and is therefore optimum. Also, the weight distribution of these codes 

is easily enumerated (see Peterson & Weldon 1972).

4.6 Iterated Codes and Concatenated Codes

Most known classes of linear codes reviewed so far do not have 

a positive asymptotic error correctability. In other words, for a fixed 

rate, the ratio of minimum distance to length of these codes is not 

lower bounded away from zero, i.e.,

d/n--- *- 0 if n ---► °° .

Long BCH codes are bounded by this property (theorem 13, Ch. 9, 

MacWilliams & Sloane 1978). However, certain classes of linear codes 

constructed from combinations of other linear codes have been shown to be



- 65 -

powerful linear codes with a positive asymptotic correctability; 

that is, these classes of codes, for a fixed rate, have a ratio of 

minimum distance to length bounded away from zero.

4.6.1 ltQJuvt<zA Codte

In this case, the output of the binary information source is 

arranged into a kgk^ rectangular array. The rows of this matrix are 

encoded using a linear block (n^, k^, d^) code, and the columns are 

encoded using a linear block (ng, kg, dg) code (Figure 4-2).

k1

: Checks
Information on

matrix rows

Checks
Checks on columns on

checks

Figure (4-2) : General structure of 
iterated codes

The iteration process produces an (n^ng, kjkg) linear code of 

Harming distance d-^dg, (Elias 1954, see also Theorem 5.3 Peterson & 

Weldon). The resultant (m̂ rig, ICjkg, cLjdg) code can be iterated with 

another (n3, k3, dg) code to produce an (n, k, d) code with 

parameters
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s
n = . n2 .

k = k^ .kg .kg 

d = . dg . dg

R = k/n = . kg . kg/n^ . n2 . ng

The iteration of Haraning codes in the same manner produces Elias 

codes, (Elias 1954). In spite of decreasing the rate of the code by 

increasing the nurrtoer of iterations, the rate of infinitely long 

Elias codes remains a positive value R > 0, (see Peterson & Weldon
1972, p. 135) such that

R > 1 - (m + 2)/2m_1

provided 2m+1 . p < 1 and m > 4, where m is the number of parity 

checks in an extended Hanming code, and p is the BSC cross-over 

probability.

4.6.2 Concatenated Codte

The construction of these codes was first introduced by

Forney (1966). They are defined as follows. The kg.k^ binary

information symbols from GF(2) are divided into kg vectors of k^

symbols. Each of these k^ vectors is considered as a symbol in 
*1GF(2 ), and can be encoded by an outer encoder using an (Ng, kg, dg)

hReed-Solomon code over GF(2 ), where any code word can be written as:

kl
co C1 C2 ....\ - l  Ci e  > •

Each c^ is a k^-tuple binary vector and is encoded by an inner encoder 

into an (N^, k p  d^) code over GF(2). The resultant code has para­

meters (N-jNg, kjkg) and the minimum distance is d ^

A simplified block diagram of a concatenated scheme encoder and 

decoder can be shown as Figure (4-3). Every uncorrected error pattern 

at the output of the inner decoder will appear as a single error at the
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Figure (4-3) : Concatenated Coding Scheme

input of the outer decoder, since the outer decoder is a t-error- 

correcting Reed-Solomon code. Therefore all t-error patterns of 

length not bigger than Nj are correctable.

4.6.3 JuAteAm CodeA

Justesen (1972) presented a constructive sequence of codes, 

based on the concatenation concept of Forney's codes. The inner code, 

instead of being one code, is an ensemble of Ng different (N^, )

codes, such that each symbol of the outer code is encoded by a distinct 

inner code. The Ng different inner codes are the randomly shifted 

codes of Wonzencraft, described by Massey (1963); (see also Cooper III, 

1978). For any rate 0 < R < 1, the ratio of distance to length of 

Justesen codes is lower bounded as

d/n > (1 - R/r) H-1(l - r) > 0,

where r is maximum at 0.5 and the solution to the rate
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R = r2/[l + log2(l - H 1(1 - R))]

In other words the ratio of minimum distance to block length approaches 

a non-zero limit as the block length of the code increases. This limit 

is typically at R = 1/2 about 20 percent of the Varshamov Gilbert bound 

on the ahcievable distance. A simple exanple of a (12, 4, 4) Justesen 

code has been given in McWilliams & Sloane (1975, p.72).

4.7 Other Codes

There are many other important types of codes. The linear 

Goppa codes (Goppa, 1970 & 1971)) in general are non cyclic, but they 

include the class of primitive BCH codes. An important feature of 

Goppa codes is the fact that some of these codes satisfy the Varshamov- 

Gilbert bound on the ratio of minimum distance to block length. Also, 

these codes can be decoded with reasonable complexity (see Berlekamp 
1973).

Furthermore, the Srivastava codes (see Berlekanp 1968, and 

Helgert 1967) and also the binary non-linear code of Nordstrom & 

Robinson (1967), which in a shortened version gives the two non-linear 

codes of Green (1966) and Nadler (1962), are optimum in the sense that 

they contain twice as many code words as the best linear codes of the 

same length and distance.

The array codes described by Smith (1978) and Farrell, et al 
(1979) which are generalizations of simple two-dimensional parity 

check codes to more than two dimensions, and to more complex parity 

checking arrangement, have interesting properties enabling the 

correction of the randan and bursts of errors. These codes are 

efficient and may be easily decoded.

Also, a survey of coding theory by Wolf (1973), the introduction 

by Longo (1977) to algebraic coding theory, and the survey of con­
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structive coding theory by Sloane (1972) may be referred to.

Lastly, but not least, in spite of all the attempts made by 

coding theorists, the problem of finding a family of codes which for 

any rate 0 < R < 1 and block length n meets the Varshamov-Gilbert 
bound is unsolved. There are some existing families of codes, 

reviewed above, which are reasonably good for intermediate values of 

length, and also, fortunately, there exist a few families which 

though they do not meet the bound given by Gilbert, are asymptotically 

good, i.e. they form an infinite class of codes with both k/n and d/n 

bounded away from zero.
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CHAPTER V

SEQUENCE CODES AND A RELATED BOUND

5.1 Simplex Codes (Maximum Length Codes, Pseudo-Noise Sequences, 
Uniform Codes)

The maximal-length codes or m-sequence codes are certain
ksequences of length n = q - 1, generated by linear sequential

machines (feedback shift registers), whose feedback characteristic

polynomials p(x) over GF(q) are primitive (McWilliams & Sloane 1978).
kTo construct an m-sequence code of length n = q - 1, the 

primitive polynomial

, . k k-1 k-2 , ,p(x) = X  + ck^1 X  + c^_2 x + ---+ ^ x  + c0

where c^ £  GF(q)

is chosen as the feedback characteristic polynomial of the k-bit shift 

register with scalar coefficient multipliers related to each c^ £  GF(q)

as shewn in Figure (5 - 1).

Figure (5-1) : A general sequential machine

For an initial state (ao , ..... . a^_^, a^), this feedback shift

register generates an infinite sequence in the form

> 3-̂  j 3"2 > • • • • » ....

such that the elements inside a window of width nQ = k digits slide
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along the sequence are governed by a recursion rule of the form:

ai+k = " °k-l ai+k-l " °k-2 ai+k-2 " ---C1 ai+l “ aico

where i = 1, 2, ___
j£There are q possible different states for a k-stage shift register,

ktherefore the output sequence has a maximum periodicity of p = q - 1
1̂(the all zero state is excluded), and consequently there are q - 1

kdifferent m-sequences, each starting from one of the q - 1 distinct 

states of the shift register. As an example, consider the primitive
3feedback polynomial p(x) = x + x + 1 over GF(2) as realised in the 

SR circuit in Figure (5 - 2). The output sequence of the 3-bit shift, 

register satisfies the recursion rule,

ai+3 = - ai+l - ai = ai+l + ai (mod-2)

If the initial state is > aQ) = (1> °, o), the successive
states are,

1 0 0

0 1 0

1 0 1

1 1 0

1 1 1

0 1 1

0 0 1

The right hand column is the output m-sequence related to
3initial state with a period of 2 - 1 = 7 ;  the others are

the (1, 0, 0) 

the cyclic

shifts of this column.
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Figure (5-2) : Three stage maximum length sequence generator

The matrix [d] formed by this column as the first row and all the 

2 ^ - 2  other cyclic shifts together with the all-zero word, form the 

code book of a maximal length (2^ - 1, k) code. Therefore the 2 ^ - 1  

non-zero words of this code have equal weight and the distance 

between any two code words is a constant

k-1d = 2 . Thus the code is uniform .with respect to its distance

properties (equidistant). If the code words are fixed on the vertices 

of a unit n-dimensional cube, they form a regular simplex, so this 

code also is called a simplex code. Since the minimum and average 

distance of the m-sequence codes are equal, they meet the Plotkin bound 

and are optimum (Farrell, 1969), also the two-level autocorrelation 

function of the code words of these codes is an interesting and useful 

property when detecting (correlating) the code words when corrupted by 

noise (Viteibi 1966).

The m-sequence codes can be defined in the term of the generator 

polynomial g(x) = (x11 - l)/p(x) where p(x) is the feedback
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kcharacteristic polynomial of degree k over GF(q) and n = q - 1. 

Alternatively, an m-sequence [q^-l, k, (q-l)q^ code is an ideal 

cyclic code generated by the polynomial g(x) = (xn-l)/p(x), where 

p(x) is a primitive polynomial of degree k and n = q -1. Moreover 

the dual of an m-sequence code is a Hamming single-error-correcting 

(q^-1, n-k. 3) code (see Peterson & Weldon 1972). Therefore the 

modular representation matrix of these codes is perfect, in other 
words there is no zero element in the modular representation of the 

codes, so the generator matrix of an m-sequence code has all column 

types.

5.2 The Griesmer Bound and M-Sequence Codes

The Griesmer bound (Griesmer I960) is a lower bound on the 

block length n of a linear binary block (k, dQ) code, given by:

(dQ + 21 - l)/2i

i=o

The derivation of this bound is based upon the possibility of a linear 

block (n, k, d ) being repeatedly partitioned into smaller dimension 

linear block codes.

Consider the generator matrix [g] of a linear block (n, k, d) 

code. Since at least one of the code words has weight d , the 

generator matrix [g J of this code, by premultiplying on the left with 

a non singular matrix, can be put into such a form that this code word 

is the kth row of [g] . Postmultiplying the resulting [g] matrix on 

the right by a suitable permutation matrix, the columns of [g] are 

rearranged in such a way that the last dQ elements of the k*'*1 row are 

all non-zero, as follows:
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---
--

1
o o Gi r

o ! i

Qo c

Qo I .

where Qq and are the row spaces of the [Gq] and [G^] matrices.

Therefore the row space of the row vectors of the [G-j] matrix,

including the all ones k L row, is the row space of [Ĝ ] and its

lexical complement 1^. On the other hand, the row space of the
"th[Gc] matrix including the k L all zero row is the row space of 

[gJ  and its exact copy Qq . Thus the row space of [G -] is an 

(n - d , k-1, dp linear binary block code. If x is a code word in 

the [Qq j Q jP part and if the elements positioned in have weight 

c, then

di + c ^ d ,1 o ’

but the related code word of x in the [Qq j 1^] part has weight

d^ + c  ̂dQ 

or

dl + do - c > do

therefore 2dx Jr dQ or

Since d^ is an integer, thus

do
2

where [x] means the greatest integer less than or equal to x. The 

Griesmer bound is obtained by repeated application of this result, 

considering that the minimum distance of an (n, 1) code is d = n; 

this process is schematically given by Figure (5-3):
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i

o--o
Q< 0 — 0
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0 - - - 0

Q 2

0 0  - 0 0

I 0 — - I 0

Q ,

o ----6
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\ - ~ H

U
o —  0 

Q o 2
i---i
I3

0 0 - - - 0 0

Q 01

I — I 

I2

0 0 0  - 0 0 0  

Q o

1 1 -------1 1
O l -------O l

I,

k-1
2

k-12

Figure (5 3) : Griesmer lower bound and a repeatedly partitioned 
linear binary block code.

The Griesmer bound is tight when d is large with respect to k.

Therefore, the combination of the Griesmer bound in the region where 

d > k (i.e. where the bound is tight) with the Hanming bound in the 

region where k > d (the region where this bound is good) results over­

all in a better lower bound (Griesmer 1960).

Solomon and Stiffler (1965) generalised the Griesmer bound over 

an arbitrary finite field GF(q) to give

k-i

n * Z  [ (do + 
i=o

This states that the value of n for fixed values of k and d of a linear 

block code over GF(q) is lower bounded by the above inequality. The 

proof of this is parallel to the binary code, though when considering 

the possibility of a linear q-ary code being partitioned repeatedly into 

smaller dimension linear q-ary code, the argument is slightly different 

frcm the binary case. The generator matrix of a linear code over GF(q)
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can be partitioned in a similar manner to that of the binary case, 
and has the following form:

o
o

1_____ G i G 2 — G i — G q -1

0 ao a1 — ai — aq-2

where cc £  GF(q) and [aj] is a row vector of which all elements 

are or . The [Gq"] matrix including the all (n-dQ ) zeros row 

spans the row space of a linear (n - dQ , k - 1, d^) code over GF(q) 

and (q - 1) copies of it as it is shown in Figure (5-4). The row

space of the individual matrices Gi
a.l

is seen to be the vectors
formed by the addition of cor where c £  GF(q),to the vectors of the

row space of [g J  thereby forming (q-1) translates. This can be
r ~i k-1formed by writing the row space of |_Ĝ J , consisting of q vectors, 

k-1the next q elements of total row space formed by adding or to those

above, and this process then repeated (q-1) times.

If X is a code vector with at least d. of its first n - d1 o
elements non-zero, and dQ of the last d^ element also non-zero, thena o

dl + d2 » do •

There are (q-1) vectors, all of which begin with n - dQ all-zero 

elements (see the left-most side of Figure (5-4); each vector is a 

multiple of the other vector; i.e.:

1 x = (0, 0, ----0, x1? x2 , x3 ... xd )
o

a- x = (0, 0, ____0, y y  cy^, ... < y d )
1 o

V 2 i =  (0- ° ..... °> °q-2 *1...... “q-2 Xd0>

These are non-zero elements in the previous dQ elements of X; each 

of these d2 elements agrees with one of the elements of each corres­

ponding column of lx, x, .... o y 2 x, since each element of GF(q)
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0 0 ----------0 0 a ■_ a -----q-2 0 a • oc--------q-2 q-2

k

O o Q Q
q

"q-2 aq-jfq-2

Figure (5-4) : Generalised Griesmer bound by Solooon & Stiffler
and a repeatedly partitioned linear q-ary block code.

occurs exactly once in each column. Therefore the average agreements 

per code word X is r

r £ dg/Cq - 1) .

If X is subtracted from any of the code words x, a1 x, .. a x ,-i 4 "
there will be d^ non-zero elements in the first n - dQ elements, and 

dQ - r non-zero elements in last dQ positions. Then:

d1 + d - r  ̂ d 1 o o
or

Z r  Z dg/Cq - 1)

we had
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therefore d-,  ̂ —
1 q

by the repeated application of this result we obtain:

k-1 r

n * 1 ^ 2  (d° + ql_i)/ql • 
i=o

This bound is achieved by the class of linear (n, k, d) codes 

over GF(q) which have in general the following parameters:

' n = 30(qk-l)/(q-l) - ^ 3 .  (q^ - l)/(q - 1)
i

i

where 3^ = (1, 2, ...., q-1) and 3Q £ max and also

E  £i < k
i

. 1 ^ ^  < k.

Codes with these parameters may be obtained by deleting

(puncturing) certain columns of one or more copies of a linear

[n = q -1, k, d = q (q-l)J maximal length code. The columns of a

linear maximal length code over GEF(q) from a linear algebra (Ayres

1965, p. 219) generated by any k linearly independent columns (also

this linear algebra is a vector space with respect to the scalar

multiplication over GF(q). Therefore the columns of the maximal

length code can be paritioned into the (q-1) distinct cosets (classes)

such that if x is a column in a coset no scalar multiple of x is in

the same coset. Any coset contains (q -l)/(q-l) columns and any row 
k_ihas weight q . If 3 $ (q-1) cosets are deleted from the original
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maximal length code a linear

n = (q-l-B)(qk-l)/(q-l), k, d = (q-l-3)qk_1 _

code over GF(q) will result. Alternatively, any sub-algebra (sub­

additive group, subspace) of dimension of the k dimensional 
algebra (vector space) can be partitioned into (q-1) cosets and 3-j. 

of these cosets in a similar way may be deleted, which results in

___ £. __ £. -1 -
n = B0(qk-l)/(q-l) - ^ ^ ( q  ^ V C q - l ) ,  k, d = 30(qk_1) - ^ 3 ±(q 1 )

linear block code, where 3^ = (1, 2, .... q-1), and 3Q ^ max 3j_,

* k, 1 <: £. < k-1, £. *  1 . (i * j).
i

If 3q = (q-1) and 3^ = (q-1), then a linear

n = qk-l - ^ q  1-1, k, d = (q-l)(qk_1 -J^q 1 ) non-repeated

column code over GF(q) results. For the same conditions, and where 

q = 2, which is the binary case, the resulting code is a

(2k-l) - ^ 2 ^ - 1 ,  k, 2k_1 
L i i J

linear binary code. If 3Q > (q-1) then a linear repeated column code 

is obtained.

The condition  ̂k provides a restriction on the resulting

code parameters n, d, such that for any set of JL 

n £ 2k * and d > 2k ^-1.

Therefore these codes are of low rate. Baumert and McEliece (1973) 

have shown that this condition on a repeated column code being such

that
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$ r k, where r is the number of repetitions of
i

the maximal length code, is a very weak sufficient condition on the 

dimension of the subspaces l- . McEliece showed that even for some 

value of £ r k it is possible to find proper subspaces with
i

the property that these subspaces cover each column at most r times.
However, the generator matrix of a linear maximal length code has all

possible column types, therefore any linear block code is equivalent

to a punctured maximal length code. The following chapters describe

the development of a technique called the Anticode method which enables

good choices of the columns to be deleted from a maximal length code 
kfor any m < q -1-k .
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CHAPTER VI

LINEAR ANTI CODE ANALYSIS AND CONSTRUCTION

6.1 Linear Sequence Codes and the Deletion Concept
kAn (n, k, d) linear code over GF(q), containing q code words

is a subspace V of dimension k of the vector space V of all n-tuple
vectors over GF(q) (see Section 3.1). Therefore a linear code can be

defined (identified) with any k linearly independent code words,

which form a k x n matrix known as the generator matrix [g] of the

code. The columns of [G] are a subset of the set of all k-tuple

vectors over GF(q). The generator matrix [g] ^  of a linear maximal 
k k-1length (q -1, k, (q-l)q ) code over GF(q), consists of all distinct

non-zero k-tuple vectors arranged in sane order; alternatively, the

columns of the matrix [g] ̂  and the rowspace (the code book of the

maximal length code) of this matrix form all distinct possible column

types of any linear code. Thus the n columns of the generator matrix

of any linear code is a subset of the columns of the generator matrix

of a linear maximal length code in some order, and so for any linear

(n, k, d) code over GF(q) there is a set of m complementary distinct

columns, such that the concatenation of these m with n columns of the
kcode results in columns which are the q -1 = n distinct columns of ao

maximal length code in seme order. Alternatively, deleting any set 
kof (q -k-1) £ m £ 0 columns, having a non-zero row of weight at most 

6 from a maximal length code called the parent maximal length code 

results in a linear |_q -1-m, k, (q-l)q - 6j non-repeated column 

code. Griesmer (1960), using this idea, discovered four classes of 

binary linear codes of dimension k and maximum distance

d - h2k 1 + 2k 2 + + + l

where
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h Sr 0

1 = -1, O, 1, 2

2 $ P < k-1

which have the minimum value of block length predicted by him as a 

lower bound. Therefore these codes are optimum, and are also included 

in the Solomon and Stiffler codes, as reviewed in Section 5.2.

However, the Solomon and Stiffler optimum codes, due to their 

suggested construction, have a lower bounded block length and minimum 

distance. For a fixed k the block length n and minimum distance d of 

the Solcmon and Stiffler linear block codes derived from the maximal 
length codes are bounded by

^ k-1 ,n 2 q - 1
d £ qk-2(q-l) - 1.

Therefore the block length n of these codes increases much faster 

(exponentially) than k, so these codes turn out to be low rate codes, 

in other words k/n— -o when n — -°° .

Farrell (1969) introduced an infinite class of subsets of the 

column set of a maximal length code, which are known as anticodes, and 

result in an infinite class of linear optimum or near optimum codes 

with parameters

|qk- 1 £ n £ k
k

qk_1(q-l) $ d  ̂ 1

derived with the same deletion concept as Solomon and Stiffler. The 

maximal length code iron which the columns of an anticode are deleted 

is called the parent anticode. Anticodes have been studied by Farrell

(1970) and also by Farrell and Farrag (1974) and Farrag (1976). The 

latter, by an exhaustive computer search, synthesised all possible
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optimum anticodes for k ^ 6 and seme anticodes of k = 7. However, 

the computation time for this exhaustive search technique for k > 6 
was rather excessive.

6.2 The Linear Binary Parent Anticodes

The generator matrix [G]p̂ ~, = [m] of a linear binary non-repeated 

column parent anticode has all the (2 -1) possible k-tuple column types, 

in natural order of binary numbers, increasing from left to right, i.e.,

[g]PAc = M  = [(D2> (2>2> •••> (2k-1)2l

where (i)2 is a column of k binary digits which is the binary repre­

sentation of the number i. As an example, for k = 3, the matrix is:

[G]pA C = M  = [d)2 , (2)2 , (3)2 , .... (7)2 ]

1 0  1 0  1 0  1 
0 1 1 0  0 1 1  
0 0 0 1 1 1 1

The row space of matrix [m] foims the code book of the linear binary 

parent anticode.

6.2.1 Tkz I£eA£utLv& VnopoAty t k i Parent Anticodo.

The parent anticode [c] can be formed by spanning the row space
Tof the matrix [m] , by multiplying on the left with the matrix [M ] , 

where the matrix [mJ  is the transpose of the matrix [m] including the 

all zero k-tuple row. The matrix [m "]̂  has all the 2^ rows of the k 

variable truth table (Figure (6-2)). Therefore the matrix 

[Cj = [m o]t [m] = [c  ] is the 2^ linear combination of the rows of the 

matrix [m] and is the code book of the parent anticode. As an example 

consider the matrices [m] and [mJ  for k = 4 which are shown belcw:
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1 0 1 0 1
0 1 1 0 0
0 0 0 1 1
0 0 0 0 0

0 1 0 1 0
1 1 0 0 1
1 1 0 0 0
0 0 1 1 1

1 0 1 0 1
1 0 0 1 1
0 1 1 1 1
1 1 1 1 1

Figure (6-1) Parent Anticode Generator Matrix

0 0 0 0

1 0 0 0

0 1 0 0

1 1 0 0

0 0 1 0

1 0 1 0

0 1 1 0

1 1 1 0

0 0 0 1

1 0 0 1

0 1 0 1

1 1 0 1

0 0 1 1

1 0 1 1

0 1 1 1

1 1 1 1

- [“d m  

W ( 2 )

W ( 3 )

Figure (6-2) Partitioned Version T

TContinuing the above example, the matrix [M "] spans (linearly can- 

bines) the row space of the matrix [m] . In foiming the product 

[Mo]T [M] the first 2^ = k rows of [Mq]^, denoted by ¡MqJ in Figure 

(6-2) are responsible for the linear combination of only the first two 

rows of [M] shown in Figure (6-1), thus forming the first four rows of 

the anti code book [c] in Figure (6-5). The next four rows of [Mj , 

denoted by combine the third row of [¥] with the previously

formed rows of [c] . In forming the second four rows of [c], those
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elements of the first four rows of [c] which correspond to zero 

elements in the third row of [m] are copied into the next four rows 

without change, but those elements that correspond to a one element 

are inverted (logically complemented). The matrix [m J  has as its 

first three columns, the first three columns of the stacked [Mq] ̂ ^
___ m

and [M ]/0x , the fourth column being all ones. The last eight rows o (.2)
of [c] are formed by copying those elements of the first eight rows 

which correspond to zeros in the fourth row of [m] , and inverting 

those that correspond to ones.

Therefore, the columns of the parent anticode have the property 

that, every 21 (i = 1, 2, 3, ..., k) top elements of each column can 

be divided into two equal parts, each containing 2^~^ elements, for 

which either the top and bottom halves are identical, or the bottom 

half is the logical complement of the top half. As an example the 

column of type eleven of the previous [c] matrix is shown in Figure 

(6-3).

Figure (6-3) : Column of Type Eleven in Q-I 
Systematic Form.



-  8 6  -

Since the matrix [M ] is the same as the matrix [m] , but includes
m

the all-zero k-tuple, therefore [Mj [Mq] is identical to [CG"] , the
Jjparent anticode book including all zero 2 tuple as the first column. 

Thus [CJ  is a synmetric matrix and the rows have the same property 

as the columns.

This property is called the Q-I systematic property of the 

parent anticode (anticode). Due to this property the parent anti­

code [c] can be partitioned into smaller dimension subspaces and 

their logical conplaments as shown in Figure (6-5), where the 

generator matrix of each subspace is the truncated elements of the 

generator matrix [m] of the parent anticode, as in Figure (6-4).

1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

0 1 1 0 0 1 1 0 0 1 1 0 0 1 1

0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

Figure (6-4) : The Truncated Version of the Generator 
Matrix of the Parent Anticode.

The row space of the truncated elements then are spanned due to the 

3-tuple zeros or ones positioned under these elements. For any zero 

3-tuples the row space of the truncated elements are copied, and for 

any one 3-tuples the row space of the truncated elements is inverted. 
The resultant row space will be repeatedly stacked again due to the 

rest of the 3-tuples.

The generator matrix [m] of the parent anticode [cj has one of 
keach of the 2 “1 different column types, hence the modular representa­

tion matrix °f order 1 x 2^-1 is

[N]p^Q — > n2>•’ ••> n^k -1 — &  ’ ^ ^ > • • • • i 1 > 3̂
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

0 1 1 0 0 1 1 0 0 1 1 0 0 1 1

1 1 0 0 1 1 0 0 1 1 0 0 1 1 0

0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

1 0 1 1 0 1 0 0 1 0 1 1 0 1 0

0 1 1 1 1 0 0 0 0 1 1 1 1 0 0

1 1 0 1 0 0 1 0 1 1 0 1 0 0 1

0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

1 0 1 0 1 0 1 1 0 1 0 1 0 1 0

0 1 1 0 0 1 1 1 1 0 0 1 1 0 0

1 1 0 0 1 1 0 1 0 0 1 1 0 0 1

0 0 0 1 1 1 1 1 1 1 1 0 0 0 0

1 0 1 1 0 1 0 1 0 1 0 0 1 0 1

0 1 1 1 1 0 0 1 1 0 0 0 0 1 1

1 1 0 1 0 0 1 1 0 1 1 0 1 1 0

Figure (6-5) : Partitioned Version of the PAC(15, 4, 8).

Alternatively, the parent anticode words may be regarded as the vertices 

of a regular simplex. The parent anticode is a simplex code and shares 

the properties inherent in this family of codes, thus the weight distri­
bution matrix [w)pAC of the order 2k x 1 is

PAC E  M p a c

wo o
ok-1

T1
2, 1

1
w. =

2 ^.1
1 !

nk-l

1— to5 i

2

and it is said to be a uniform code.
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If the rows of the generator matrix [m] are labelled as

g^, g2 , g^, .. gk> from the Q-I property of the code book of the
parent anticode [cj and the way that [mJ  combines the rows of the

matrix [m] , it is evident that the N LI parent anticode word results 
th Tiron the N row of the matrix [Mq] which is the k-digit binary

"fchrepresentation of integer (N-l)2 . Hence the N Lr parent anticode word 

can be identified in terms of the linear combination of the rows 

g-p g2 , ..., g^, .., g^ of the generator matrix [m] of the parent 
anticode as:

k

<N -  “  Z  r i  ^

i=l
1

k

[C] (N) = Z  ri gi 
i=l

where r^ is either zero cr one, and the values of r^ for which there 

exists non-zero r^ indicates the g^ that contributes to the parent 

anticode word. Also, the parent anticode word is denoted by 

[c] (n )• As an example, consider the identification of the 14^h parent 

anticode word,

k

(N - 1)2 = (14 - 1)2 - £  r. 21"1
i=l

13 = r12° + r221 + r322 + r423

Therefore r^ = 1, r2 = 0, r^ = 1, r^ = 1

and
k

K  (14) “ Z  rigi =  rlgl + r3g3 + r4^4
i=l

gX + g3 + g4



- 89 -

Hence the 14th parent anticode word is the linear combination of the 

1st, 2nd and 4th rows of the generator matrix [m] of the parent 
anticode.

6.3 Linear Binary Anticode Analysis

A linear binary anticode is a set of 2 m-digit sequences (words) 

over the finite field GF(2). The m different columns of an anticode 

is a subset of the (2-1) distinct columns of the parent anticode. 

Therefore the set of the 2 rows of the anticode (anticode book) are 

the elements of a subspace of the m-tuple vector space over GF(2); 

alternatively, they are the element of an abelian group.

Hence an anticode can be specified by its generator matrix [g]ac, 
but an anticode may or may not have a repeated row which is inherent 

in the Q-I property of the parent anticode, and also depends on the 

parameters of the anticode. Therefore the generator matrix ¡g] ^  of 

an anticode, in contrast to a linear code, may have all-zero rows; in 

other words, the generator matrix of an anticode in the canonical form 

may have = 0, 1, 2, ... all-zero element rows. The generator matrix 

of an anticode in row canonical form denoted by [g] ca c is shown below.

The row rank kQ of the generator matrix of an anticode is 

kQ < k = kQ + k^, therefore the row space of the generator matrix of an 

anticode is an "iterated subspace" of the vector space Vm of all m-tuple 

vectors. As an example, consider the anticode consisting of the 3 

columns of the parent anticode of Section 6.2.1. of types]4, 10, 14} as

follows:
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The generator matrix of this anticode is

AC

and the row canonical form of [g] is

[Gl-L J cac

0 0 0
0 0 0
0 1 1
0 1 1
1 0 1
1 0 1
1 1 0
1 1 0
0 1 1
0 1 1
0 0 0
0 0 0
1 1 0
1 1 0
1 0 1
1 0 1

anticode j
0 0 0
0 1 1
1 0 1
0 1 1

: ^ A C is

1 0 1

0 1 1

0 0 0

0 0 0

o

k.x

2

2

6.3.1 The LLvkkxa RinaA.y Bcu>i.c AyvUcod&>

The first kQ rows of the generator matrix [g]CA(~, of an anticode 

in the row canonical form, which form the kQ rows of the matrix [g]bac, 

are linearly independent, thus the row space of this matrix is a sub­

space of dimension kQ of the vector space Vm of all m-tuple vectors.
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The anticode generated by [g]b a c has no repeated rows and is called 

a basic anticode. Continuing the above example:

0 0 0

1 0 1  ̂ basic
1 0 1

0 1 1 anticode 0 1 1
1 1 0

The original anticode generated by [g] ̂  is the iteration of the basic
k.

anticode generated by [g]bac, N = 2 1 times. In the above example 
2the 2 = 4 copies of the basic anticode have been iterated (inter­

leaved) to form the original anticode. The integer ijj = is called 

the iteration degree, and it is said that the original anticode 

(iterated anticode) has degree = 2 and that the basic anticode 

has iteration degree of zero. Ihe number of rows of [g]ac, 

k = kQ + k^ = kQ + ^ is called the dimension of the anticode. A basic 

anticode whose generator matrix has all the different k-tuple column 
types, is called a maximal length anticode or simply an m-sequence 

anticode. It is evident that an m-sequence AC(m, k, 6, \p) has para­

meters
jm = 2k-l, k, 6 = 2k_1, \p = o ]

which are the parameters of those parent anticodes and maximal length 

codes with the same parameters, therefore these anticodes cannot be 

deleted from parent anticodes with the same parameters. However, 

these may be used as the units of construction in order to construct 

bigger dimension anticodes (see Section 6.4). In general any anticode 

that is used to construct a bigger dimension anticode is called a 

unit anticode, and it is prefixed by the related name when necessary, 

such as, the unit basic anticode.
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6.3.2 The. Maximum Hcumvtng VLstance. ofi an Ayvticodi

An anticode of dimension k and anticode length m contains 

2k anticode words. The maximum Harming distance of an anticode, 
denoted by 6, is defined to be the maximum value of the Harming 

distance between all pairs of distinct anticode words, i.e.:

6 = max W(x.0ox.) for all i * j

i, j = 1, 2, ..., 2k

where W(x) is the Harming weight of x. The rows of the anticode form 

a linear iterated subspace, thus the linear combination of any two 

anticode words is another one, so that:

6 = max W(x^) i = 1, 2, ..., 2k

The integers m, k, 6, ip, are called the anticode parameters denoted as 

AC(m, k, 6, i/j); when ip = 0, it is simplified as AC(m, k, 6). The m 

columns of the AC(m, k, 6, iJj) are deleted iron the parent anticode
t k_i(2 -1, k, 2 ) shown symbolically as:

m

d = 2k-l

The maximum distance 6 and the word length m of AC(m, k, 6, ^), 

determine the minimum distance d and the block length n of the 

resulting (n, k, d) code, called the deletion code, and denoted by 

DC(n, k, d), where
1

Thus for given anticode parameters m, k, ip, the maximum distance 6



- 93 -

is required to be the smallest possible value, since this minimum 

value of <5 is related to a maximum value of minimum distance d in 

the deletion code. An anticode which has the minimum possible value 

of <5 for a given m, k, ip, is called an optimum anticode; alternatively, 
an anticode is optimum if the related deletion code is optimum.

However, the minimum Hamming distance d of an anticode is also an 

important parameters, and is defined to be the minimum value of the 

Hamming distance between all pairs of distinct anticode words, i.e.

d = min. WCx^OgXj) for all i ^ j

i, J = 1, 2, ..., 2k
or simply,

d = min. W(x^) for all i = 1, ..., 2k

6.3.3 The, ModuhxA Replies iwtoution and W&igivt VTA&Ubution ofa an 
Anticod£~T~

Any AC(m, k,6,T) can be specified by the generator matrix [g J ^  

of the anticode; but also, given a possible permutation of its columns,

= [nx, n2 , ..., n
where m  is the number of column type i as defined in Section 6.2 and

by the modular representation matrix [n]

2k-1

m = n.l
i=l

Since the columns of the AC(m, k, 6) are deleted from the parent anti­

code, this is the same as deleting the columns of the generator matrix 

AC(m, k, 6) from the columns of the generator matrix of the present 

anticode. Thus the modular representation of an anticode 1X1 is the 

logical complement of the modular representation matrix [n] ^  of the 

deletion code DC(n, k, d), such that

^ A C  + ^ D C  EN]pAC •
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As an example, consider the AC(.3, 2, 3), having the generator matrix

[G]AC

Hence

1 0 
0 0 
0 1

1
0
1

[G]EC
0 1 0  1 
1 1 1 1  
0 0 1 1

II<! 1—
1 M 0 0 1 1 0 0 1 _
1

M p c

01 _1 1 1 0 0 1 l l

M pac Li 1 1 1 1 1 1]
k TA list of the weights of the 2 anticode words of [w]AC = (wq , w^, , 

w^, ..., w k] can be obtained by post multiplication of the parent 

anticode [c] by the matrix [N]^c , 83

[w]AC = Ip] M ap where
T
AC w. =l

m =

2k

E
j = i

2k-l

E
i=l

c.. n. < 6ij J v

n.l

Frcm the above equations it is evident that for a given list of weights,
Tan anticode is optimum if the the rnaximum number of elements.

6 . 3 . 4  Tfle Wzigkt EmmeAatosi Polynomial o^ an AntZcode. and the. 
CoAAeAponding VztQJtion Code..

If the nuntoer of anticode words of weight i is denoted by A^ 

then the polynomial

m m

w a c (x) = Y h  v 1 where E  Ai = 2k
i=o i=o

is called the weight enumerator polynomial of the AC(m, k, 6, ijj), (A^ 

is the number of elements of the weight distribution matrix [w] equal
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to i).

For any anticode word of weight i in the AC(m, k, 6), there

(are identified) with the A -1 code words of the DC(n, k, 6) that 
k-1have weight 2 , and the one remaining anticode word of weight

zero is related to the single all zero code word of the 

DC(n, k, d). Therefore, the anticode weight enumerator polynomial 

WAC(X ) is related to the corresponding deletion code weight 

enumerator polynomial WC(x) by the polynomial :

k-1is a code word of weight (2 - i) in the corresponding deletion
k

code. An AC(m, k, 6, has Aq = 2^ = 2  ̂anticode words of 

weight zero. (Aq-1) = 2^-1 of these anticode words are related

m

1=0

m

1=0
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Since the AC(m, k, 6, 40 is the iteration of the basic 

Ac(mo , kQ , 6 , = 0), N = 2^ times, therefore the corrbined

weight enumerator polynomial is sinplified into the polynomial

m

'^AC(X>>') = 1 + E A?xij
k -1

(2 ° - i)

i—1

where A? = A ./2^l i '

As an exanple, consider the AC(9, 5, 6) and the 

corresponding DC(22, 5, 10). Hie AC(9, 5, 6) has the generator 
matrix

0 1 1 0 1 1 0 1 1
1 0 1 1 0 1 1 0 1
0 0 0 1 1 1 0 0 0
1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

and the weight distribution

Ao = 2 , Ai = A2 = °, ^  = 4, A, = 6, A5 = 12, Ag = 8

A7 A8 A9 0

The weight enumerator polynomial of the AC(9, 5, 6) is
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m

W(x)
AC E

1=0

V

= 2 + 4x3 + 6x“ + 12x5 + 8x6
where

m

E a*
= 2 = 32,

1=0

and the weight enumerator polynomial of the anticode and related

deletion code, when = k = 1, is as ’ o

m

WAC(x'y) 1 + (2 ' - l ) y2* 1 + E Aixiiy -i - i

i=l

= 1 + y16 + 4x3y 13 + 6 x V 2 + 12 x V  1 + 8x6y 

Ihe weight distribution of the DC(22, 5, 10) is

Ao = A2 ^ A9 = ^ 0  = 8 ’ ^ 1  = 12’ ^12 = 6

^ 3  = 4 ’ ^ 4  = A 15 = ° ’ ^ 6  = 1 

^17 *  A22 = 0 *

The weight enumerator polynanial of the unit basic anticode and related 
unit deletion code is,

5„H q„6„1 o

WBAC(x’y) - 1 + E  Ai Xly<2 ° ’ ^
i=l

= 1 + 2x3y 5 + Sx^y1* + 8x6y2

The relationship between the weight enumerator polynomials of both the 

unit basic anticode and the anticode formed from it extends to the

respective deletion codes. We observe from this fact that the con­
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struction of large dimension codes from smaller ones is related to the 

constructing of larger anticodes from the basic one (in general from 

smaller anticodes, see Section 6.4.6.1).In fact, we can go further and 

say that the techniques that we might apply for the construction of 

larger anticodes from the smaller one can be explicitly applied to the 

construction of larger codes from these of smaller dimension.

6.3.4.1 Anticode Weight Attribute

The set of integers specifying the number of anticode words 

with weight S and the specific distribution a of these anticode words 

in the anticode, and ¡3 the number of consecutive rows of weight S, is 

called the weight attribute of the AC(m, k, 6, ip). This composite 

anticode parameter is denoted by W(S; a, (3).

As an example consider the AC(3, 4, 2, 2):

0 0 0
0 0 0
1 0 1
1 0 1
0 1 1
0 1 1
1 1 0
1 1 0
0 0 0
0 0 0
1 0 1
1 0 1
0 1 1
0 1 1
1 1 0
1 1 0

The number of words of weight S = 0 packed in 3 = 2 consecutive words 

is started from a = 1 row, then

W(S; a, 3) = W(0, 1, 2) = 4.
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The number of words of weight S = 2 packed in 3 = 2 consecutive
rdwords is started from a = 3 row, then

W(S; a, 3) = W(2, 3, 2) = 12 .

It is evident that W(S; a, 3) = in the weight enumerator polynomial 
of the anticode.

The weight attribute of an anticode is also the indicator of 

the weight density distribution of an anticode. Two anticodes have 

opposite weight attribute, if the rows of the first anticode which 

have biggest weight, coincide with rows of the second anticode which 
have anallest weight.

6.4 Linear Binary Anticode Constructions

The concept of an anticode and sane related definitions and 

properties were introduced and discussed in the previous sections. The 

iteration property of the parent anticode and the Q-I property of the 

columns of the parent anticode is inherited by any anticode and by any 

individual anticode column. Therefore, in constructing any anticode the 

only permissible columns are the columns which have the above properties.

Fran the iteration and Q-I properties, it is evident that, in 

general, a unit anticode UAC(mo , kQ , Sq , \pQ) can be used to construct an 

AC(m, k, 6, ip) with different parameters. The UAC(mQ , kQ , 6q , \pQ) can 

be any anticode, even a single column anticode UAC(1, kQ > 1, 1, ^q).

6.4.1 The Mapped-Map Stacking

This anticode construction process is performed by adding to the 

generator matrix &TfuAC’ UAC(mQ , kQ> , k^ = a rows of all zero 

elements as the first a rows and = b rows of all zero elements as 

the last b rows. Hie resultant anticode has generator matrix [g] ^  

given by



-  1 0 0  -

The linear conbination of any subset of the rows of the generator 

matrix [g]uac °f the UAC(mQ , kQ , 6q , \pQ) with any of the newly 
added rows does not introduce any new anticode word. Thus the 

maximum distance of the resultant anticode will be the same as that 

of UAC(mo , kQ , 6 , ^Q). The resultant AC(m, k, 6, ip) has parameters

m = m , k = k  + a + b, 6 = 6 , ^  = ^ + a + b o o o o

The process of mapped map stacking is schematically shown as,
1

(MM) b

and formulated by

(MM) ̂
UAC(mo , kQ , 6o , ^Q ) --------AC(m, k, 6, i|>) .

As an example, consider the UAC(3, 2, 2). Since ipQ = 0, this unit 

anticode is a basic anticode, with generator matrix,

[G]BAC
1 0 
0 1

1
1

This generator matrix contains all 3-tuple column types. Therefore 

this basic anticode is also an m-sequence anticode.

If k^ = a = 1, and = b = 1, then
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(MM)|
BAC(3, 2, 2 )-------- i_^AC(3, 4, 2, 2)

and

0

0

the row space of this matrix foims the AC(3,

0 0 0
0 0 0
1 0 1
1 0 1
0 1 1
0 1 1
1 1 0
1 1 0
0 0 0
0 0 0
1 0 1
1 0 1
0 1 1
0 1 1
1 1 0
1 1 0

0 0 0
1 0 1
0 1 1
0 0 0

4, 2, 2):-

the columns of AC(3, 4, 2, 2) consist of the column types (2, 4, 6) 

of the parent anticode PAC(15, 4, 8). If the AC(3, 4, 2, 2) is 

deleted from PAC(15, 4, 8), the DC(12, 4, 6) results. Ihis process 
is formulated as

AC(3, 4, 2, 2) ----------- - DC(12, 4, 6) .

Ihe resultant DC(12, 4, 6) is an optimum code, as this code meets 

the Griesmer bounds, and also has the same parameters as shown in the 

table of Helgert & Stinaff (19 73). The AC(3, 4, 2, 2) has the modular
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representation matrix

[N]AC = [ o , i , o , i , o , i , o , o ]

and the modular representation matrix [n] ^  of LC(12, 4, 6) is the 

logical complement of [n] ̂ , therefore

[n Jd c  = [1, 0, 1, 0, 1, 0, 1, 1, 1 ] .

6.4.1.1 Special Cases 

(a)

a = o 

b ^ o
If,

then the mapped-map stacking method is simply the (MM)^ process,
bwhich is a simple stack of the UAC(m , k , 6 , \p ), 2° times, ando o o o

is called the simple stack process. Continuing the previous example, 

if a = o, b = 2 then

(MM)°
UAC(3, 2, 2) ------AC(3, 4, 2, 2)

This generator matrix consists of the column types (1, 2, 3) of the 

parent anticode PAC(15, 4, 8), which are:
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0 0 0
1 0 1
0 1 1
1 1 0
0 0 0
1 0 1
0 1 1
1 1 0
0 0 0
1 0 1
0 1 1
1 1 0
0 0 0
1 0 1
0 1 1
1 1 1

(b)

! a 4- o 

b = o

Sithen the mapped-map stacking is the (MM)Q process. In performing 

this process any row of the UAC(mo , kQ, 6q , will be repeated 

2 times. In other words, any row is mapped into 2 rows. This 

process is called simple mapped stacking. Considering the 

UAC(3, 2, 2) 

if a = 2, b = o, then

(MM)^
UAC(3, 2, 2) ------AC(3, 4, 2, 2)

and

O
O

^  UAC

0 0 0
0 0 0
1 0 1
0 1 1
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This generator matrix consists of the column types (4, 8, 12) of 
the PAC(15, 4, 8), which are

0 0 0
0 0 0
0 0 0
0 0 0
1 0 1
1 0 1
1 0 1
1 0 1
0 1 1
0 1 1
0 1 1
0 1 1
1 1 0
1 1 0
1 1 0
1 1 0

6.4.2 Tke. Mapped-IttveA^toft Stacked Awticodz

This anticode construction process is performed by adding to 

the generator matrix of the unit anticode = a rows of all-zero 

elements as the first a rows, and = b rows of all-one elements 

as the last b rows. The resultant anticode has the generator matrix

The linear combination of any subset of the rows of the matrix 

[G]UAc . with any subset of the newly added first = a rows does 

not introduce any new anticode word. But the linear contoination of
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any odd marker of the newly added = b last rows with any subset 

of the rows of the [g] ^ ^  gives a new anticode word. This new 

anticode word is the logical complement of an anticode word 

generated by [g]uac. Since the UAC(mo , k , 6 , ^Q) has an all­

zeros row, then in the process of forming ( M I i t  is inverted 

into the all-ones row. Therefore, the maximum distance of the 

resultant anticode is equal to the block length mQ . The resultant 
anticode AC(m, k, 6, \p) has the parameters

m = mQ , k = kQ + a + b, 6 = mQ , \p = + a + b - 1

The process of mapped inversion stacking is schematically shown as

(MI)*

and formulated by

(MI)£UAC(mo , kQ , 6q , iPq ) ------— AC(m, k, 6, ip) .

As an exanple, consider the UAC(3, 2, 2) of the previous section. 

If a = 1, b = 1, then

(MI)i
UAC(3, 2, 2) ------AC(3, 4, 3, 1)

0 0 0 0 ~

G AC ® U A C = 1 0  1 
O i l

1 1 1 1
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The row space of this matrix forms the AC(3, 4, 3, 1), which is:

0 0 0
0 0 0
1 0 1
1 0 1
0 1 1
0 1 1
1 1 0
1 1 0
1 1 1
1 1 1
0 1 0
0 1 0
1 0 0
1 0 0
0 0 1
0 0 1

This anticode consists of the column types (10, 12, 14) of parent 

anticode PAC(15, 4, 8). The modular representation matrix of the 
AC(3, 4, 3, 1) is

[N]AC = C o , . . . . . .  0 ,  1,  0 ,  1,  0 ,  1,  0 ]  .

6.4.2.1 Special Cases

(a)

othen the mapped-inversion stacking is the (MI process which is

perfoimed on the UAC(mo , kQ , 6q , by inverting and stacking this 
banticode 2 times. This process is called the sequential inversion 

stacking process. If a = o, b = 1, it is called the simple inversion 
stacking process, ( M I .
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Considering the UAC(3, 2, 2), if a = o, b = 2 then,

UAC (3, 2, 2)
(MI)o

AC

[G]UAC

4, 3, 1)

1 0 1
0 1 1
1 1 1
1 1 1

; not have

one; i .e.
'AC

matrix in row canonical form has an all-zero row.) The generator 

matrix [g]a c consists of the column types (13, 14, 15) of the 
PAC(15, 4, 8) which are

0 0 0
1 0 1
0 1 0
1 1 0
1 1 1
0 1 0
1 0 1
0 0 1
1 1 1
0 1 0
1 0 1
0 0 1
0 0 0
1 0 1
0 1 1
1 1 0

(b)
( a ^ o

I f  {( b = o
ctthen mapped inversion stacking is the (MI) process,
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which is performed on the UAC(mo , kQ , 6q , iJjq ) by adding = a 

all-zero rows to the [g]UAq as the first k^ = a rows, which is 
identical to the sinple mapped stacking (MM)q process of Section 

6.4.1.1.a, so

(MM)* E (MI)* .

(where the symbol = reads "has the same construction").

6.4.3 The lnvnnXQjd-1nv2A^ion Stack

This anticode construction process is performed by adding to 

the generator matrix [g]UA£ of the UAC(mo , kQ , 6q> ^ ), k^ = a rows 

of all-one elements as the first a rows and k2 = b rows of all-one 
elements as the last b rows. The resultant anticode has the 
generator matrix

k-̂  = a

k2 = b

The linear combination of any subset of the rows of the matrix &]pAC» 
with any odd number of newly added rows results in a new anticode word. 

This new anticode word is the logical complement of an anticode word 

generated by the matrix [g ] , therefore the resulting anticode 
generated by [g] ̂ , contains the all-one row and has the parameters

m = rn , k = k + a + b, 6 = m , i p  = ^ + a + b -  l o ’ o o ’ o

The process of inverted-inversion stacking is schematically shown as
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and formulated by

(n >b
UAC(rV  ko ’ 6o ’ V  --------*- AC(m, k > 6 > M-

Considering the UAC(3, 2, 2), if a = 1, b = 1 then

(II
UAC(3, 2, 2) --------AC(3, 4, 3, 1)

where

1 1 1 " 
1 0  1 
O i l  
1 1 1

The rowspace of this matrix fornrs the AC(3, 4, 3, 1), as

G AC

0 0 0
1 1 1
1 0 1
0 1 0
0 1 1
1 0 0
1 1 0
0 0 1
1 1 1
0 0 0
0 1 0
1 0 1
1 0 0
0 1 1
0 0 1
1 1 0

This anticode consists of the column types (11, 13, 15) of the 
PAC(15, 4, 8).
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6.4.3.1 Special Cases

(a)

If
a = o 

b ^ o
othen inverted-inversion stacking is the (II )^ process which is

identical to the sequential inversion process (MI)°. Therefore,
vo _(II), = (MI), . Considering the UAC(3, 2, 2), if a = o, b = 2, then

UAC(3, 2, 2)
(II)o

and

[0]AC

AC(3, 4, 3, 1)

^  UAC
i
0

0
1

1
1

1 1 1 1
L i J _ 1 1 1

This anticode has the same parameters and the same generator matrix

as AC(3, 4, 3, 1) generated by the (MI)° process.

(b)

If
a f- o 

b = o

then inverted-inversion stacking is the (II)q process. This process

is performed on the UAC(mQ , k , 6 ) by repeatedly inverting the rows
s.of this anticode 2 times, and is called interleaved inversion stacking. 

Considering the UAC(3, 2, 2), if a = 2, b = o, then
,2(II)

UAC(3, 2, 2)
o

AC(3, 4, 3, 1)

AC

1 ' ’ 1 1 1 "
1 1 1 1

® U A C 1 0 1
_  _ 0 1 1
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this generator matrix consists of the column types (7, 11, 15) of the 

PAC(15, 4, 8), as follows:

0 0 0
1 1 1
1 1 1
0 0 0
1 0 1
0 1 0
0 1 0
1 0 1
0 1 1
1 0 0
1 0 0
0 1 1
0 1 0
1 0 1
1 0 1
0 1 0

6.4.4 InveAXzd-Map Stacking

This anticode construction process is performed by adding to 

the generator matrix [g]^^, = a rows of all-ones as the first a

rows and = b rows of all-zero elements as the last b rows.

The resultant anticode has the generator matrix

AC

k^ = a

■=2 * b

Ihe linear combination of any subset of newly added first = a 

rows with any subset of the rows of [p]UAC results in a new anticode 

word. Therefore the resultant anticode contains the all-one anti­

code word, and this anticode has parameters:
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[m = m , 
°

k = k + a + b, S = m , ^  = ^ + (a-1) + bo o o 1
The process of inverted-map stacking is schematically shown as

Q
(IM)a

Qt

and foimulated by:

(IM)*
UAC(mo , kQ , 6q , y  --------► AC(m, k, 6, \p).

Considering the UAC( 3, 2, 2), if a = 1, b = 1 then,

(IM) \
UAC(3, 2, 2) --------► AC(3, 4, 3, 1)

where

AC

1 i 1 1

^  UAC = i
0
0

0
1

1
1

0 0 0

The row space of this matrix forms the AC(3, 4, 3, 1), as follows:

0 0 0
1 1 1
1 0 1
0 1 0
0 1 1
1 0 0
1 1 0
0 0 1
0 0 0
1 1 1
1 0 1
0 1 0
0 1 1
1 0 0
1 1 0
0 0 1
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This antioode consists of the column types (3, 5, 7) of the PAC(15, 4, 8).

6.4.4.1 Special Cases

(a)
If

a = o 

b / o
othen inverted-map stacking is (IM)^, which has the same construction

as (MM)°, so

(IM)° = (MM)°

(b)
If

a ^ o

b = o
3- 3,then (IM)q has the same construction as (II)o , and therefore,

(IM)a = (II)a o o

The following table shows the different two sided-map-inversion processes

(m m ); (m m ); (m m );
hi

(m i ) ;  (m i ); (m i );

( " ) b  ( n ) b°  ( n ) :

hi
H ( i m); (im );

III
(m m );

6.4.5 Concjcutincutsion tiie. EZetmnti, ofi the Two SiAeA-Map-lnveAAZon

The useful feature of the two sided-map-inversion process is the 

information gained by the analysis of the generator matrix thus formed. 

This information is in the foim of the weight attribute of the anticodes, 

and provides all the information necessary for the choice of the best
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element of the table, for concatenation with a given anticode. It 

is in this sense that even non-optimum anticodes may be "good" as 

they can be used to construct larger anticodes.

6.4.5.1 Anticode Concatenation

An anticode with a specific weight attribute W p(S; a, 3) 

can be concatenated with a different anticode from the two sided- 

map-inversion table with W ^ ( S q; olq , 3q). The second anticode is 

chosen such that rows of minimum weight coincide with 3 rows of 

maximum weight of the first anticode. As an exanple, consider the 

AC(66, 7, 44). The weight attribute of the words of weight 44 is,

W(S; a, 3) = W(44, 2, 3) = 3 .

This means that the three consecutive rows starting frctn the a -  2 (2nd) 

row has the maximum weight 44. The remaining words have weight $ 36. 

AC(15, 7, 8) can be obtained from BAC(15, 4, 8) by the process (MM)^,

35 (MM)^
BAC(15, 4, 8) --------► AC(15, 7, 8, 3) .

StFrom Section 6.4.1.1.b, the (MM)q process does not change the maximum 

distance of the RAC(15, 4, 8) but it changes the iteration degree iron 

0 to 3. This means that the weight attribute of the resultant 

AC(15, 7, 8, 3) for all-zero rows, is W(0, 1, 8) = 8. Therefore, 

concatenation of these two anticodes results in:

AC(66, 7, 44) + AC(15, 7, 8, 3) = AC(81, 7, 44)

and AC(81, 7, 44)-------DC(46, 7, 20) .

Although AC(66, 7, 44) is very far from optimality, the resultant 

AC(81, 7, 4) gives the DC(46, 7, 20), which is very near to the best 

code predicted by the table of optimum linear codes of Helgert &

Stinoff (1973), where the best linear code of n = 46, k = 7 has
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d = 20 - 21. Thus it is evident as to how near optimality the 

resultant AC(46, 7, 20) is.

A third anticode can be concatenated with the resultant 

AC(81, 7, 44);e.g., the AC(1, 7, 1, 6) resulting iron

(MM)6
UAC( 1, 1, 1) ------?—  AC(1, 7, 1, 6).

Therefore,

AC(81, 7, 44) + AC(1, 7, 1, 6) 5 AC(82, 7, 44)

------ DC(45, 7, 20)

The DC(45, 7, 20) is an optimum linear block code.

6.4.5.2 Simple Concatenation

Two or more elements of the two sided-map-inversion table 

can be concatenated, to build a new anticode. A simple concatenation 

is performed by the following process:

(MM)? + (MI)?
UAC(mQ , k , 6 ) ------ --------i_^AC(2mo , k+1, 26)

and

■AC

As an example, consider the UAC(82, 7, 44). Then

(MM)? + (MI)?
UAC(82, 7, 44) ------ --------AC(164, 8, 88)

------- ► DC(90, 8, 40) .

6.4.6 The. GmeJuxt Ayutiaode, Covu>tA.uc£ion Technique.

The iteration properties of the parent anticode, and the 

Q-I systematic form of the columns of the parent anticode, enable 
the partitioning of the parent anticode, and also an anticode, by a
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given column permutation, into smaller dimension anticodes. This 

was discussed and shown by an example in Section 6.2.1. The 

PAC(15, 4, 8), as shown in Figure (6-5), was partitioned into smaller 

dimension basic anticodes and their logical canplements. If every 

basic anticode is symbolized by Q and every logical complement 

symbolized by I, then Figure (6-5) can be put into the form of 

Figure (6-6a) and equivalently into the form of Figure (6.6b).

Q 0 Q 0 Q 0 Q

Q 1 l 0 Q 1 1

Q 0 Q 1 i 1 1

Q 1 i 1 i 0 Q

Q Q Q Q

Q l Q l

Q Q I l

Q I I Q

0 0 0

1 0 1

0 1 1

1 1 0

Figure (6-6a) : Compact Version of Figure (6-6b) : Equivalent Compact
the JPAC(15, 4, 8) Form of the

PAC(15, 4, 8)
Each of the zeros and ones in Figure (6-6a) are respectively a four-

zeros element column, and a four-ones element column. The set of the

zeros and ones are the AC(3, 4, 2, 2), put into AC(3, 2, 2) by the
2reverse process of (MM)q . This is a one-to-one mapping of each of the 

four zeros into one zero and each of the four ones into a single one.

Discarding this AC(3, 3, 2, 2), and mapping one-to-one every 

Q onto a 0 and every I onto a 1, such that

a : Q -----0, I --- *-I,

the set of images of Q's and I's, excluding the first all zero's 

column, in Figure (6-7b) foim the linear binary AC(3, 2, 2).

Q Q Q Q 0 0 0 0

Q i Q i 0 1 0 1

Q Q I I 0 0 1 1

Q i I Q 0 1 1 0
Figure (6-7a) : AC(3, 2, 2) in Figure (6-7b) : Resulting

Q-I Systematic Binary
Form. AC(3, 2, 2)
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6.4.6.1 Iterative Image Stacking

In the previous section the parent anticode, of Figure (6-7), 

by an iterative process of mappings, was transferred into the smaller 

dimension anticode. This process was performed as outlined below:

(a) the parent anticode was partitioned into basic anti­

codes and their logical complements, with interleaved columns.

(b) the partitioned elements (basic anticodes and their 

logical complements) of the parent anticode were mapped one-to-one 

onto the set | q ,i | of Figure (6-6a).

(c) the elements of the interleaved columns form the
2AC(3, 4, 2, 2), by the reverse process (MM) , were mapped one-to-one 

onto the elements of AC(3, 2, 2) of Figure (6-6b).

(d) the AC(3, 2, 2) was discarded. Figure (6-7a) was the

result.

(e) the elements of the set j Q,I j- of Figure (6-7a) were 

mapped one-to-one onto the set of | 0,1 | of Figure (6-7b).

(f) the all-zero column was discarded, and the AC(3, 2, 2)

was obtained.

Since every sub-process was performed by one-to-one mapping

onto, therefore the process of construction of an anticode from a

larger dimension anticode can be reversed. This anticode construction

method is called the iterative image stacking method. In general, the

process of the iterative image stacking can be summrised as follows:
(a-1) An optimum AC(m^, k^, 6^, 4^) is chosen. An all-zeros

column is added to this anticode to form the anticode

(m,+l, k,, 6,, iK). This anticode is called the Domain anticode and v d ’ d’ d ’ d ’
is denoted symbolically

DAC(md+11 kd ’ Sd ’ V
Ibis is the inverse of the process (f).
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(b—1) The optimum AC(mr> k , d , ^r) is chosen as the 
image of each "0" el orient of the D^Cm^ + 1, k^, 6^, ipd). The 

logical coup lenient of the AC(mr , , 6^, iji ) is the image of every 

element "1" in the DAC(1 + md , kd , 6d , i|>d ). The AC(mr , kp , dr , <J>r) 

is called the First-map anticode and is symbolized as

FAr,(m , k , <5 , iJj )-*----ACV r ’ r r’ r

The above mapping

a = 0-«-----*-Q, 1-»-----►!

results in an anticode with parameters;
C

mi = m̂d + 1 )' m r 

ki ' kd + kr 

6i = <1 + md> • 6r
Ul. = ill, + b ri rd rr

The resultant anticode is called the Image anticode and symbolized as

JAC(mi' V  6i' V ’------ 1 } •

These processes are the inverses of the subprocesses e and b. The 

whole process so far is formulated as:

 ̂+ m/-I > K-l ) ^ a
1ACV * ' d’ d’ d’ d̂' l "ACv“r ’ “r’ ”r’FAp(m̂ , k. <5 , ijO =

IAc(mi’ ki' 6i' V  •
This reads "Domain anticode (1 + md , kd , 6d , i|id ), a-plus, first mapped 

anticode, has the same construction as the Image anticode".

The first row of IAP(m., k. , , \p.) in Figure (6-7a) has

only Q elements, therefore the rows of IAP(m. , k. , 6., i|i.) correspondingAU 1 1 1 1
to these q 's have the biggest weight, 6^ . But, the other rows, due to 

Q and I combinations have

8. > max. weight > . ¿d
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The smaller the 6^, which is the maximum distance of the domain 

anticode, then the smaller max. weight for the Q and I combinations. 

That is why the DAC(1 + m^, k^, 6d , ^d ) is chosen to be optimum.

Also the number of Q's which are related to minimum distance d of 

the domain anticode must not be less than a "proper number" (see 

the example given in this section).

(c-1) The AC(m , k = k . , 6 , ip ), is chosen in such a wayk s S 1 s s
¥that the 2 first rows of this anticode consist of all-zero rows.

k kr rThese 2 all zeros rcws coincide with the 2 first rows of the

image anticode which have the maximum weight 6^. This anticode is

called the second mapped anticode, and is symbolized by

3AC(iV  V  {s> V '

and is obtained by performing the (MM)^ process, on an anticode which is 

called the second demain anticode and symbolized as

W v  V  ôc ’ V ’ thus

^DAC^mc ’ kc ’ 6c ’ V ’-

a ’=(MM)^=kr
► S.„(m = m . k = k +b, 6 = 6  , AC c s s ĉ

^s = ^c+kr)
The concatenation Of the second mapped anticode and the image anti­

code gives the desired linear anticode.

The process (c-1) is the inverse process to that explained in

(c) and (d) and shown by figures (6-6b), (6-7b) and (6-5). The whole 

set of processes (a-1), (b-1) and (c-1) can be formulated as:

DAC(1+md ’ k^ ’ 6^ ’
a I

FAC(mr> V  V  V
a| a'

SAC(ras' V  Ss' V

= AC(m, k, 6, ip)---- *-DC(n, k, d) .

The symbol ■ a |a reads a-plus-a prime.
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The resultant AC(m, k, 6, 41) has parameters as follows:

m =(md+l)mr + mg
k = k , + k d r
6 = m , . 6 d r

^

As an exanple, consider the construction of the AC(40, 6, 22), 

from the optimum AC(10, 4, 6).

(a-1) The Domain anticode is formed as in Figure (6-8) by 

adding an all-zero column to the AC(10, 4, 6), then:

DAC(1 + md ’ kd ’ 6d

(Danain anticode has ^  = 0).

0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
0 0 0 0
0 0 1 1
0 . 1 0 1
0 1 1 0
0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0

♦d:) s d a c (1 + 10, 4 , 6).

0 0 0 0 0 0 0
0 1 1 0 1 1 0
1 0 1 1 0 1 0
1 1 0 1 1 0 0
1 1 1 0 0 0 1
1 0 0 0 1 1 1
0 1 0 1 0 1 1
0 0 1 1 1 0 1
0 0 0 1 1 1 1
0 1 1 1 0 0 1
1 0 1 0 1 0 1
1 1 0 0 0 1 1
1 1 1 1 1 1 0
1 0 0 1 0 0 0
0 1 0 0 1 0 0
0 0 1 0 0 1 0

Figure (6-8) Domain Anticode (1+10, 4, 6)
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(b—1) The optimum AC(3, 2, 2) is chosen as the first mapped 

anticode. Thus,

FAC^mr ’ kr ’ &r ’ V  = FAC<3’ 2 ’ *

Each of the zero and one elements of the D^(l+10, 4, 6) are 

respectively mapped one-to one onto the F^(3, 2, 2) = Q, and the 
logical complement of this anticode, I. The resultant image anti­

code is shown in Figure (6-9):

o
22 Q Q Q Q Q Q Q Q Q Q Q

18
16 Q Q I I Q I I Q I I Q

18
16 Q I Q Q I Q I I Q I Q

18
16 Q I I Q I I Q I I Q Q

12
18 Q Q Q Q I I I Q Q Q I

18
16 Q Q I I I Q Q Q I I I

18
16 Q I Q I Q I Q I Q I I

18
16 Q I I Q Q Q I I I Q I

12
18 Q Q Q Q Q Q Q I I I I

18
16 Q Q I I Q I I I Q Q I

18
16 Q I Q I I Q I Q I Q I

18
16 Q I I Q I I Q Q Q I I

18
16 Q Q Q Q I I I I I I Q

12
18 Q Q I I I Q Q I Q Q Q

12
18 Q I Q I Q I Q Q I Q Q

12
18 Q I I Q Q Q I Q Q I Q

Figure (6-9) : Image Anticode (33, 6, 22)
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Hence,
a

kH ’ *JO -d ’ d ’ d ’ yd AC' r '

y ^ '  ki' v  v  •

The image anticode has parameters

m. =(m,+ l)m = 11 . 3 = 33 l d J r
ki = k d + k ^ = 4 + 2 = 6

«i = (! + md ) . 6r = (1 + 10) . 2 = 22
. = ij; + ip = 0  .l d r

Thus

Dac(1 + 10, 4, 6)s )-Fa c(3, 2, 2) = Ia c C33, 6, 22) .

The first row of IAC in Figure (6-9) is formed from 11 copies 

of FAC(3, 2, 2), thus the first row of the IAC(33, 6, 22) is the all­

zero row and the 2nd and 3rd and 4th row have weight 6 = 22. The 

remaining rows of the IAC have weight  ̂18 .

(c—1) The AC(7, 3, 4) is chosen as the second domain anticode,
hence

^DAC^mc ’ kc ’ 6c’ V  ^DAC^7, 3 ’ *

The second mapped anticode is obtained as,

a ’=(MM)3
^DAC^7, 3 ’ 4') SAC^7, 6 ’ 4 > 3-)

The concatenation of this anticode and the image anticode results in 

AC(40, 6, 22) as in Figure (6-10). Deleting the AC(40, 6, 22) from 

PAC(63, 6, 32) results in an optimum DC(23, 6, 10). The whole process 

can be formulated as:

Da c (1+10, 4, 6)-^|-Fa c (3, 2, 2) SAC(7, 6, 4, 3) 5 AC(40, 6, 22)

DC(23, 6, 10) ,
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Q Q Q Q Q Q Q Q Q Q Q 0 0 0 0 0 0 0

Q Q I I Q I I Q I I Q 0 0 1 1 0 1 1

Q I Q I I Q I I Q I Q 0 1 0 1 1 0 1

Q I I Q I I Q I I Q Q 0 1 1 0 1 1 0

Q Q Q Q I I I Q Q Q I 1 1 1 1 0 0 0

Q Q I I I Q Q Q I I I 1 1 0 0 0 1 1

Q I Q I Q I Q I Q I I 1 0 1 0 1 0 1

Q I I Q Q Q I I I Q I 1 0 0 1 1 1 0

Q Q Q Q Q Q Q I 1 I I 0 0 0 0 0 0 0

Q Q I I Q I I I I Q I 0 0 1 1 0 1 1

Q I Q I I Q I Q Q Q I 0 1 0 1 1 0 1

Q I I Q I I Q Q I I I 0 1 1 0 1 1 0

Q Q Q Q I I I I Q I Q 1 1 1 1 0 0 0

Q Q I I I Q Q I I Q Q 1 1 0 0 0 1 1

Q I Q I Q I Q Q Q Q Q 1 0 1 0 1 0 1

Q I I Q Q Q I Q I I Q 1 0 0 1 1 1 0

Figure (6-10) : Compact Inversion of the AC(40, 6, 22). (Every zero 
and one in Figure (6-7) is a four-zero column and 
a four-one column)

The iterative image stacking process enables the use of data 

already available; i.e., the use of already built anticodes to construct 

larger anticodes. Hence, using this process, the explicit construction 

of the anticodes with dimension > 7 is possible. This method can also 

be extended to use the anticodes related to the known optimum codes,

fron many sources.
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6.4.6.2 The Generator Matrix of the Iterated Images Stack Anticode 

The stacking and Q-I properties of the parent anticode were 

discussed, and were illustrated in Figures (6-3) and (6-5), in 
Section 2.1. These properties are inherited from the properties of the 

generator matrix of the parent anticode. Thus

Considering these properties and the equation

k

(N-l)r = E T 2,-1
i=l

of Section 6.2.1., the generator matrix [g]a c of the iterated images 
anticode is as follows:

The first row of the I.p(m. , k. , 6. , i{j.) of Figure (6-9) isiivx 1 1 1 X
the concatenation of the m+1 copies of the Q = F.p(m , k , 6 , ip ) .

The rest are the elements of the first row, stacked due to the elements 

of the = (l+2^)^\ (i = o, 1, ..., k-1) rows of the 1.^ which are 

exactly the rows of the generator matrix of the D^Cl+rn^, k^, 6^, i|ĵ ) 

viiere each zero is a Q and each one is an I. Therefore, the first k 

rows of the generator matrix of the IAC are the rows of m+1 concatenated 

copies of the F.r(rn , k , 6 ^ ). The rest are the rows of the

generator matrix of DAC(l+md , k^, 6^, ijĵ) where each zero element is 

mapped into the m = 3 zero row and each one element is mapped into 

m = 3 ones. The concatenation of the resultant generator matrix with 

the generator matrix of the S.„(m , k , 6 , iJj ) is the generator matrix 

[G]AC of the AC(m, k, 6, iJj).

As an example, consider the generator matrix of the

AC(40, 6, 22) of the previous section.
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Hie component generator matrices are

[g 1 i 0 1
L ^ ac 0 1 1

&

0 0 1 1 0 1 1 0 1 1 0
0 1 0 1 1 0 1 1 0 1 0
0 0 0 0 1 1 1 0 0 0 1
0 0 0 0 0 0 0 1 1 1 1

and

0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 0 1 0 1 0 1
0 1 1 0 0 1 1
0 0 0 1 1 1 1
0 0 0 0 0 0 0

Therefore the generator matrix of AC(40, 6, 22) is,

\ G o G o G q G q O o o o G o

o
o

G q G q G o
0 0 0 0 0 0 0
0 0 0 0 0 0 0

000 000 111 i 11 000 I I 1 111 000 111 111 000 1 0 1 0 1 0 1
000 111 000 111 111 000 111 11 000 111 000 0110011
000 000 000 000 1 11 1 11 111 000 000 000 111 000 1 1 1 1
000 000 000 000 000 000 000 000 111 111 111 0000000

The generator matrix of and SAC has no repeated columns. Thus the 

resultant AC(m, k, 6, if>) has no repeated columns. This can be easily 
verified for the above [g]^,.

6.4.7 The. Column Refinement Paoccaa

AnAC(m, k, 6, ip), constructed by the processes explained in previous 

sections, if it does not meet the desired parameters; that is,does not have 

parameters equal or nearly equal to those parameters defined by the 

functional relationships between the anticode parameters known as bounds;
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it is either not constructable, or the columns of this anticode have 

not been suitably chosen. To obtain an optimum or a near-optimum 

anticode frcm this anticode, it can be refined (reconstructed) by 

simultaneously extending and puncturing (or in the reverse order) 

the columns of the constructed anticode. As an example, consider the 

construction of AC(10, 4, 6), from the non-optimum constructed

AC(10, 4, 7).

The AC(10, 4, 7) has the weight distribution vector (w] and 

construction as

t t t
Q Q

0
0
0
0

0 0 0 
0 0 1 
0 0 0 
0 0 1

Q 1

1
1
1
1

0 1 0  
O i l  
0 1 0  
O i l

Q Q

0
0
0
0

1 1 1
1 1 0
1 1 1
1 1 0

Q 1

1
1
1
1

1 0  1 
1 0  0 
1 0  1 
1 0  0

0
5
4
5

5
6
5
6
3
6
7
7

6
5
6 
5

where Q = AC(3, 2, 2) and I is the logical complement of the 

AC(3, 2, 2).

If the columns indicated by arrows are deleted, and the anticode 

is simultaneously extended by the same number of columns but different 

and suitable columns, those of types j 13, 14, 15} , the optimum 

AC(10, 4, 6) is resultant, as follows:
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Another example is the refinement of AC(144, 8, 77). The AC(144, 8, 77) 

gives the DC(111, 8, 51). The values (50 - 54) are the values of the 

lower and upper bound for the minimum distance d of the DC(111, 8, d). 

The AC(144, 8, 77) can be extended as:

AC(144, 8, 77) + 3 column types jl58, 173, 179 j = AC(147, 8, 78).

The AC(147, 8, 78) can be punctured as

AC(147, 8, 78) —  column types j25, 70, 1281 = AC(144, 8, 76)

-> DC(111, 8, 52) .

Thus the minimum Harrming distance of the DC(111, 8, 51) has been 

increased by one. The process of the refinement of a non-optimum 
anticode by simultaneously extending and puncturing or vice versa, is 

identical to the puncturing and extending of the related deletion code. *

* The symbol —  reads D-minus.
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6.4.8 The ExpticJX VervlvcctLon o& the Awtieode Weight ViòtAtbutton

The Q-I property of each column of an anticode, is used to

enumerate the weight distribution of an anticode, and thus of the 
related code.

Each column of the generator matrix [g ]a c can be spanned, by 

using this property; i.e., the first two top elements of each column 

in [G]AC are spanned into a 4-tuple column in the anticode. This 

4-tuple column is stacked with respect to the 3rd element of the 

related column in the [g] ^ . The resultant 8-tuple column again will 

be stacked with respect to the 4th element of the related column in

[g] ac> to give a 16-tuple column in the anticode. This process of 

stacking is continued to the last element in the related column in 

[G]AC, and the number of stackings will be k - 2. Therefore, instead 

of spanning the row space of the [g ]Aq , by finding m. 2k different 

linear combination of the columns, which for a fairly big k needs a 

large amount of computation time, it can be done simply by stacking 

each column as explained and find the weight shape of the column in 

the anticode weight distribution. For each column there are (k - 2) 

stackings, and a total of m(k - 2) stacking operations, which is a 

big reduction in conputation time.

6.4.9 The Antecede CompiementaAy ComputeA Sexuieh

The anticode construction methods for obtaining deletion error 

correcting codes, from the related parent anticode, were studied in 

previous sections. It was shown that the anticode construction process 

previously described has the advantage that the data already available 

concerning the parameters, and construction of the anticodes and codes 

can be used to construct many anticodes with large dimension. If the 

constructed anticode is not optimum or near optimum, the anticode can 

be refined by using simultaneous extension and puncturing processes,
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which results in an optimum or near optimum anticode. The process of 

refinement of a non-optimum anticode can be performed in many different 
ways, explained as follows:

(a) A non-optimum anticode might be optimized by deleting 

unsuitable columns of this anticode to obtain an optimum or near­

optimum shorter anticode. We attempt to delete as few columns as 

possible, but at the same time to reduce the maximum distance 6 of the 

anticode as much as possible. This is equivalent to the addition of as 

few columns as possible to a code, but at the same time to increase the 

minimum distance d of the code as much as possible.

(b) A non-optimum anticode may be expended by adding suitable 

columns. We attempt to add as many columns as possible, which increases 

the maximum distance 6 of the anticode as little as possible. This is 

equivalent to deleting as many columns as possible from the code, which 

decreases the minimum Hanming distance d of the code as little as 

possible. From Section 6.3.4.1, the suitable columns in both cases

(a) and (b) are the columns which have weight attribute opposite to the 

anticode weight attribute.

(c) An optimum anticode constructed by the processes described 

in the previous section, or other suitable anticodes, may be extended 

or shortened, to obtain other optimum or near optimum anticodes with 

different parameters.

It was possible to write a computer prograrrme in the Fortran IV 

language, to implement on an ICL 2960 machine, in order to refine in 

different ways, the existing anticodes constructed by the previous 

methods, being either optimum or non-optimum. The programme is based 

on the Q-I and stacking properties of the columns of the generator 

matrix of the anticode and also the explicit derivation of the anticode 

weight distribution. These provide a fast procedure for the choice of
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the most suitable columns of the parent anticode, excluding those of 

the anticode being refined.
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CHAPTER VII

FURTHER PROPERTIES OF THE LINEAR BINARY ANTIOODE AND 
LINEAR BINARY ANTIPODE CONSTRUCTION RESULTS

7.1 Anticodes and Codes-related Search Facilities

In the selection of an anticode, alternative anticodes may be 

compared on the basis of various probabilistic measure of the 

performance of the related codes. In the process of comparison, 

knowledge of seme common properties of the anticodes which are being 

conpared may be useful in narrowing the search for the best selection 

of anticodes (codes) among the others. When comparing anticodes with 

the same parameters m and k, the optimality of one with respect to the 

others may be defined in terms of the performance of the related code, 

as the one having the smallest average probability of error. In the 

classification of anticodes the relation "are combinatorially equiva­

lent" partitions the set of anticodes (also the related codes) into 

equivalence classes. Each equivalence class consists of the anti­

codes which are corrbinatorially equivalent, therefore the related 

codes are in the same equivalence class and have the same performance 

(for randan errors). Hence only one anticode (code) in an equivalence 

class is compared with each one selected iron other equivalence classes. 

Although the properties of anticodes are opposite to those of related 

codes, any property of an anticode has a corresponding opposite property 
in the related code, and vice versa.

7.1.2 EqulvaZe,nt AwtLcodeA and Related Equivalent Cod&>

An anticode is an iterated subspace of a vector space. There­

fore, it can be formed, spanning the rows of its generator matrix [g]ac,
k Tby prenultiplying with the 2 x k matrix [M "] of Section 6.2, i.e.

[M01T • [G]AC = AC(m, k, 6, ip).
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TIf [M ] is multiplied by a(k x k) non-singular matrix (elementary

column transformation matrix, see Section 2.9 ), [s] , since the 2k 
Trows of [Ml are different then the resultant matrix,

[B] = [MjT . [S3 ,
Tis the same as matrix [M̂ ] , where the rows have been rearranged 

(permuted). Thus

[m o3 t  . [S] = [A] [Mo]T .

In the case of linear codes the elementary row transformation matrix 

[A] was called by Fontaine & Peterson (1966) A-permutation matrix.
The parent anticode [C 1 , (without loss of generality the 

parent anticode [c] excluding the all-zero row is being considered 

in this section) is the row space of the generator matrix [m] , spanned 

by the matrix [m] .
TThe effect of A-permutation on [mJ  or, identically, on 

T[M] , has the same effect on the rows of [C^], i.e.

[A] • [CD] = H  • M T . [M] .

If both sides of this equation are multiplied on the left by the A- 

permutation matrix [p] where [p ] is chosen to be,

[p] . [m]t  = [m]t  . [u] m d [u] = [s"1]T

[A] • O g  ■ [P]T = [A] • [M]T . [M] . [P]T

= [A] • M T • ( [P] ■ [M]T)T

= M t  • [S] . ([M]T . [D])T

=  [M]T  . [s] . ( [ U ] T  . [M ])

= M T ■ [S] . [S-1/  . [M] = [Cj .

then
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T —1Since [p] is a non-singular matrix, then [p] = [p J , and

[A] • [Cj = [Col . [P] .

From this equation it is evident that row permutation on the parent 

anticode, or alternatively, multiplying the matrix [cj] on the left 

by a permutation matrix [A], results in a related A-permutation [p] 

on the columns of the parent anticode [C_], and vice versa.

In the study of equivalent anticode we consider two cases.

7.1.2.1 The Column Equivalent Anticodes

Consider the AC(m, k, 6, ip), rearranging the columns of 

this anticode, or alternatively multiplying the generator matrix 

[G]AC °f this anticode on the right by a permutation matrix [t] , 

gives:

^ A C T  = LgI! a c • M  •

The matrix [p] ACT same 33 t ^ A C ’ exceP f  that the columns have
been rearranged. Therefore the same columns will be generated by 

[G]ACr as well as by [g]aq - Hence identical columns will be deleted 
from the parent anticode and the resulting codes are the same, 

(opposite to definition for codes).

As an example, consider AC(3, 3, 2, 1) generated by

then

Lg]AC

1 0 1
0 1 1
0 0 0

0 0 0
1 0 1
0 1 1
1 1 0
0 0 0
1 0 1
0 1 1
1 1 0

AC(3, 3, 2, 1)
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If the generator matrix [g ]a c is multiplied by the permutation matrix

[T] =
0 1 0
1 0 0
0 0 1

Then,

[<3 AC • ra -

Therefore

1 0  1 0 1 0 O i l
O i l . 1 0  0 — 1 0  1
0 0 0 0 0 1 0 0 0

-  [G]ACT

[M j1 • [G]ACT

0 0 0
0 1 1
1 0 1
1 1 0
0 0 0
0 1 1
1 0 1
1 1 0

AQpO, 3, 2)

AC(3, 3, 2) and ACp(3, 3,2) have the same columns, but in different 

order and therefore have the same modular representation matrix ¡N] 
as.

[N]

[N]
AC

ACT

1, 1, 1, 0, 0, 0, 0

1, 1, 1, 0, 0, 0, 0

Ihus the modular representation matrices of the related codes are 

the same, i.e.

M dc 0, 0, 0, 1, 1, 1, 1

[n]L jdct 0, 0, 0, 1, 1, 1, 1

Also, the weight distribution matrix [w]^, and [w]

M l c  - 0, 2, 2, 2, 0, 2, 2,
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and

[W]ACT 0 , 2 , 2 , 2 , 0 , 2 , 2 , 2

(Note: all-zero anticode words are included),

which are identified by

W AC =  [w ]AfTr = [c][n] t  .jac t

7.1.2.2 Row Equivalent Anticodes

Consider the AC(m, k, 6, 4>), rearranging the rows of the 

generator matrix of this anticode, or alternatively multiplying the 

generator matrix [g ]Aq of this anticode on the left by a non-singular 
matrix [ s ] , gives

M  ACS = Es] • tGJAC •

The anticode generated by [GJACg can be formed as

[m] t  . [g] a cs = [m]t  . [s ] . [g] ac .

From Section 7.1.2,

[m] T . [S ] = [A] . [M]T ■

Therefore

Em] T  • & 1 ACS =  M  • M T  • [G]a c

where ¡A] is a (2k-l) x (2k-l) row permutation matrix. Fran this 

equation it is evident that the rows of the anticode generated by 

[pD ACS are the same as those of the anticode generated by [g] ^ , 
but with different order, thus with different columns. Therefore, 

two different anticodes which result in two trivially different codes 

(again, an opposite property).

Fran the above equation it is also evident that the weight 

distribution vectors [w]A(~, and [w]A^g are related, as

M acs = M  • M AC •
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Therefore the two weight vectors are related by the matrix [A]. 

The modular representation matrix [XIACg can be formed as

[N ]Ics = K T 1 • M acs = M '1 • M  • W AC =

- K i . r 1] . w AC = [p] [n]^c .

Thus the modular representation [n] ^ ^  is the same as

[n]ac, but with a related element permutation. As a simple example, 
consider the AC(3, 3, 2, l)of the previous section:

[Gj AC

0 0 0
1 0 1

1 0 1 0 1 1
0 1 0 AC(3, 3, 2,1) = 1 1 0
0 0 0 0 0 0

1 0 1
0 1 1
1 1 0

If the generator matrix [g]A£ is multiplied by the non-singular 

matrix [s], where

then

^ A C S  = • [G]AC

0 0 1
0 1 0 1 0

1 0 0 9

0 0 1 1 0 1
0 1 0 0 1 1
1 0 0 0 0 0

ACS

0 0 0
0 1 1
1 0 1

The row space of the matrix [g] is formed as follows:
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0 0 0
0 0 0
0 1 1

^  ACS = 0 1 1
1 0 1
1 0 1
1 1 0
1 1 0

= AGs (3, 3, 2)

The AC(3, 3, 2,l)and ACg(3,3,2, 1) are foimed from different columns, 

hence these two anticodes produce two different codes.

Hie generator matrices of the two anticodes AC(3, 3, 2, 1) and 

ACg(3, 3, 2,1) are different, so the modular representation and weight 

matrices are different but related by the A-permutation matrices. 

Since

[A].[M]T = [m] t  [s] ,

and

[S] -

it is readily verfied that,

0 0 1
0 1 0
1 0 0

[A] =

oJACS AC

0 0 0 1 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 1 0
1 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 1

(3,3 2,1) can be formée

en W acs 0 , 0,), 0, 2, 2, 2, 2,2,2] .

The modular representation matrix of the ACg(3, 2, 2) can be formed

as:
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M i e s  = El m l c

•where

[P] [M]T = [m]T [ü] .

Since

[S'1] = [s] = [U] , thus [p] = [A] ,

(Note, for the sake of simplicity [S] has been chosen such that 

[s -1]  -  [S ] ) .

Therefore
[n]acs = M  [Nile ’ 311(1 

[n]Acs = [°> 1 > °> °> 1 > °] •

Since the modular representation of the related code is the logical 

complement of the [n] then

1 , 0 , 1 , 0 , 1 , 0 , 1  .

This means that a row operation on the generator matrix of an 

anticode, or alternatively, multiplying the generator matrix of an 

anticode on the left by a non-singular matrix, results in an identical 

related permutation [A] on the weight distribution matrix of the anti­

code and related code. Also an identical related permutation Jp] 

results on the modular representation of the anticode and related code. 

However, column permutation of the generator matrix of an anticode 

affects neither the weight distribution matrix, nor the modular 
representation matrix. This leads to the conclusion that equivalent 

anticodes and related equivalent codes share the same permutation 

property when an elementary row operation is performed on the generator 

matrix of the anticode. Also, if the modular representation and weight 

distribution matrices of two anticodes, or the corresponding codes are 

related by an A-permutation matrix they are in the same equivalence 

class. An interesting result may be the lose of this correspondence
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when considering the equivalence classes of a code. Since

nDC + mAC = ^ A C  ’ thus one be considered which has the 
smallest value of n ^  or m̂ -,, where n ^  and are block length of 
the deletion code and related anticode.

7.1.3 M a x im u m  V a j >t a n c e .  B o u n c ii, {¡oh. L in o j V i  k n t la o d o j *

The maximum Hanming distance of a linear anticode is an

important parameter for evaluation of the performance of the related

code. Thus it is quite useful to know the ultimate value of the

maximum distance for a certain block length and the dimension of an

anticode. These values have been given in the form of a functional

relationship between the anticode parameters, m, k and 6. These

relationships are in the form of bounds which relate any one of the

given parameters in terms of the regaining two.

Since the iteration degree ^ of an anticode has no effect on

the maximum distance, the bounds are considered for anticodes having

ip = 0 , alternatively anticodes of no repeated columns; thus k = kQ .

A linear AC(m, k, 6, ip = 0) is a linear subspace of the vector

space of all the m-tuple vectors over GF(q). Thus, if x be an

anticode word then the number of words in Vm which are exactly at a

distance d fran x is the number of resulting vectors, when all the

vectors of weight d are added to vector x which is,

mu, ,Nd(d)(q “ !)

The total number of words of V which are at distance 6 + i wherem
i = 1, 2, ..., m - 6 frctn x must be

( 6 +1 ) ( q - D  + ( 6+2 ) ( q - D  + . . . . +

m
(“ ) (q  -  i f  =  ^  ( i ) (q  -  1 )1

i=5+l
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This is the number of vectors that are at the distance greater than 6 

frcm x and they cannot be in E AC(m, k, 6).

Since there are jV^J anticode words, then the total number of 

possible vectors of Vm which are at distance greater than 6 and are 

excluded from = AC(m, k, 6) are

But, in general this number will be greater than all the absent 

vectors in V, .

For an anticode word x we may have excluded a vector y G  Vm 

because of a distance 6+i away from x, but for a different anticode 

word z E  Vk we could have excluded y on the basis of being 6+j away. 

Thus, it reveals that the number of vectors of anticode AC(m, k, 6) 

and calculated number of vectors which are absent is greater or equal

m

i=6+l

k

m

i=S+l

and
m

1 +
Vm
k

i=6+l

but

V,k
k , | mq and V = q I m

m

T  (i)(q - 1)1
i=6+l

Then m-k 1 .q - 1 4
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Using the following inequality (Peterson & Weldon 1972, Appendix A, 

Park 1969):

i=mA

-Mm _\m 
< (m ) (X)

where X > ^ and also y = 1 - A and m »  1. Then, for the binary 

case we have

2 ^ k_i < (m ~ ( 5+1)  ̂ ^  (6+1>  ̂ ( i l l )  (6+1) = ^ ( V )
 ̂y m J ' y m ;

If 2m-k »  1, taking the logarithm of both sides, we have

or

m - k ^ tt , 6+1 >.m H ( — -)m

1 - i  * H ( i t ! )m m

ò < m - 1

where H (-^^) is the entropy function of (~~) • This inequality 

provides a lower bound on the ratio of minxnaximum distance 6 over 

the length m of any anticode.

This bound, with a different derivation procedure, was also

found by Hashim (1974). Farrell (1969) has established a lower bound
1

on the min-maximum distance of an anticode, by taking into account the 
fact that the nun-maximum weight 6 of any anticode AC(m, k, 6) is 

greater or equal to the average weight of the anticode words:

m qk 1 (q  -  i)/ q k -  1 $ 6

* f  (q - X) k Tq -1
q

Ibis can be written as
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k ksince q /q - 1 is always larger than and near to one, then

« £ |  (q  -  1 )

and for the binary case q = 2, so

r s m
6 ^ 2

which is a Plotkin-like bound. These bounds are plotted in Figure 

(7-1).

m

□  Bound of Section 7.1.3 

Q  Farrell, Plotkin-like Bound

Figure (7-1) : Anticode Bounds
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7.1.4 Ti\<l B^ncuiy Awticode. ConAfruucJ^Lon RuuZt

Using the methods described in the previous chapter, it was 

possible to construct linear binary anticodes for 7 < k < 10. A 

few snail dimension anticodes (k < 7) have been chosen from the 

previously found anticodes by Farrag (1976) as the unit anticode 

in the construction of bigger dimension anticodes; these are marked 

by the symbol " * " whenever they are used.

Although it would have been possible to use anticodes 

related to optimum codes from various other sources, in fact only 

anticodes which have been built up from unit smaller dimension 

anticodes have been used. Thus the unit optimum anticode con­

struction is important in the sense that it enables construction of 

a large number of other optimum or new optimum codes.

The unit anticodes used as the basis for the construction of 

the bigger dimension anticodes are given in this section, by the 

set of column types of their generator matrix. The anticodes 

constructed with the previously explained processes are introduced 

by means of the same formulation as in Sections 6.4.6. and 6.4.7. 

The newly built deletion codes related to these anticodes are 
symbolical as

AC(213,8,112) DC(42,8,16)
(16-18)

The subscripts in the parenthesis (16-18) are the values of the lower 

and upper bound for the minimum distance d of the DC(42,8,d), given by
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the table of Solomon & Stiffler (19 73). However, the range of the 

table is restricted to 1 ( n ( 127 and 1 $ k ^ n . Thus for n > 127 

the subscripts have been evaluated from the Griesmer upper bound of 

Section 5.2 on the minimum distance of a linear block code over GF(q) 

by means of a simple computer programme. A single value subscript 

means the constructed code has the same value as predicted by the bound, 

whereas a double value (n > 127) subscript means that the right hand 
value is the upper bounded value of minimum distance given by Griesmer 

and the left hand value is the actual distance of the constructed code. 

If the results of two different construction processes give the same

anticode, the processes are shown to be the same by the symbol < -- >

The results of the linear binary anticode constructions for 7 $ k $ 10 
are given as follows:

The generator matrix of the AC (21,5,12) consists of column 

types| 1-2, 4-7, 9-12, 16-17, 19-23, 25-28 | and has min distance 

d = 8.

The generator matrix of the AC(3,2,2) consists of column types 

{l, 2, 3 } .
The generator matrix of the AC(15,4,8) consists of column 

types | 1 - 15 | . Therefore,

DAC(1+21,5,12)^]-FAC(3,2,2) ^ ' sa c (15,7,8,3) E

AC(81,7,44) DC(46,7,20)(20_21) a , = (mm)2

AC(81,7,44) + column types jl7, 19, 34, 53, 64, 68| = 

AC(87,7,47)--- DC(40,7,17)'(16-18)

AC(81,7,44) + column types jl7, 19, 34, 53, 64 | = 

AC(86,7,44)----DC(41,7,17)(16_18)
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AC(81,7,44) + column types |19, 34, 53, 64 | =

AC(85,7,46)---- |DC(42,7,18)(17_19)

AC(81,7,44) + column type |s4^ =

AC(82,7,44)----►  |DC(45,7,20)(20)

The generator matrix of the AC (36,6,20) consists of column 

types 13, 5-7, 9-14, 17-22, 24-26, 28, 33-38, 40-42, 44, 48-50, 52,
56, 63

} ■
and min distance d = 16. Therefore,
*  ( M I ) ?

AC (36,6,20)----- — DC(36,7,16) AC(91,7,48)

AC(91,7,48) + column types ^67, 81, 74, 711 = 

AC(95,7,51)----[dC(32,7,13) (12-14)
sjc

The generator matrix of the AC (48,6,26) consists of column 

types 1 3-7, 9-13, 15-21, 24, 26, 29-31, 33-46, 48-49, 51-57, 59,
61-621 .

The generator matrix of the AC(63,6,32) consists of column 

types jl - 63| . Therefore,

Dac( 1+48,6,26) Fa c (3,2 , 2 ) SAC(63,6,32) E

AC(210,8,110)---*-| DC(45,8,18)(lg_20) a' = (MM)^

AC(210,8,110) + column types |5, 33, 65 =

AC(213,8,112)-- ►|DC(42,8,16)(16_18)

The generator matrix of the AC(45,6,24) consists of column 

types 3, 5-7, 9-13, 15-21, 24, 26, 29-31, 33-46, 48, 51-52, 54-57,

59, 61-621 .

DAC(l+45,6,24)^j-FAC(3,2,2)-^- SAC(63,8,32,2) E

DC(54,8,24)(24)AC(201,8,104) a' = (MM)^
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column 

61-62 ]

DAr(l+45,6,24)^f Fap(3,2,2)-^- Sa c(48,8,26,2) EACV
A

AC'

AC(186,8,98) DC(69,8,30) (30-32) a' = (MM)o

DAC(l+40,6,22)-^f FAr(3,2,2)^f^Sap(63,8,32,2) eACV

AC(186,8,98)

ACV

■DC(69,8,30)

Where the generator matrix of the AC(40,6,22) consists of 
types |1-8, 16-19, 21-24. 29-35, 37-40, 45-47, 49-51, 53-56,

DAC(l+45,6,24)-^f Fa c ( 3 , 2 , 2 ) - ^  Sa c (45,8,24,2) E

AC(182,8,96) -- ►- |DC(72,8,32)(32_33) a' = (MM)“

DAp( 1+45,6,24)-^- Fa c (3,2,2)^ACV
A

a' Sa c (41,8,23,2) e

AC(179,8,95) ---►  |DC(76,8,33)(32_35)

AC(174,8,92) + column types ̂ 7, 8, 10, 33, 64 | E AC(179,8,95) 

D ap(1+45,6,24)^-Fa c (3,2,2) ^  SAC(40,8,22,2) EACV
A

AC(178,8,94) --- ►|DC(77,8,34)(33_36)

AC(174,8,92) + column types ^7, 8, 10, 33, 64 J E AC(179,8,95) 

AC(179,8,95)—  column type j 126 j = AC(178,8,94).

AC(174,8,92) + column types jô, 9, 60 j E AC(177,8,94)

---- |DC(78)8 )34)(34_3g)

DAC(l+45,6,24)^j-FAC( 3 , 2 , 2 ) ^  S*c(38,8,21,2) E

AC(176,8,93)

DAC(l+45,6,24)-^4-FAr(3,2,2) ̂ACV
a'

DC( 79,8,35) ( 3g_37} ex' = (MM)“

Sa c(37,8,20,2) E

AC(175,8,92) -- ► “ |DC(80,8,36)^36_38) a' = (MM)^
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D*c(l+37,6,20)-^j-FAC(3,2,2) S*c(51,8,28,2)

AC(165,8,88)--- ►|DC(90,8,40)(4Q_43) a' = (MM)

(MM)? + (MI)?
AC( 82,7,44) ---------------— ► AC( 164,8,88)

AC(164,8,88) + column type |l28| = AC(165,8,88) .

aia' *DAC(l+37,8,20)-^j-FAC( 3 , 2 , 2 ) - ^  SAC(49,8,27,2) =

AC(163,8,87) DC(92,8,41) (40-44)

DAC(l+37,8,20)^f-FaC(3,2,2) ̂  SAC(48,8,26,2) =ac'

AC(162,8,86)

DAC(l+37,8,20)-^|-FAC(3, 2 , 2 ) - ^  Sa c (46,8,25,2) E

AC(160,8,85)

DAC(l+37,6,20) ̂ f-FAC(3,2,2) SAC(45,8,24,2)ACV

AC(159,8,84) 03(96,8,44) (44-46)

DAC(l+37,6,20)^fFAC(3,2,2)-^Ll SAC(37,8,20,2) 

AC(151,8,80) ---

(MM)o

DC(93,8,42)(41_44) a ’ = (MM)*

DC(95,6,43)(43_46) a ’ = (MM)*

a ’ = (MM)o

DC(104,8,48)(4g_50) a ’ = (MM)*

AC(147,8,78) + column types |l69, 198, 239 | E

AC(150,8,79) ---►|DC(105,8,49)(48_51)

AC(150,8,79) —  column type j128 j E

AC(149,8,78) ---► | dC(106,8,50)(48>52)

The generator matrix of the AC(l+7,4,4,l) consists of column 

types 1 1 - 71 .

The generator matrix of the AC(15,4,8) consists of column 

types 1 1 - 15 | . Therefore,

o 
to
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DAc (1+7 ,4)4,1)^4-Fa c(15,4)8 ) ^  Sa c(15,8,8,4) EACV

AC(135,8,72)-

ACV

DC(120,8,56)

AC(135,8,72) + column types jl29, 130, 132, 133, 135, 136, 140, 
254, 255 | E AC(144,8,77).

AC(144,8,77) + 3 column types jl58, 173, 179 | E AC(147,8,78)

a la'DAC(l+37,6,20)^{-FAC(3,2,2)^|^ SAr(33,8,19,2) E AC(147,8,78)‘AC ACV

AC(147,8,78) —  column type |l28 j> =

AC(146,8,77)--- ►| d C(109,8,51)(50_53)

AC(147,8,78) —  columnjtypes 25, 70, 128 j-E

AC(144,8,76)----►fDC(lll,8,52)(50_54)

AC(135,8,72) + column types j 129, 30, 132, 136, 151 E 

AC(140,8,75)--- ►|DC(116,8,53)(52_55)

AC(140,8,75) -  column type |128 j E AC(139,8,74)

DC(116,8,54) (53-56)

DAC(l+7,4,4,1)-̂ j- Fa c (15,4,8) — — SAC(15,4,8,4) EAC

AC(135,8,72) DC(120,8,56) (56-59)

a a' Sa c (7,8,4,5) EDAC(l+3,3,2,l)-^f-FAC(31,5,16)

AC( 131,8,68) ---►[DC(124,8,60)(6O_61)

DAC(l+31,6,16,l)-^-FAn(3,2,2) S/vr(31,8,16,2)AC

AC(127,8,64)

AC

DC(128,8,63) (63)

AC(85,7,46)
(MM)o

-AC(85,8,46,1)

DC( 170,8,82)(g0_84}

a' = (MM)o

a' = (MM)o

a ' = (MM)o
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AC(86,7,47)
(MM)!:

AC(86,8,47,1)

DC(169,8,81) (8083)

AC(95,7,51)
(MM)o

AC(95,8,51,1)

DC(160,8,77) (76-79)

AC(87,7,47)
(MM)o

AC(87,8,47,1)

DC(168,8,81) (8082)

D*c (1+108,7,56)-^-Fa c (3,2,2) a a' SAC(127,9,64,2) E

DC(57,9,24)(24_26)AC( 454,9,232 )--►

Da c (1+45,6,24)-^}fa c ( 7 , 3 , 4 ) - ^  Sa c (63,9,32,3) E 

AC(380,9,200) — DC(126,9,56)(56_61) a'

DAC(l+85,7,44)^tFar( 3 , 2 , 2 ) - ^  SAC(127,9,64,2) Eac

AC(376,9,196) 

ai

a'
ACV

DC(135,9,60)(6064)

DAC(l+79,7,42)^fFAC(3,2,2)-^SAC(63,9,32,3) e

AC(303,9,158) -- ►|dC(208,9,98)(98_102)

D^AC(1+75’7’40)"^" FAC(3,2,2)^p-SAC(63,9,32,3) E

AC(292,9,152)---►|dC(219,9,104)(104 108)

(MM)^

a'd2c (1+71,7,38) Fa c (3,2,2)

AC(279,9,146)

d2c (1+67,7,36)-^Fa c (3,2,2) a a ’ 

AC(270,9,140)

Sa c (63,9,32,3) E

DC(232,9,110)( ) 

SaC(63,9,32,3) E

DC(241,9,116)(.116_120^
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Da c (1+7,4,4) - ^ F aC(31,5,16) ̂  SAC(7,9,4,6) E

AC(263,9,136) — |dC(248,9,120)(120_123) a ’ = (MM)

DAC(1+3’3’2)^ " Fac(63>6-32) - T M 7 . 9 , 4 , 4 )  Ea c v

AC(259,9,132)

ACV

DC(252,9,124)(124_125) a' = (MM)

DAC(l+3,3,2)^t-FAC(56,6,30) ^  SAC(3,9,2,7) E

AC(227,9J120,1)-^ DC(284,9,136)(136_140) a' = (MM),

.o(MM)1
Da c (213,8,112) ------AC(213,9,112,1)

DC(298,9,144) (144-147)

a| a 'DAC(1+48,6,26)^|-FAC(3,3,2,1) SAC(63,9,32,3,1)

AC(210,9,110)— |DC(301,9,146)(146_148) 

Da c(1+45,6,24)^|-F (3,3,2,!)-^ S c(63,9,32,3) E

AC(201,9,104,l)-*-|DC(310,9,152)(152_153) 

Da c (1+45,6,24) Fa c(3,3,2,1)-^ Sa c(48,9,26,3) E

AC(186,9,98,l) JDC(325,9,158)(13g_160)

0^ç;(1+4 5 , 6 , 2 4 ) Fa c (3,3,2,1) SAC(45,9,24,3) E

AC(183,9,96,1) - ^ | dC(328,9,160)(160_162)

Da c(1+3,3,2)-4-Fa c (45,6,24)^- Sa c (3,9,2,7) E 

AC(183,9,96,1)

a' Sa c (41,9,23,3)Da c (1+45,6,24)-^-Fa c (3,3,2,1)-^

AC(179,9,95,1) -^|DC(332,9,161)(161_164) a'

DAC(l+45,6,24)^f-FAC(3,3,2,l)-24^1sAC(40,9,22,3) E 

AC(178,9,94,1)-

= (MM)o

DC(331,9,162)(162_164)

oo 
co 

I-1 
on
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Da c (1+45)6,24)-^-Fa c (3,3,2,D-^P: Sa c (38,9,21,3) e

AC(176,9,93,1) — ►-|dC(3 35,9,163)(162_166)

Da c (1+45,6,24)-^-Fa c (3,3,2,1)-^-|^ Sa c (37,9,20,3) E 

AC(175,9,92,1) — |d C(336,9,164)(164_166) 

(MM)?
AC(166,8,88) -----— ► AC(166,9,88,1)

— • |dC(345,9,168)(168_171)

DAC(l+40,6,22)-^f-FAC(3,3,2,1) SAC(40,9,22,3) E

AC(163,9,88,1)— ►  |dC(348,9,168)(168_172)

DAC(l+3,3,2,l)^f FaC(40,6,22)^|^ Sa c (3,9,2,7) E

AC(163,9,88,1)
.O(MM)h

AC(162,8,86) ----- =-*- AC(162,9,86,1)

AC(160,8,85)
(MM)o

|DC(349,9,170)(17O_173)

AC(160,9,85,1)

AC(159,8,84)
(MM)o

|DC(351,9,171)(171_174)

AC(159,9,84,1)

DC(352,9,172)(172_175)

Da c (1+3,3,2,1)^(-Fa c (37,6,20) SL a '
3AC(3,9,2,7) E

AC(151,9,80,1) 6DC(360,9,176)(176_178) a ’ = (MM)J

AC(151,8,80)
(MM)'o

AC(151,9,80,1)

AC(150,8,79)
(MM)?
----AC(150,9,79,1)

DC(361,9,177)(177_179)
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DAC(l+108,7,76)-^f-FAC(3,3,2,l)-^- Sa c C127,10,64,3) e

AC(454,10,232,1 )-^|DC(569,10,280)(280_282) a ’

DaC(1+82,7,44)-^Fa c (3,8,2,1)-^ Sa c (127,10,64,3) =

AC(376,10,196,1)—|DC(647,10,316) 316_320) 

Dac(1+7,4,4,1)-^-Fac(3 1 ,6 ,1 6 )-^ L' Sac(15,10,8,6) E

AC( 263,10,136,1 )— | DC( 760,10,376) ( 376_379}

aDac(1+79,7,42)-^-Fac(3,3,2,1) 

AC( 303,10,158,1)-

a Sac(63,10,32,4) E

DAC(1+71,7,38)^f FAP(3 ,3,2,1) Sac(63,10,32,4) EAC

AC( 279,10,146,1)-

DC(720,10,354) 

a'

DC(744 »10 »366 (̂366-370)

DAC(l+67,7,36)^f FaC(3,3,2,1) a a'
ACV

AC( 270,10,140,1)—

Sac(63,10,32,4) E

DC(753,10,372)(372_376)

da c (1+3>2 ’3 '1)-£|-fa c(63’7>32)^ 1 s a c(7’10'4 ’7)
AC( 259,10,132,1 )— DC( 764,10,380) 380_381}

Dac(1+31,6,16) a Fac(7,4,4,1) 

AC(255,10,128,1)

a a ' Sac(31,10,16,5) e

DC(768,10,384)(384)

DAC(1+3’3>2 '1) ^ f  Fac(56,7,30) ^  Sac(3,10,2,8) E

AC( 227,10,120,1)- DC(796’10’392 ̂ (392-396)

AC(213,8,112) ■
(MM)'o

ÂC( 213,10,112,2)

— |FC(810,10,400)(400_403)

Dac(1+48,6,26)^|-Fac(3,4,2,2) ^  SAC(63,10,32,4) E

AC( 210,10,110,2 )—j DC( 813,10,402) ( 402_404 }

= (MM)

00 O



DC(861,10,426)

III

M
S
i



I
mm*H
I

/-'SCD /-N
[> 00

o.oCO CO CO
1 iA lA 1[>CO CO CO CO
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AC(135,8,72)
(MM)o

AC(135,10,72,2)

AC(95,7,51)
(MM)o

DC(376,10,184) (184-187)

AC(95,10,51,3)

AC(87,7,47)
(MM)o

DC(928,10,461) (461-463)

AC(87,10,47,3)

a c(86,7,46)
(MM)o

DC(936,10,465) (465-466)

AC(86,7,46,3)

DC( 937,10,466) (466-467)
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CHAPTER VIII

GENERALISATION OF THE LINEAR BINARY ANTIOODES TO 
MULTI-LEVEL (Q-AHY) ANTIPODES

8.1 The q-ary Anticode Analysis and Construction
Construction methods and sane related properties of linear binary 

anticodes have been given in previous sections. The development of 

construction methods and sane properties of linear anticodes whose 

elements are chosen fran the general finite field GF(q), are studied 

in the next sections. The development is parallel to that of the 
linear binary anticode, and will therefore be scmewhat condensed. 

However, particular emphasis has been given to 3-ary linear anticodes.

8.1.1 L-lmaA g-afty Pa/uint Kwticodz knoJLyi>u>
r~ k te-lnThe linear q-ary parent anticode PAC[_q -1, k, (q-1) q J is

the subspace of the vector space of all n(= q -1) -tuple vectors.

This is generated by the k . (q-1) matrix of its linearly independent

generators. The generator matrix \G] has all k-tuple vectors over
q PAC

GF(q) as its columns. Thus any row and column of the linear parent
k k-1anticode contains the same number (q /q = q ) of the non-zero symbols 

of the GF(q). However, the number of zero symbols in each row is one 

less than the number of the (q-1) other symbols. Therefore the 

generator matrix of the linear parent anticode can be partitioned as 

follows:

--
--

1
o

o 0
1 o

o 0i G°
0
11 G °

q 0
q

0 q 0 q

0 a = l CO ao 1 q  - * J
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where any oc £  GF(q) stands for a row vector in which all q elanents

are ou , and the zero elanent in the far left position stands for a 
k-1q - 1 all-zero elanent vector. Also, the element aQ is the unity

element of GF(q). Every ¡G°] forms the generator matrix of theQ.
i— k— 1 k-21[n - q - 1, k-1, (q-1) q J parent anticode. The generator matrix 

[G°] can be further partitioned into the [qk-~ - 1, k-2, (q-1) q^- '’] 

parent anticodes.

The row space of the [G0J matrices in the ¡G ] , including the

k-1

G PAC
adjacent all-zero columns (except for first [Ĝ J which does not include 

the all-zeros column), are spanned with respect to all the cc last row 

segments, forming the row space of the [G°] and (q-1) translates as is 

shown in Figure (8-1). Therefore the columns of the q-ary parent anti­

code have the property that any q* 1, (i = 1, 2, ...,k) top elanents of 

each column can be divided into q equal parts, each part containing 

q^-  ̂elanents and formed by adding c a. to the first top q^~^ elanentsJ
of the divided column, where c £  GF(q) and a. is the last elanent of1
the related column in the [G 1 of the divided column. This leads toq PAC
the same Q-I property of the linear binary parent anticode with only 
slight differences. This property is denoted by Q-I^.

This can be illustrated by an example, considering the parent 

anticode of the parameters [26, 3, 18] over GF(3). The elanents of 

GF(3) = | 0, 1, a| are generated by the primitive polynomial P(x) = x + 1, 

where a is the primitive elanent, and also a2 = 1. However, GF(3) is 

isomorphic to the field of integers jo, 1, 2 1 mod-3, thus operations 

can be carried out over the field of integers mod-3.

* Note: The multiplication of the elanents cu £ GF(q),
i = 1, 2, ..., q-2 in Figure (8-1) is performed considering
aq_1 - 1 = 0 for all a £  GF(q).



- 159 -

0  0 -----

Q

-0 0 0
0
1
1
1
1
0
0

0 0 ------0 0

Q o

0
0
1
1
1
0
0

0  0 -------0 0

Q

0  0 ------

Q o

-0 0

P 
R 

P
R

0 
0

--
--

o 
o

a _ _ . __ ao o

Q o

“q-2•i
1
1i
la oq-2

aq - 2 ----- aq-2

Qaq-2

i l 
1 1 
l 1 
1 1

1
1
1
11

0  0 ------ -0 0 a 0 q-2
1

a 0 .a .q-2. o aq-2 a „.a ---q-2 q-2
0

O li
1
i

Of. oq-2

0 .aq-2 o
a  ̂q-2i1
iii

Qa „.a „ q-2 q-2

Figure (8-1) : General Partitioned Form of the 
q-ary Parent Anticode.
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The generator matrix ¡Gg] = [Mg] of a linear 3-ary parentPAG
anticode has all (q - 1) possible k-tuple vectors over GF(q) as its 

columns. The column i is the ternary representation of the number 

i, where these numbers are ordered, increasing from left to right.

M=[< PAC
( 1)3 . (2) 3 , , (qk - 1).

hence,

JPAC 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2

The row space of [Mg], which is the 3-ary parent anticode, is formed 

by multiplying on the left by the matrix [m^]^, where [M^]^ is the 

transpose of matrix [Mi] including an all-zeros element first row. 

Therefore

[M^]T . [Mg] = PAC k 1
q  -i = 1 = 26, k = 3, 6 = d = (q-l)qk-1

The PAC(26, 3, 18) is shown in Figure (8-2).
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 2 0 1 2 0 1 2 0 1 2 0 1 2 0 1 2 0 1 2 0 1 2 0 1 2
2 1 0 2 1 0 2 1 0 2 1 0 2 1 0 2 1 0 2 1 0 2 1 0 2 1
0 0 1 1 1 2 2 2 0 0 0 1 1 1 2 2 2 0 0 0 1 1 1 2 2 2
1 2 1 2 0 2 0 1 0 1 2 1 2 0 2 0 1 0 1 2 1 2 0 2 0 1
2 1 1 0 2 2 1 0 0 2 1 1 0 2 2 1 0 0 2 1 1 0 2 2 1 0
0 0 2 2 2 1 1 1 0 0 0 2 2 2 1 1 1 0 0 0 2 2 2 1 1 1
1 2 2 0 1 1 2 0 0 1 2 2 0 1 1 2 0 0 1 2 2 0 1 1 2 0
2 1 2 1 0 1 0 2 0 2 1 2 1 0 1 0 2 0 2 1 2 1 0 1 0 2
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2
1 2 0 1 2 0 1 2 1 2 0 1 2 0 1 2 0 2 0 1 2 0 1 2 0 1
2 1 0 2 1 0 2 1 1 0 2 1 0 2 1 0 2 2 1 0 2 1 0 2 1 0
0 0 1 1 1 2 2 2 1 1 1 2 2 2 0 0 0 2 2 2 0 0 0 1 1 1
1 2 1 2 0 2 0 1 1 2 0 2 0 1 0 1 2 2 0 1 0 1 2 1 2 0
2 1 1 0 2 2 1 0 1 0 2 2 1 0 0 2 1 2 1 0 0 2 1 1 0 2
0 0 2 2 2 1 1 1 1 1 1 0 0 0 2 2 2 2 2 2 1 1 1 0 0 0
1 2 2 0 1 1 2 0 1 2 0 0 1 2 2 0 1 2 0 1 1 2 0 0 1 2
2 1 2 1 0 1 0 2 1 0 2 0 2 1 2 1 0 2 1 0 1 0 2 0 2 1
0 0 0 0 0 0 0 0 2 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1
1 2  0 1 2 0 1 2 2 0 1 2 0 1 2 0 1 1 2 0 1 2 0 1 2 0
2 1 0 2 1 0 2 1 2 1 0 2 1 0 2 1 0 1 0 2 1 0 2 1 0 2
0 0 1 1 1 2 2 2 2 2 2 0 0 0 1 1 1 1 1 1 2 2 2 0 0 0
1 2 1 2 0 2 0 1 2 0 1 0 1 2 1 2 0 1 2 0 2 0 1 0 1 2
2 1 1 0 2 2 1 0 2 1 0 0 2 1 1 0 2 1 0 2 2 1 0 0 2 1
0 0 2 2 2 1 1 1 2 2 2 1 1 1 0 0 0 1 1 1 0 0 0 2 2 2
1 2 2 0 1 1 2 0 2 0 1 1 2 0 0 1 2 1 2 0  0 1 2 2 0 1
2 1 2 1 0 1 0 2 2 1 0 1 0 2 0 2 1 1 0 2 0 2 1 2 1 0

Figure (8-2) : Partitioned Version of the PAC(26,3,18)

The truncated elements of the generator matrix (g ]̂ formPAC
three copies of the generator matrix of the PAC(8, 2, 6).

Each of the [G°] spans the row space of the PAC(8, 2, 6), forming 

the three top copies of the PAC(8, 2, 6) in Figure (8-2); then any 

of these PAC(8, 2, 6) is translated by repeated addition of its 

respective row in the [Ĝ ]PAC
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If every PAC(8. 2. 6), generated by [G°] , is denoted by•3 AC
Qq , then every translate is either a Qq , or Q2, where and Q2 

are respectively formed by adding a "1" or a "2" to the elanents of 

Qq , where the addition is performed mod-3; i.e. Q4 = Q1 mod-3. 

Therefore the PAC(26, 3, 18) can be put in the form of Figure (8-3a), 

or equivalently in the form of Figure (8-3b), where each zero, one dr 

two in Figure (8-3a) and (8-3b) respectively represents a 9-tuple 

all-zeros, -ones or -twos column.

a Qo Qo

Qo Qi q 2

Qo q 2 Q i

Figure (8-3a) - Truncated 
Form of the PAC(26,3,18).

Figure (8.3b) - Equivalent 
Translated Form of the 
PAC(26,3,18).

The set of the zeros, ones and twos, form the 

in fact is the AC(2, 3, 2) (M^o^ AC(2, 3, 2, 

anticode in Figure (8.3b), and mapping Q , Q1 , 

0, 1, and 2 respectively, i.e.

AC(2, 3, 2, 2), which 

2). Discarding this 
0 2 one-to-one on to

° : Q o

O r

Q ;
2
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The set of images in Figure 0-4), excluding the first all-zeros 

column, forms the linear 3-ary PAC(2, 1, 2).

Qo Q 0 Q 0

Q 0 Q i q 2

Qo Q 2 Q i

0 0 0

0 1 2

0 2 1

Figure (8-4) : Set of Images and the Resulting
PAC(2,1,2)

8.1.2 IteA ativi Image. Stacking Vnocu>i> fton q-asiij AwtLcode.
Conbt/iuctsLon.

The process of obtaining an anticode of large dimension from an 

anticode of smaller dimension is performed in a similar way to the 

binary case as in Section 6.4.6.1. Since each subprocess is performed 

by a "one-to-one mapping onto", thus the construction process can be 

reversed. This reverse process of the q-ary anticode construction is 

called iterative image stacking. In the iterative image stacking 

process the same symbols and formulation are used, and the subprocesses 

are parallel to those of the binary case, so it will only be explained 

briefly, except for those aspects which are of particular importance 

in the q-ary case. The construction of anticodes using this process 

can be illustrated by the construction of the AC(48, 4, 33) frcm 
AC(4, 2, 3).

The domain anticode DAC(1 + m, k, 6, \p) is formed by adding an 

all zero column to the optimum AC(4, 2, 3) to get DA(-,(1 + 4, 2, 3).

The generator matrix of the DA(-,(1 + 4, 2, 3) has the form:
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G __
0 0 1 2 1

q
°AC

0 1 1 1 0 •

The rowspace of this matrix 

Figure (8-5).

is the (1 + 4, 2, 3) as shown in

0 0 0 0 0
0 0 1 2 1
0 0 2 1 2
0 1 1 1 0
0 1 2 0 1
0 1 0 2 2
0 2 2 2 0
0 2 0 1 1
0 2 1 0 2

Figure (8-5) : Domain Anticode ( 1 +4, 2, 3)

The optimum AC(8, 2, 6) is chosen to be the first mapped
anticode, and then

.FAC(mr ' kr til Fa c (8, 2, 6) .

A mapping a maps the elements j  0, 1, 2} of the DAC(l-f- 4, 2, 3)

one-to-one onto the set j  Qq> > Q2 | the image anticode of
Figure (8-6), such that

• Qo
Q i

- Q 22



- 165 -

where Qq = FAC(8, 2, 6) and Q^, Q2 are formed by adding the element 

one or two to the elanents of respectively; the addition is 
performed mod-3; i.e. E .

30 Q 0 Qa Q 0 Qo Q 0 

«  Qo Qo Q , Q 2 Q i 
“  Q 0 Q 0 Q 2 Q i Q 2 
”  Q 0 Q, Qi Q , Qo 
^ Q 0 Q , Q 2 Q o Q , 
r, Q 0 Q , Qo q 2 q 2
27 Q 0 Q 2 Q 2 Q 2 Q o 

”  Q 0 Q 2 Q 0 Q ,Q i 
27 Qo Q 2 Q , Q o Q 2

Figure (8-6) : Image Anticode (40,4,30)

Hence,

Dac(1 + md , kd , 6d , *d) ̂  FAC(mr , k., «r , i p

H 1 ^ 0 % ,  k±, ik, *d) .

Ihe image anti code has parameters
/
m. =(m,+ ])m = 5  . 8 = 40 l d r
k. = k + k = 2 + 2 = 4  l d r
6. = (1 + m,)6 = 5.6 = 30 l v d' r

^i = + ^r = 0

Therefore:

Dac(1 + 4, 2, 3) ^ - F a c (8, 2, 6) E 1^(40, 4, 30) .
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The first row of the image anticode of Figure (.8-6) is formed 

by all Qq elements, therefore the rows corresponding to these Qq 's , 

except the first all-zero elenent row , have the biggest weight 

6^ = (1 + m^)6r . Alternatively, the image anticode has the weight 
attribute WCS^, 2, 8) = 8. The rest of the rows, due to Qq , Q^, Q^ 

combinations have

<5j > max. weight > in, .

Also, the minimum distance d of the domain anticode should be 

considered when the 6^ is calculated. The smaller d is, the larger 

the number of Qq 's in the image anticode, and therefore the larger 

6. is.l
The AC(8, 2, 6) is chosen as the second domain anticode, and the 

second mapped anticode is then obtained by the process

(MM)J*
¡3^(8, 2, 6)----- Sa c (8, 4, 6, 2) .

The SA(~,(8, 4, 6, 2) has the weight attribute W(0, 1, 9 ) = 9  which is 

opposite to the attribute W(S^, 2, 8) = 8 of the image anticode. The 

concatenation of IAC(40, 4, 30), and SAC(8, 4, 6, 2) gives the optimum 

AC(48, 4, 33), which is shown in Figure (7-7). Deleting the resultant 

AC(48, 4, 33) frcm PAC(80, 4, 54) results in optimum DC(32, 4, 21).

The whole process can be formulated as:

Dac(1 + 4, 2, 3)-^f FAC(8, 2, 6 ) - ^  SAC(8, 4,6,2) = AC(48, 4, 33) 

------^ DC(32, 4, 21)21 .

The subscript 21 is the upper bound value of d for the linear block 

code with n = 32, k = 4, by the Griesmer bound.
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0
30
30
33
30
33
30
33
30
33
30
33
30
33
30
33
30
33

Qo Qo Qo Q 0 Q 0
Q o  Q o  Q i Q 2 Q  i

Qo Qo Q  2 Q  i Q  2 

Qo Q i Q iQ i  Qo 

Q 0 Q 1 Q 2 Q 0 Q 1

Q 2 Q 1 q  0 q 2 Q 2

Qo Q 2 Q  2 Q 2 Q o 

Qo Q 2 Q0Q1 Q i 

Qo Q  2 Qi Qo Q 2

0 0 0 0 0 0 0 0

1 2 0 1 2 0 1 2

2 1 0 2 1 0 2 1

0 0 1 1 1 2 2 2

1 2 1 2 0 2 0 1

2 1 1 0 2 2 1 0

0 0 2 2 2 1 1 1

1 2 2 0 1 1 2 0

2 1 2 1 0 1 0 2

Figure (8-7) : Compact Version of the AC(48,4,33)

(Note: Every zero, one and two in Figure (8-7) is a 9-zero,
-one, or -two column.)

The generator matrix of the anticode resulting fran the 

iterative image stacking is formed exactly as in the way of the 

binary case, but now using the Q-I property of the q-ary parent 

anticode (or anticodes). Therefore the generator matrix of the 
AC(48, 4, 33) is obtained with the same procedure as in Section 

6.4.6.2, as follows. The generator matrix of the dcmain anticode 

and the first anticode have the form:

2 1
&

FAC

1 2 0 1 2 0 1 2

0 1 1 1 0 0 0 1 1 1 2 2 2
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The generator matrix of the second mapped anticode has the form:

H =AC

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 2 0 1 2 0 1 2
0 0 1 1 1 2 2 2

the resultant AC(48, 4, 33) has

form:

--
--
--

1
o o o g q . G q̂  o G o . o o ©

0 0 1 2 i

0 1 1 1 0

0 0 0 0
0 0 0 0

1 2 0 1
0 0 1 1

0 0 0 0
0 0 0 0

2 0 1 2
1 2 2 2

where the zeros, ones and twos in each column related to G„ are anh!o
8-digit row of all zeros, ones and twos.

The iterative image stacking process reduces considerably 

the effort needed to search for linear q-ary anticodes (codes), in 

the sense that for, any dimension k, a very small set of anticodes with 

small dimension is needed to construct an infinitely large set of 
anticodes. This process, however, can be extended using column 

refinement methods for q-ary anticodes.

8.2 Explicit 3-ary Anticode Construction Results

In this section the results of the construction of 3-ary anti­

codes using only the iterative stacking method are given. Although a 

computer programme based on the Q-I property of the parent anticodeM.
(or anticodes) could be used, to find infinite sets of 3-ary anticodes, 

this list reveals the simplicity and effectiveness of the method, which 

enables the construction of an anticode using a formula and sane easy
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manipulation.

The results of the 3-ary anticode construction for some anti­

codes of 4 $ k $ 6 are given as follows:

The generator matrix of the AC(22,3,16) consists of the colunn 

types 1 1-18, 21, 24-26j , and dmin = 14.

The generator matrix of the AC(2,1,2) consists of the column 
types 11 - 2 | .

The generator matrix of the AC(26,3,18), consists of the column 

types 1 1 - 26 | . Therefore,

Da c(1+22,3,16)-4fa c( 2 , 1 , 2 ) ^  Sa c(26,4,18,1) E 

AC(72,4,50) --- DC(8,4,4)(4) a' = (MM)£

AC(72,4,50) plus any non-repeated column frcm PAC(80,4,54), 

results in the AC(73,4,51), therefore

AC(73,4,51) ----[DC(7,4,3)(3) .

DAC(l+22,3,16)^fFAC( 2 , l,2)-^ SAC(22,4,16,1) E

AC(68,4,48) -- |DC(12,4,6)(6_7) a ’ = (MM)J

The generator matrix of the AC(19,3,14) consists of the column 
types 1 1 - 19j , then

D.p(l+22,3,16)^-FAr(2,l,2) a a' SaC(19,4,14,1) e

AC(65,4,46)— ►- |dC(15,4,8)(8_9) a' - (MM)^ 

AC(50,4,35) + any new column iron PAC(80,5,54) E

AC(51,4,36) DC(29,4,18)(18)

The generator matrix of the AC(13,3,9) consists of the column 

types 1 1,3-5, 9-17j , and c ^ n= 9> therefore

a'Da c (1+13,3,9)4- Fa c(2,1,2)-^

AC(50,4,35)---1

Sa c(22,4,16,1) e

DC(30,4,19)(19) . a' = (MM)J
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The AC(48,4,33) of the next construction, plus any column fran 
PAC(80,4,54) gives

AC(49,4,34)---►.DOC 31,4,20)
( 20)

The generator matrix of the AC(4,2,3) consists of the column 
types jl, 3-5 j , and min d = 3 .

The generator matrix of the AC(8,2,6) consists of the column 
types jl - 81 .

Therefore:

Da c (1+4,2,3)-^Fa c(8,2,6) aia' Sa c (8,4,6,2) e

AC(48,4,33) DC(32,4,21) a' = (MM);'(21) - ™ o

The generator matrix of the AC(7,2,6) consists of the column 
types jl - 7 1 ; therefore

Da c (1+4,2,3)4 fa c( 8 , 2 , 6 ) T : Sa c (7,4,6,2) E

AC(47,4,33) DC(33,4,21)
( 21)

a' = (MM)o

The generator matrix of the AC(6,2,5) consists of the column 

types j 1 - 6 j - then
3AC(D4P( W , 2 , 3 ) 4 fa c (8,2,6)^ a' SAC(6,4,5,2) e

AC(46,4,32)---*-|DC(34,4,22)(22) a' = (MM)^

The generator matrix of the AC(5,2,4) consists of the column 

types j1,3 - 6 j , then

' ^ A c ' 8-2’« ^  “AC'

AC(45,4,31) -- ►- DC(35,4,23)

D ^ d + i ^ . S ) ^ - ^ 8.2 -6) ^ -  Sa p(5,4,4,2) e

(23) a' = (MM)o
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The generator matrix of the AC(4,2,3) consists of the column 

types 11, 3-5 j - then
Da c (1+4,2,3)4 fa c ( 8 , 2 , 6 ) ^  Sa c (4,4,3,2) e

ACC44,4,30)---- [dC(.36,4,24)(24) a' - (MM)

Da c(1+13,2,9)-^-Fa c (2,1,2) ^  SAC(13,4,9,1) =

AC(41,4,28). a' = (MM)

This anticode has min d = 27, so therefore

AC(41,4,28) = DC(41,4,27)(27)

If, a a 1 SAC(14,4,10,1) e AC(42,4,29),
this anticode has min d = 27, so therefore

AC(42,4,29) E DC(42,4,27) (27)

If, a a 1 SAC(15,4,11,1) E AC(43,4,30),
this anticode has d = 27, so therefore

AC(43,4,30) = |DC(43,4,27)(27) .

AC(210,5,142) + any two new columns from PAC(80,4,54) E
AC(212,5,144) DC(30,5,18),iOv, I (1°)

AC(210,5,142) + any new column from PAC(80,4,54) =

AC(211,5,143)-^|DC(31,5,19)(19)

Da c (1+22,3,16)-^|-Fa c (8,2,6) ^  SAC(26,5,18) E
AC(210,5,142) -*-|dC(32,5,20)(2Q) cP = (MM)^

Dac( 1+22,3,16)-^ Fa c (8,2,6) ^  SAC(22,3,16) E
AC(206,5,140)— DC(36,5,22)

1 (22-23)

Da c (1+2,1,2)-^-Fa c (50,4,35)-^ Sa c(2,5,2,4) e
AC(152,5,105)-^|DC(90,5,57)(57_59)

<M 
O
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DAC(l+2,l,2)^fFAC(49,4,34)-^ S^C.2,5,2,4) =

AC(149,5,102)---|DC(93,5,60)(60_61)

Da c (1+2,1,2)-^Fa c C48,4,33)-^ Sa c (2,5,2,4) E 

AC(146,5,99) --- ►- |dC(96,5,63)(63)

AC(138,5,93) + any 3 new columns frcm PAC(242,5,162) 

AC(141,5,96) ---» DC(101,5,66)(66)

AC(138,5,93) + any 2 new columns frcm PAC(242,5,162) 

AC(140,5,95) ---* DC(102,5,67) (67)

AC(138,5,93) + any new column frcm PAC(242,5,162) 

AC(139,5,94) --- |DC(103,5,68)(68)

Da c (1+4,2,3)^-Fa c (26,3,18)4^ Sa c (8,5,6,3) E

AC(138,5,93) ---» DC(104,5,69)(69) a' = (MM)“

AC(136,5,92) + any column frcm PAC(242,5,162) =
A

A n f  1  Q 7   ̂ Q Q  A

V

AS^yXO l y D  , )

Da c (1+2,1,2)^|-Fa c (45,4,31) 

AC(137,5,93) ---

DC(105,5,69) 
a'

If a

Sa c (2,5,2,4)

DC(105,5,69)(69) 

a' Sa c (6,5,5,3) E AC(136,5,92)

DC(106,5,70) (70) a ’ - (MM)o

If - Sa c (5,5,4,3) E AC(135,5,91) 

|dC(107,5,71)(71) a' = (MM)

DAC(1+2,1,2) a Fa c (44,4,30) 

AC(134,5,90) --- ►

a a' Sa c(2,5,2,4) E

|DC(108,5,72) (72)
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If a aj Sa c (4,2,3,3) e AC(.134,5,90)

|DC(108,5,72)(72) a' = (MM)£

DAC(l+2,2,l)-^-FAr( 4 3 , 4 , 3 0 ) ^  SÛP(2,5,2,4) 5ACV

AC(131,5,90)

ACV

|DC(.111,5,72)(72_73)

Da c (1+2,1,2)-^- FaC(42,4,29) ala' Sa c (2,5,2,4) e

AC(128,5,87) ----►- |DC(114,5,75)(75)

AC(125,5,84) + any 2 new coluim fron PAC(242,5,162) =

AC(127,5,86) DC(115,5,76)(76)

AC(125,5,84) + any new column from PAC(242,5,162) =

AC(126,5,85) DC(116,5,77) (77)

Da c (1+2,1,2)-4 Fa c(41,4,28) SAC(2,5,2,4) =

AC(125,5,8,4) --- ► |DC(117,5,78)(78)

DAC(l+13,3,9)^|-FAC(8,2,6)-^f- SAC(26,5,18,2)

AC(138,5,93), a' = (MM) o

The AC(138,5,93) has d . =90, thusv ’ ’ min ’

AC(138,5,93)

a.

|DC(138,5,90)(go)

Da c (1+4,2,3)-^Fa c (13,3,9) a a'

AC(73)5,51)
,1

DC(169,5,lll)(ni)

AC(72,4,50)
(MM)o AC(72,5,50,1)

DC(170,5,112)

AC(50,4,35)
(MM) (112)

o AC(50,5,35,1)

DC(192,5,127) (127)
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AC( 49,4,34)
(MM)o AC(49,5,34,1)

AC(48,4,33)

DC(193,5,128) (128)
(MM)o. AC(48,5,33,1)

AC(47,4,33)

DC(194,5,129)(12g)

(MM)o, ■AC(47,5,33,1)

AC(46,4,32)

DC(195,5,129)(129)

(MM)'
AC(46,5,32,1)

AC(45,4,31)

DC(196,5,130)(130)

(MM)o, AC(45,5,31,1)

AC(44,4,30)

DC(197,5,131)(131)

(MM)o AC(44,5,30,1)

AC(43,4,30)

DC(198,5,132)(132)

(MM)
AC( 43,5,30,1)

AC(42,4,29)

DC(199,5,132)(132)

(MM)o AC(42,5,29,1)

DC(200,4,133)(133)

DAC(l+2,l,2)-^f-FAC(138,5,93) SAC(2,6,2,5) E

AC(416,6,279) DC(312,6,207)(207)

AC(408),6,273) + any 3 new columns fron PAC(728,6,486)

AC(411,276) DC(317,6,210)(210)
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DAP(1+2,1,2) F.p(136,5,92) S.p(2,6,2,5)AC
fw

LAC ACV

\>

AC(410,6,276) ---- ^DC(318,6,210)(21(̂ 211)

AC(408,6,273) + any 2 new columns iron QA(-,(728,6,486) =

AC(410,6,275) ---- ' DC(318,6,211)(211)

AC(408,6,273) + any new colunn from PAC(728,6,486) E 
AC(409,6,274) ----1 |DC(319,6,212)(212)

Da c (1+4,2,3)^(- Fa c (80,4,54) ^ a' Sa c(8,6,6,4)

AC(408,6,273)

Da c (1+2, 1,2)-^- Fa c (135,5,91)^

DC(320,6,213)(213) 

a'

a' = (MM)o

Sa c (2,6,2,5) =

AC(407,6,276) ---- DC(321,6,213)(213)

AC(390,6,261) + any 3 new columns frcm PAC(728,6,486) =

AC(393,6,264) DC(335,6,222),' ( 222 )

AC(390,6,261) + any 2 new columns frcm PAC(728,6,486) =

AC(392,6,262) DC(336,6,223)(223)

AC(390,6,26P) + any new column frcm PAC(728,6,486) =

AC(391,6,262) DC(337,6,224) (224)

Da c (1+13,3,4) a Fa c (2,6,3,18) a la' Sa c (26,6,18,3) e

AC(390,6,261) DC(338,6,225)'(225)

AC(386,6,259) + any two new columns frcm PAC(728,6,486) E 

AC(388,6,261) --- *

a' = (MM)'

DC(340,6,225)(225) 

AC(386,6,259) + any new column frcm PAC(728,6,486) E

AC(387,6,260) DC(341,6,226)(226)
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If aia' Sa c (22,6,16,3) e AC(386,6,259)

--- — |dC(342,6,227)(227) a

If a a'Sa c (20,6,15,3) e AC(384),6,258)

DC(344,6,228) (228)
a I a'If ï i p  Sa c (19,6,14,3) E AC(383,6,257)

DC(345,6,229) (229)

If a a Sa c (18,6,13,3) e AC(382,6,256)

If a a'

If a a'Sa c (16,6,12,3) e AC(380,6,255)

DC(348,6,231) (231)
a

If
a'
Sa c (15,6,11,3) E AC(379,6,254)

If a a'

DC(349,6,232)(232)

Sa c (14,6,10,3) E AC(378,6,253)

If a a 'Sa c (13,6,9,3) e AC(377,6,252)

AC(212,5,143)

AC(211,5,143)

(MM)o

(MM)o

DC(351,6,234)(234)

AC(212,6,143,1)

Id C(516,6,342)
I (342)
AC(211,6,143,1)

DC(517,6,343) (343)

a

a

DC(346,6,230)(230) a

Sa c (17,6,12,3) E AC(381,6,255)

---►-|dC(347,6,231)(231) a

a

a

DC(350,6,233)(233) a

a

' = (MM)

’ = (MM)^

' = (MM)^

’ = (MM)^

’ = (MM)^

' = (MM)3

' = (MM)q

' = (MM)3

' = (MM)^

co o
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(MM)?
AC(210,5,142) ------—

(MM)?
AC(141,5,96) ------ -

(MM)?
AC(138,5,93) ------- -

(MM)?
AC(137,5,93) --------

(MM)?
AC(136,5,92) ------ -

AC(210,6,142,1) 

DC(;518,6,344)(;344)

AC(141,6,96,1) 

DC(587,6,390)(390)

AC(138,6,93,1)

DC(590,6,393)(3g3)

AC(137,6,93,1) 

DC(591,6,293)(3g3)

AC(_136,6,92,1)

DC(592,6,394)(394)

AC(134,6,90,1) + any new column frcm PAC(728,6,486) =

AC(135,6,91,1) DC(593,6,395)(395)

AC(134,5,90)

AC(125,5,84)

(MM)°

(MM)°
■*»

AC(134,6,90,1)

DC(594,6,396)(396)

AC(125,6,84,1)

DC(0O3,6,4O2)(4O2)

The 3-ary anticodes, constructed by the iterative stacking process 

have produced linear 3-ary block codes. These codes meet the Griesmer 

bound exactly, thus they are optimum codes. However, the resultant codes
k—1have n q - 1 (except for those resulting frcm the (MM)^ process 

only). Therefore, for the same k, the 3-ary codes resulting from the
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iterated anticode stacking process have higher rates than the
k-1construction method suggested by Grieaner which have n ^ q - 1 

This is due to the restriction imposed as k^ < k, (see 

Section 5.2) by Griesmer. l
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CHAPTER IX

DISCUSSION AND OCNCUJSION

The main objective of the research described in this thesis was 

the extension and development of the anticode method for the con­

struction of linear block error-control codes, as a means of increasing 

the security of the transmitted data in a communication system.

In Chapters III and IV, the development necessarily involved the 

review and analysis of the mathematical and practical construction of 

some of the best known coding techniques, which in turn involved a 

brief review of the related mathematical background and concepts of 

error-control coding. The anticodes originate frcm parent anticodes. 

Because of the equivalent relationship between the parent anticode and 

maximal length code, the Griesmer bound and the Solomon and Stiffler 

generalization of this bound by means of a simpler approach, were 

reviewed.

Since anticodes originate frcm parent anticodes, the mathematical 

analysis of the parent anticodes was established. Frcm this, the 

properties of the Q-I systematic form of anticodes, and the partitioning 

of the generator matrix of the parent anticode and hence the generator 

matrix of any anticode into the smaller generator matrices (sub­

sections), was introduced. Furthermore, these two properties lead to 

the additional properties:
(a) the explicit derivation of the anticode weight distribution 

from the Q-I property; and

(b) predetermination of the weight attribute of any column or 

columns related to the row space of the subsections of the 

generator matrix of the anticode in the code book.

Considering these properties, various anticode constructions frcm 

smaller dimension unit basic anticodes resulted. Using these methods,
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a large number of optimum and near-optimum anticode, and as a result, 

a large number of optimum and near-optimum codes, were constructed.

Once an optimum unit basic anticode was constructed, it could 

be used as the basis of construction (dcmain anticode) in the iterated 

image stacking process, and other various construction processes, to 

obtain larger dimension anticodes. Thus the construction of optimum 

long unit basic anticodes was important as part of the process of 

obtaining short optimum linear codes of high efficiency. On the other 

hand, short unit basic anticodes soon lead to short, low efficiency 

anticodes. If the iterative image stacking process of anticode con­

struction resulted in a non-optimum anticode, the resulting anticode 

could be used as a basis for various coup 1 amentary computer searches 

for the construction of the optimum or near optimum anticodes 

(refinement process). However, if the anticode was optimum, the same 

computer methods could be used to obtain longer or shorter optimum 

anticodes.
The linear codes derived frcm anticodes, constructed by the 

various processes, for a fixed dimension k and minimum distance d have 

block length

n $ q - 1,
except for those anticodes constructed by the processes of mapped-map 

stacking. However, the linear codes suggested by Solcmon and Stiffler 

for the same parameters k and d have bounded block length
n £ q - 1.

Therefore the anticode construction methods described here result in

higher rate codes. This difference arises frcm the weak sufficient

condition imposed on the suggested construction method. The Solcmon

and Stiffler algorithm consists of the deletion of the subgroups

(subspace) of the additive group (vector space) of the columns of a
k k—1maximal length sequence code. For a (n = q -1, k, d = (q-1) q )
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maximal length code, the number of deletion columns are:

m = q - 1
i

where ^ £ . < k  ( 1)
i

*  i .  (2)

The maximum value of m is achieved if = k - 1 and 1^ = 1 . This 

means that the constructed, punctured set have been formed by the 

first = k — 1 information column of the maximal length code, 

namely, 1^, I ••• and all linear combination of these columns,

plus the column = 1, namely, the last information column. As an 

example, if k = 7, the maximum value of m is achieved when = k-1 = 6 

and l2 = 1, thus

which is the block length of the shortest possible code. On the 

contrary, construction by means of the simple stack of BAC(63,6,32) 

gives

The columns of this anticode are exactly the same as the above 

63 columns of the Solomon & Stiffler construction formed from linear 

combinations of information columns 1^, I2 , ... Ig. For the Solomon 

& Stiffler construction, from the conditions

m = (2k 1 - 1) + (21 - 1 ) = 6 3 + 1 = 6 4

n = nQ - m = 127 - 64 = 63

BAC(63,6,32) BAC(63,7,32,1)

1

it was possible to add only one column to these 63 columns to construct
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a set of punctured columns of length m = 63 + 1 = 64. However, with 

the anticode construction methods described, it is possible to add 48 

columns, by concatenating the simple inverted form of the AC(48,6,26) 
to the AC(63,7,32,1) to get AC(111,7,58), as follows:

OM)JAC(48,6,26) ------^  AC(48,7,48)

AC(63,6,32) + AC(48,7,48) 5 AC(111,7,58) .

Deleting this anticode from the PAC(127,7,64) gives DC(16,7,6) which 

is an optimum linear code and has exactly the same parameter as that 

in the table of Stinaff and Helgert. This counter example shows how 

weak the conditions imposed by Solomon & Stiffler are, which makes 

the codes obey the conditions

k/n------0
when

n----

■which are not imposed on codes derived frcm anticodes as long as the 

optimum long unit basic hnticode can be constructed.

The concept of binary anticodes in Chapter VIII is extended to 

the construction of anticodes whose elements are chosen frcm the finite 

field GF(q). The same methods of construction as in the binary case 

are applicable also for q-ary anticodes, with operations defined over 

the elements of GF(q). The anticode construction method over GF(q) was 

applied to construct 3-ary anticodes, and a large number of optimum and 

a few near-optimum anticodes, and as a result, a large number of linear 

3-ary codes, were found. However, a complementary computer study could 

be done to extend the results as easily as in the binary case. The 

optimality and long block length of the unit basic anticodes are also 

as important in the construction of anti codes/codes over GF(q) as in 

the binary case.
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Recommendations for Further Research

From the above discussion, a number of possibilities for further 
development and extension of the anticode concepts arise as follows:

(a) the Q-I systematic property of a column and a group of

columns provide a predetermination of the weight attribute of the

column or a set of columns of the parent anticode, and any related

anticode. As an example, if a column of the generator matrix of an

anticode starts with two zero's, then the 4 elements of this column

in the parent anticode or anticode frcm the (21 + l)th element are
"fch.solely determined by the i element of the generator matrix, e.g. if 

ith = 5th element in the generator matrix is a zero, the 4 elements 

starting from the (25 + 1) ^  = 33r<̂  element are zero's in the parent 

anticode or code; if the i^1 = 5 ^  elenent in the generator matrix is 

a one, the 4 elements starting from the (25 + l)th = 33r<̂  elements are 

ones. This also applies for a group of columns. Thus, using this 

concept as a basis, a computer search pregram may be speeded up 

considerably. Instead of dealing with individual elements, the group 

(subsections) of the generator matrix may be processed in one step.

(b) the iterative image stacking process of anticode construction 

may be directly applied to linear optimum block codes of smaller 

dimension to construct optimum or near optimum larger dimension linear 

block codes. Intuitively, in constructing optimum anticodes from 

optimum small dimension anticodes over GF(3), the resulting anticodes 

turned out to have the maximum minimum distance for their parameters. 

Thus the resulting anticode turned out to be an optimum code.

(c) The same anticode construction processes may be used also 

in conjunction with some of the already existing optimum anticodes 

related to existing optimum block codes fran other sources; that is,
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found iron known isolated optimum or near-optimum codes.

(d) a complementary conputer search parallel to that of (a) 

and Section 6.4.8 may be used also for anticodes over GF(3) to extend 

the results of the anticodes over GF(q). Also, it would be interesting 

to apply the anticode construction methods to the anticode over the 

elements of the finite fields of GF(4) and GF(5), and so on.
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Appendix I

Encoder and decoder for the codes derived frcm 
_______________ parent anticodes_______  ___

The equivalence of the maximal length shift register code 

book [d ] of Section 5.1 and the parent anticode [c] can be used to 

encode and decode codes derived from the parent anticode, taking 

advantage of the maximal length linear feedback shift register code 

(M-sequence code) properties.

The code book ¡b] of an (nQ , k , dQ ), M-sequence code forms 

an Abelian group (subspace of the vector space of all no-tuples), 

thus it can be generated by any kQ linearly independent vectors (rows)

in [b] . Following the example of Section 5.1, the code book jb] of
the 3-bit shift register of Figure (I--a) generated by the primitive
feedback polynomial p(x) = x 3+x+l is:

0 0 1 0 1 1 1

0 1 0 1 1 1 0
1 0 1 1 1 0 0

[ ° 1 = 0 1 1 1 0 0 1
L J 1 1 1 0 0 1 0

1 1 0 0 1 0 1

1 0 0 1 0 1 1

The generator matrix of [b] can be formed from the first k = 3 rows o
of [b] as

r i ' 0 0 1 0 1 1 1 “
[ g 1 - 0 1 0 1 1 1 0

_1 0 1 1 1 0 0 _

Ihe row space of the generator matrix [G] which is the matrix [bj is

formed as [l] . [g] = [b] , so then



- 186

1 0 0 0 0 1 0 1 1 1
0 1 0

" o 0 1 0 1 1 1 0 1 0 1 1 1 0
0 0 1 0 1 0 1 1 1 0 — 1 0 1 1 1 0 0
1 1 0 •

1 0 1 1 1 0 0 0 1 1 1 0 0 1
0 1 1 1 1 1 0 0 1 0
1 1 1 1 1 0 0 1 0 1
1 0 1 1 0 0 1 0 1 1

where [l] is a (2* - 1) .K matrix.

Multiplying the matrix [L] on the left by a non-singular row 
permutation matrix [a] such that,

then
[A] . [L] = [M]'

1 0 0 0 0 0 0 1 0 0 1 0 0
0 1 0 0 0 0 0 0 1 0 0 1 0
0 0 0 1 0 0 0 0 0 1 1 1 0
0 0 1 0 0 0 0 • 1 1 0 0 0 1
0 0 0 0 0 1 0 0 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 0 1 1
0 0 0 0 1 0 0 1 0 1 1 1 1

•

matrix [M]T is identical to that of Section 6.2 .1 and
kQ variable truth table, excluding the all zero row, and can be

generated by a kQ-bit binary counter, as in Figure (I-b). Thus,

[A] . [l] . [g] - [m]T . [g] - [Dp] - [D]

Alternatively [Dp] is the same as the M-seq. code book [b] , only the

rows have been peimuted with respect to ¡A] . However, [D ] has beenP_ m
spanned by [A] [L] = [m ] , therefore the columns of [D ] - [d ] are in 

Qrl systematic form, thus any kQ dimension anticode can be deleted from 

[Dp] . This means that the equivalence can be vised to encode and decode
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CKo

Column 1 Column 2 Column 3 

Figure (I-b) : [M] matrix generator

Figure (I-a) : M-sequence and
[g] matrix generator

the codes derived iron anticodes, deleting the anticode column positions 

from the m-sequences generated by a kQ-bit feedback shift register. The 

encoding and decoding procedure is the same as the encoder-decoder 
suggested by Solomon and Stiffler (1964), shown in Figure (1-2), and 

Figure (1-3).

Figure (1-2) : Solomon and Stiffler Type Encoder
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Figure (1-3) : Solomon & Stiffler Type Decoder

However, iron the similarity between the parent anticode [c] and the 

Walsh-Hadamard matrix, it might be possible to take advantage of the 

latter's fast transform algorithm to decode the derived code from the 
parent anticode in.a simpler way.
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Appendix II

Approximate performance of the linear binary codes derived
________________ frcm parent anticodes.____________________

The performance of a linear binary DC(n, k, d), over a binary 

symmetric channel, can be approximated by using the minimum distance 
of the code.

However, in general this is very approximate (Slepian 1956). A 

better approximation can be achieved by the use of the weight distri­

bution of the linear block code (Cohen et al. 1976, Huntoon &

Michelson 1977). Using the explicit derivation of the anticode- 

related code weight distribution, the decoded block error probability 

(regardless of the post decoder errors) of sane linear binary block 

codes have been examined. The procedure uses the weight distribution 

of the code to approximate the number or of the error patterns of 

weight i which are correctable by the code. Having co , the probability 
of incorrect decoding

can be evaluated, where p is the crossover probability of the channel.

The ou can be approximated from the code weight distribution frcm 
the equation,

a. = Q. B.l l l

given by Hobbs (1965), where

n

1=0

A . being the number of code words of weight j . Then 1

Qi = ” PU/i)>
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where the conditional probability is

P(j/i) =
3

r=j/2+l
j, r) + \  c( i . 3, §)| >

and c(i, j, r) =

The entires oc and 8^ in the following tables are the number of 

correctable error patterns oc out of the fb possible error pattern 

of weight i. These have been computed by a simple computer program, 

given in this appendix, on an ICL-2960 machine.

DC(9,5,3) has weight polynomial,
A(Z) = 1 + 6Z3 + 10Z4 + 8Z5 + 4Z6 + 2Z7 + Z8

i 0 t=l 2 3 4 5 6 7 8 9

8i 1 9 36

a. 1 9 11l

DC(9,5,1) has weight polynomial,

DC(23,6,10) has weight polynomial,

A(Z) = 1 + 31Z10 + 19Z12 + 5Z14 + 8Z16

i 0 1 2 3 t-4 t+l=5 6
1 23 253 1771 8855 33649 100947

a.l 1 23 253 1771 8855 29954 52178

i 7 8 9 10 11 .... 23

8i 245157 490314 817190 - • • • • •

a.i 28787 2429 12 - - ....
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DC(23,6,7) has weight polynomial,

A(Z) = 1 + Z7 + 15Z10 + 15Z11 + 15Z12 + 15Z13 + Z17 + Z22,

i 0 1 2 t=3 t+l=4 5 6
1 23 253 1771 8855 33649 100947

a.
1 1 23 253 1771 8837 31521 67341

i 7 8 9 10 11 .... 23

h 245157 490314 817190 - .... -
a.i 57168 10393 189 - .... -

DC(48,7,22) has weight polynomial,

A(Z) = 1 + 48Z22 + 30Z24 + 48Z26 + Z48,
i 0 1 2 3 4 5

1 48 1128 17296 194580 1712304
a.l 1 48 1128 17296 194580 1712304

i 6 7 8 9

6i 12271512 73629072 377348994 167710664
a.i 12271512 73629072 377348994 167710664

i t=10 t+l=ll 12
6540715896 22595200368 69668534468

a.l 6540715896 22578276209 69158585434

i 13 14

ei 192928249296 482306232400
a. 185443773610 413871745605l

i 15 16
1093260079344 2254848913647

a.l 682089472348 662685956238

i 17 18

ei 4244421484512 7309837001104
a.l 265369038250 23703131413
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i 19 20

ei 11541847896480 16735679449896
a.

1
366942233 347078

i 21 22 48
6. 22314239266528i
a. 11l

DC(48,7,16) has weight polynomial

A(Z) - 1 + 3Z16 + 120Z24 + 3Z32 + Z48

i 0 1 2 3 4 5

ei 1 48 1128 17296 194580 1712304
a.i 1 48 1128 17296 194580 1712304

i 6 t - 7 t + 1 = 8
6.l 12271512 73629072 377348994
a.l 12271512 73629072 377342559

i t+l=9 10 11
167710664 6540715896 22595200368

a.l 167688928 6537150048 22557347904

i 12 13

3i 69668534468 192928249296
a.l 69214893604 187068034527

i 14 15

gi 482320623240 1093260079344
a.i 425215758392 723133164517

i 16 17
a.l 2234848913647 4244421484512

gi 734829498817 312343262689
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i 18 19

ei 7309837001104 11541847896480

ai 33989748302 517825302

i 20 21

6i 16735679449896 22314239266528
a..i 560079 21

i 22 48

6-i
a. _l

Hie block error probability of the above linear block codes has 

been computed, using the entries of the tables, and is plotted in 

Figure (II-l). In addition, the approximate block error probability 

of DC(9,5,3) has been compared with the computed block error probability 

based on the minimum distance consideration, given by:

[(d-l)/2]

PBE(min.dist.) = 1 “ (i) p (1-p)
i=o

The results of the two computations are parallel straight lines for 

p ^ 10“1 separated by about one tenth of an order of magnitude in 

error rate. The conclusion is that the difference between the two 

is almost entirely due to the error pattern of weight (t+1) which 
is not taken into account in the approximation of the minimum distance 

calculation.

Although DC(9,5,1) has minimum distance d = 1, the difference
-2between the theoretical result and the caiputed one for p ( 3 x io 

is very small. In spite of the difference between the Hairming distance 

of DC(23,6,10) and DC(23,6,7), the performance of the two codes has
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_o _ Q _ q _ 2 _2 —2 —1 _in —1
10 2X10 5X10 10 2X10 5X10 10 2X10 5X10 1 . 0

-1

-2

-2
be

-3

-3

(T) DC (9,5,3) , estimate
(2) DC(9,5,3), theoretical (min. distance)
©  DC(9,5,1), estimate 
(4) DC(23,6,10), estimate
©  DC(23,6,7), estimate 
©  DC(48,7,16) & DC(48,7,22) estimate

Figure (II-l) : Decoded Block Error Probability
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only a small difference. The conclusion to be drawn frcm this is that 

although the total number of correctable error patterns

by DC(23,6,7) for all entires of the related table except for i = 4 

is greater than those by DC(23,6,10); the slightly poorer performance 

of DC(23,6,7) is due to the difference in the number of more likely 

correctable errors of weight i = 4 in DC(23,6,10). Interestingly, this 

is the only case for which the ou of DC(23,6,10) is bigger than the 

cc of DC(23,6,7). Thus this makes the curve for DC(23,6,7), in spite 
of having a smaller Hamming distance, almost parallel to that for 

DC(23,6,10) over the range of error rate of interest. To obtain block 
error probabilities (bit-error probabilities) Olanigan and Turner (1976) 

employed combined systematic search and min.-distance decoding (Hybrid 

decoding), for several linear binary codes. The above results are 

similar to those results. However, the computation time for Hybrid 

decoding for fairly big k is rather excessive.

The computer pregram for calculation of the entires for the table 

is given below.

DIMENSION PJ(23,23) ,JAW(23) ,Q(23) ,A(23) ,B(23) ,PC(23) ,TSUM(24) 
DIMENSION PE(24) ,TSUM2(24)
INTEGER N 
DATA N/23/
READ (7,110)(JAW(IC) ,10=1 ,N)

110 K)RMAT( 1614/714)
READ (7,100)(PE(I),1-1,24)

100 FORMAT (3F20.10)
DO 2 J=1,N
IF (JAW(J).EQ.O) GO TO 22
IF (J.EQ.N) GO TO 111
JRf (J+1)/2
IF (JR.EQ.O) JR=1
DO 4 1=1,N
IF (I.LT.JR) GO TO 222
SUM Q=0.0
DO 6 JK=JR,J
IF (JK.GT.I) GO TO 33
A1=FACT( J)/(FACT( JK)*FACT( J-JK) )

n

1=0
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B1=FACT(N-J ) /( FACT( I - JK ) *FACT( N-J-I+JK)
C1=FACI(N)/(FACT(I)*FACI(N-I))
W=(A1*B1)/C1
IF(JK.NE.JR) GO TO 90
W=W/2.0

90 SUM Q= SUM Q+W 
6 CONTINUE 
33 PJ(J,I)=SUM Q

IF(PJ(J,I) .GI.1)PJ(J ,I)=1.0 
GO TO 4

222 PJ(J,I)=0.0
4 CONTINUE 

GO TO 2
22 DO 8 IN=1,N 
8 PJ(J,IN)=0.0 

GO TO 2 
111 IN-N/2

DO 14 IJ=1,IN 
14 PJ(J,IJ)=0.0 

KN=(N/2)+l 
DO 18 IK=KN,N 

18 PJ(J,IK)=1.0 
2 CONTINUE 

DO 10 1-1,N 
ADMO.O 
DO 12 J=1,N
IF(JAW(J).EQ.O)GO TO 12 
IF(PJ(J,I).EQ.l.0) GO TO 28 
AOFLDAT( JAW ( J ) )*AL0G10( 1 .0-PJ( J , I ) ) 
AB=AD+AC 

12 CONTINUE
Q(I)=10.0**AD 
GO TO 10 

28 Q(I)=0.0 
10 OONIINUE 

DO 16 1=1,N
B( I )=FACT(N) / (FACI( I ) *FACI(N-I ) ) 
WRITE(2,160)I ,b(I)

160 P0RMAT(1H0,2HB(,12,2H)=,E26.16) 
A(I)=B(I)*Q(I)
IF (A(I).LT.1.0)A(I)=0.0 
WRITE(2,150)I ,a(I)

150 F0RMAT(1H0,2HA(,12,2H)=,E26.16 
16 CONTINUE

DO 3 IR=1,24 
WRITE(2,120)IR,PE(IR)

120 FORMAT( 1H0,1 0 H Œ . PRDB.( ,12,2H)=,E16.8) 
DO 24 JP=1,N 
PK=A(JP)
IF(PK)41,41,5

5 AA1=AIOG10(PK)+FIOAT(JP)*ADOG10(PE(IR)) 
1+FL0AT(N-JP)*AL0G10( 1.0-PE( IR) ) 
ASUMJ=AA1+10.0
IF(ASUMJ)41,31,31 

41 PC(JP)=O.0 
GO TO 24

31 PC(JP)=10**AA1 
24 CONTINUE

TSUM(IR)=0.0
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DO 26 MM = 1,N 
26 TSUM(IR)-TSUM(IR)+PC(MM)

WRITE( 2,130 ) IR, TSUM( I R)
130 PORMAT( 1H0,23H00RRECT DECODING PROB. ( , 12,2H )= ,E16.8 ) 

TS=FLDAT(N) *ALÛG10( 1 .0-PE( IR) )
TTS=TS+10.0 
IF(TIS)9,7,7 

7 ST=10.0**TS
TSUM( IR)=ST+TSUM( IR)

9 TSUM2( IR)=1.0-TSUM( IR)
WRITE( 2,170)IR,TSUM2( IR)

170 K)RMAT( 1H0,18HBI0CK ERROR PROB.(,12,2H)=,E16.8)
3 CONTINUE 

STCP 
END

FUNCTION FACT(N) 
FACILI .0 
DO 1 1=1,N 
IX=I

1 FACT=FACT*IX 
RETURN 
END
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Appendix III

Anticode refinement caiputer program

This caiputer program was developed to perform the refinement 

of the anticodes constructed by the processes explained in 

Chapter VI. The anticode being refined is the AC(210,8,10) which 

is constructed as:

DAC( 1+48,6,26) FAC(3,2,2) SAC(63,8,32,2)

= ACC210,8,10) .

Applying this program, the AC(213,8,11) results. The computer 

prograrp is as follows below:

DIMENSION GDAC(6,49), GIM(8,210),GSAC(6,63),IM(256,210) ,WT(256 
DIMENSION FAC(4,3) ,W(256) ,GDL(8,45) ,CHAR(45) ,DL(256,45) ,WSA(256) 
DIMENSION GFAC( 2,3) ,WDL( 256 )
I INTEGER GDAC ,GIM, GSAC, IM, FAC, W , Q , P , GDL, CHAR, DL, WSA, WT, DEL 
INTEGER GFAC,WDL
DATA W,I1,12,13,14,J1,J2,J3,J4/256*0,6,8,256,4,49,210,45,63/ 
DATA 16,WDL/148,256+0/
LSUM( Q , P )=Q+P-2*Q*P
READ(7,100)((GFAC(I,J),J=1,3),1=1,2)
READ(7,101)((GDAC(I,J), j=l,Jl),1=1,11)
READ(7,102)((GSAC(I,J),J=1,J4),1=1,II) 
READ(7,103)((GDL(I,J),J=1,J3),I=1,I2)
READ(7,104)((FAC(I,J),J=1,3),1=1,14)

100 K)RMAT(611)
101 FORMAT(SOIl)
102 F0RMAT(80I1)
103 F0RMAT(80I1)
104 F0RMAT(12I1)

WRITE(2,225)(GDL(I,J),J=1,J3),1=1,12)
225 P0RMAT(8(3X,45I1/))

K=0
DO 2 1=1, Jl 
DO 2 J=l,3 
K=K+1
GIM( 1 ,K)=GFAC( 1, J)

2 GIM(2,K)=GFAC(2, J)
DO 4 1=1,6 
JK=0 
IK=I+2 
DO 4 J=1,J1
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IF(GDAC(I,J).EQ.1)G0 TO 11
DO 6 JJ=1,3
JK=JK+1

6 GIM(IK,JK)0 
GO TO 4

11 DO 8 JJ=1,3 
JK=JK+1

8 GIM( IK,JK)=1 
4 CONTINUE 

DO 10 1=1,2 
DO 10 JS=I6,J2 

10 GIM(I, JS?=0 
DO 12 1=3,8 
IK=I-2
DO 12 JS=I6,J2 
JK=JS-147

12 GIM(I, JS)=GSAC(IK, JK)
K=0
DO 16 JS=1,J1 
DO 16 J=l,3 
K=K+1
DO 16 1=1,4 

16 IM(I,K)=FAC(I,J)
DO 18 1=1,4 
DO 18 JS=I6,J2 

18 IM(I, JS)=0
WRITE( 2,200) ( ( GIM( I, J ), J=1,110), 1=1,8 )

200 PORMAT(8(3X,11011/))
WRITE(2,201)((GIM(I,J),J=lll,210) ,1=1,8)

201 P0RMAT(8(3X, 10011/))
DO 20 J=1,J2
DO 22 1=3,12
K=(2**(I-1))+1
KK=2**I
IF(GIM(I,J).EQ.1)G0 TO 15 
D O
DO 24 II=K,KK 
L=L+1

26 IM(II ,J)=IM(L,J)
GO TO 22 

15 D O
DO 26 II=K,KK 
D=D+1

26 IM(II, J)=LSUM( IM(D, J), 1)
22 CONTINUE

DO 28 TJ=1,I3 
28 W(IJ)=W(IJ)+IM(IJ,J)
20 CONTINUE

WRITE( 2,210 ) ( W( I ), 1=1,13 )
210 FORMATC16(1618/))

DO 32 J=1,J3 
DD(1, J ) 0  
DL(2,J)=GDL(1,J)
DD(3,J)=GDD(2,J)

32 DGL( 4, J )=LSUM( GDD( 1, J ) ,GDD( 2, J ) )
DO 138 J=1,J3 
DO 38 1=3,12 
K=(2**(I-1))+1
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KK=2**I
IF(GDL(I,J).EQ.1)G0 TO 19 
L O
DO 40 II=K,KK 
L=L+1

40 DL( 11, J )=DL(L,J)
00 TO 38 

19 L=0
DO 42 II=K,KK 
L=L+1

42 DL(II,J)=LSUM(DL(L,J) ,1)
38 CONTINUE

DO 72 N=1,I3
72 WDL(N)=WDL(N)+DL|N, J )
138 CONTINUE

WRITE( 2,235) (WDL(N) ,N=1,13 )
235 FORMAT(16(1618/))

D E O H 2  
IC=J3 
CHAR(1)=1 
CHAR( 2 )=1 
CHAR(3)=1 
DO 44 1=4,J3 

44 CHAR(I)=0 
52 DO 46 1-1,13 
46 WSA(I)=0

DO 49 J=1,J3 
IF(CHAR(J).EQ.O)GO TO 49 
DO 48 1=1,13 
WSA(I)=WSA(I)+DL(I,J )
WT(I)=WSA(I)+W(I)
IF(WT(I).GT.DEL)GO TO 7

48 CONTINUE
49 CONTINUE 

GO TO 50
7 CALL NEXOOM(CHAR,IC,IFIN)

IF(IFIN.EQ.1)G0 TO 25 
GO TO 52

50 WRITE(2,220)(CHAR(I),I=1,J3)
220 PORMAT(3X,32HQPTIMAZATIQN BY COLUMN ADJACENCY,/,3X,4511) 

WRITE(2,240)(WT(I) ,1=1,13)
240 PORMAT( 3X, 23HNEW CODE W-DISTRIBUTION, /, (16( 1618/ ) ) )

GO TO 56
25 WRITE(2,215)(CHAR(I),1=1,J3)
215 PORMAT(3X,15ENO CONSTRUCTION,/,4511)
56 STCP 

END

SUBROUTINE NEXCOM(CHAR,IC,IFIN) 
INTEGER CHAR(IC) ,P,P1 
IFIN=0 
DO 1 NN1,I0
IF(CHAR(N).EQ.1)G0 TO 2

1 CONTINUE
2 P=0 

N1=N+1
IF(N1.GT.I0)G0 TO 4
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DO 3 M=N1,IC 
IF(CHAR(M) .NE. 1)00 TO 4

3 P=P+1
4 IF(P+N,EQ.10)G0 TO 7 

N1=N1+P 
CHAR(N1)=1 
Nl-N+P+1
P1=P+1 
DO 5 M=1,P1 
N2=N1-M

5 CHAR(N2)=0 
IF(P.BQ.O)RETURN 
DO 6 M=1,P

5 CHAR(M)=1 
RETURN 

7 IFIN=1 
RETURN 
END
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