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ABSTRACT
Longitudinal datasets contain repeated measurements of the same variables at different points in time. Longitudinal data mining algorithms aim to utilize such datasets to extract interesting knowledge and produce useful models. Many existing longitudinal classification methods either dismiss the longitudinal aspect of the data during model construction or produce complex models that are scarcely interpretable. We propose a new longitudinal classification algorithm based on decision trees, named Nested Trees. It utilizes a unique longitudinal model construction method that is fully aware of the longitudinal aspect of the predictive attributes (variables) and constructs tree nodes that make decisions based on a longitudinal attribute as a whole, considering measurements of that attribute across multiple time points. The algorithm was evaluated using 10 classification tasks based on the English Longitudinal Study of Ageing (ELSA) data.
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• Computing methodologies → Classification and regression trees; • Information systems → Data mining.
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1 INTRODUCTION
Longitudinal datasets contain repeated measurements of the same attributes taken at different time points. The repeatedly-measured attributes of longitudinal datasets are referred to as longitudinal attributes. An example of a longitudinal attribute is an attribute consisting of 4 measurements of a patient’s blood cholesterol levels, taken once every 4 years.

Longitudinal data mining aims to utilize such datasets in order to extract interpretable and potentially useful knowledge or patterns hidden in the data. The main advantage of such datasets is their temporal nature, which can be utilized to make predictions based not only on a set of attribute values, but also on the trends that occur within them over time. Most importantly, the longitudinal nature of these datasets can be used to construct models that use previously recorded data to predict future events.

Note that longitudinal data should not be confused with time series data [1], even though both have a temporal nature. In the context of classification (supervised learning), time series data typically contain a single real-valued variable repeatedly measured across a large number of timepoints; whilst our target longitudinal datasets consist of a large number of both numerical and nominal variables repeatedly measured across a small number of timepoints.

Over the past few years, several real-world longitudinal data mining studies have been conducted [17, 15, 8, 2, 7]. Such studies can be split into two approaches: data transformation (pre-processing) and algorithm adaptation (specialized algorithms).

Several recent works on longitudinal classification [9, 19, 10] use a pre-processing step known as flattening, where a longitudinal dataset is ‘flattened’ into a non-longitudinal one by considering each repeated time-specific measure of an attribute as a different attribute. This removes the longitudinal aspect from the data and allows non-longitudinal classification algorithms to be used.

In this work, we focus on the less explored approach of algorithm adaptation, and we propose a new type of decision tree algorithm for longitudinal classification, since many decision tree models have the advantage of interpretability [13, 5]. Decision trees are in general transparent and their decision making can be described by a simple diagram that a user can inspect manually – as long as the tree is not too large – to understand the exact reasoning behind every prediction made by the model.

The proposed longitudinal decision tree algorithm preserves the longitudinal nature of the dataset by constructing a Nested Trees model, where each node of the decision tree represents an embedded decision tree that makes decisions based solely on the values of one longitudinal attribute (i.e., its values across multiple time points). The final model is composed by an outer decision tree made up of inner decision trees in each node, hence the name Nested Trees. This algorithm produces longitudinally-aware prediction models, analysing each longitudinal attribute as a whole rather than treating its temporal values independently. It also provides longitudinal classification models more interpretable than the models produced by conventional decision tree algorithms.

The remainder of the paper is structured as follows. Section 2 describes the proposed longitudinal classification algorithm. Section 3 describes the dataset and the experimental methodology used to evaluate the proposed algorithm. Section 4 presents the results of the computational experiments and their discussion. Section 5 presents the conclusions.
2 THE PROPOSED LONGITUDINAL CLASSIFICATION ALGORITHM

The proposed Nested Trees algorithm is a classification algorithm designed to be used with longitudinal datasets. The algorithm constructs a classification model similar in structure to models learned by conventional decision tree algorithms. The difference is that, while conventional decision tree models have nodes that can be expressed as simple attribute-value tests, the Nested Trees algorithm constructs a model that uses inner (typically smaller) decision trees as nodes of an outer (often larger) tree, thus constructing a decision tree made of decision trees. Hence, the construction procedure uses a two-layer structure. On the outer layer, it constructs a decision tree where each node uses a single longitudinal attribute to make the split. On the inner layer – inside each node of the outer tree – it constructs an embedded decision tree that uses the different temporal values of a single longitudinal attribute, i.e., the attribute’s values measured at different time points. Hence, it takes full advantage of the longitudinal information present on the data. An illustration of a Nested Trees model is shown in Figure 1.

The inner embedded decision trees construct small decision trees that use the longitudinal values of a single longitudinal attribute. These inner trees are constructed by a custom decision tree algorithm implementation which is a hybrid of CART[4] and C4.5[13] algorithms. It constructs a tree made of binary splits, using a greedy approach based on the Gini impurity metric to select the attribute to split the data in the current node; a minimum node size requirement and a maximum depth limit are used as both the stopping criteria and the pre-pruning methods to mitigate overfitting. Missing values are handled in a way similar to the C4.5 algorithm: when an instance has a missing value for an attribute used to split the data in the current node, each branch coming out from that node gets a fraction of the instance (represented by an instance weight in [0..1]) equal to the proportion of instances in the current node having the attribute value associated with that branch.

The outer layer construction process uses the same algorithm with a different attribute selection mechanism. While traditional decision tree algorithms construct each node by selecting the single best attribute to split the current data into subsets, the outer layer selects a longitudinal attribute as a whole, which comprises a group of time-specific attributes, and searches for an optimal decision tree that would split the current data using only the values of the attributes from that specific group. In other words, the outer layer treats each longitudinal attribute as a unit, instead of considering each repeated time-specific measure of an attribute as a different attribute. Each node of the outer tree contains an embedded tree produced by the inner tree construction algorithm using only the temporal values of the selected longitudinal attribute. Each leaf of a node’s inner decision tree is used to create a branch and the outer layer construction process is repeated on each generated subset.

The main advantage of the Nested Tree algorithm is longitudinal awareness. There is currently no work in the literature where a decision tree used in longitudinal classification had any inherent longitudinal awareness. All previous approaches in this area used a combination of the flattening approach and a simple decision tree algorithm to create longitudinal predictive models. Such approaches result in the model treating the different values of the same longitudinal attribute as independent attributes, ignoring the longitudinal aspect of the data. In contrast, the proposed algorithm analyses each longitudinal attribute as a whole and does not separate its longitudinal values (different time points) from each other as is the case in the flattening approach. The longitudinal aspect of the data is preserved and the model consists of an outer decision tree, where each node represents a split on a whole longitudinal attribute instead of just one of its temporal values.

This has several advantages regarding model usability. The first advantage is the potential improvement in predictive accuracy as the algorithm is able to benefit from the longitudinal information.

The second advantage is the model interpretability and the apparent attribute importance. The trees produced using a flattening approach are not restricted in how they use the attributes in model construction, so they can produce models where different time-specific attributes representing different values of a single longitudinal attribute (e.g., values of the longitudinal cholesterol attribute measured across different time points) are scattered around different parts of the model. This makes it difficult to estimate attribute importance for longitudinal attributes, since a longitudinal attribute’s impact on the prediction is not always clear. In the proposed approach, all temporal values of a longitudinal attribute are grouped together (in an inner decision tree) in a node of the outer tree, thus making it easier to analyze the importance of a longitudinal attribute as a whole. Improved model acceptance by users is another advantage. A longitudinally-aware decision model that preserves the longitudinal nature of the data during model construction can also make the model more likely to be accepted by domain experts than a longitudinally unaware model.

In addition, the algorithm implementation uses instance weights that represent how much each instance affects the prediction. Hence, in order to mitigate class imbalance issues (where one class is much less frequent than another [6]), a class balancing pre-processing step is added to adjust the instance weights to make the total sum of instance weights equal for each class. This adjustment is made as a pre-processing step for the training set before model construction.

In the remainder of this section we discuss the most related work. The proposed Nested Trees algorithm bears some similarity to the Tree of Predictors algorithm (ToP) [18]. ToP also constructs a prediction model that has an outer structure resembling a decision tree with nodes representing embedded predictors. The main difference is that, while the Nested Trees algorithm always uses inner decision trees as nodes of the outer tree, the ToP algorithm has a larger variety of predictors (some of them not interpretable) that can be used as inner nodes. Also, ToP was not designed for longitudinal classification, it does not recognize longitudinal attributes.

The RE-EM trees algorithm [16] is a decision tree algorithm for clustered and longitudinal data. Similarly to Nested Trees, it has an algorithm-level adaptation for dealing with attributes that can be grouped together by some common property, e.g. different temporal measurements of the same longitudinal attribute. The RE-EM trees algorithm provides some additional functionality that can be used for constructing regression models using longitudinal datasets: clustering the attributes into groups and using mixed effects. However, it does not use a longitudinally-aware model construction process and does not produce a longitudinally-interpretable model.
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Figure 1: Illustration of a Nested Trees model. Internal nodes of the outer tree use values of a single longitudinal attribute to construct an inner decision tree, while leaf nodes—labelled as 'L'—correspond to class predictions. Each node of an inner tree makes a split based on the value of the longitudinal attribute at a specific time point (wave); leaf nodes of the inner trees correspond to the branches of the outer node the inner tree is nested in.

In [11], the XGBoost algorithm was used to learn boosted decision tree models from the same longitudinal datasets used in this current paper. That study focused on improving model acceptability by using monotonicity constraints to produce monotonic classification models, instead of improving the longitudinal awareness of the models. Hence, that study did not produce fully longitudinally-aware models and only used a set of derived attributes to represent longitudinal information.

Another work [14] proposed a random forest method for longitudinal classification, which selects features in tree nodes based on both their predictive power and their time indices (favouring more recent features). However, their random forest models are not directly interpretable.

3 EXPERIMENTAL METHODOLOGY

The dataset used in this study comes from the "Nurse Visit" section of the English Longitudinal Study of Ageing (ELSA) [3]. The predictor attributes represent patient health measurements such as blood test results and physical exercise tests. Ten class attributes are derived from the ELSA dataset, each expressed as a binary class variable representing presence or absence of a certain disease in the final wave (time point), i.e., wave 8. The 10 classification problems—one for each class attribute—contain records of the same 7097 individuals participating in the ELSA study.1

Each record contains 2 non-longitudinal attributes (age and sex) and 40 longitudinal attributes. Since the "Nurse Visit" data is available only for waves (time points) 2, 4, 6 and 8 of the ELSA study, each longitudinal attribute is represented by up to 4 separate attributes (one for each of those waves) and a class label. In total, the dataset contains 130 predictive attributes, counting all multiple values of each longitudinal attribute across the four waves. This dataset was used to create 10 different classification problems—all problems using the same set of 130 attributes, but each problem using a different disease as the class variable to be predicted.

A full description of attributes used and their meaning can be found in a related study that previously used the same data preparation techniques in the context of automatic feature selection [12]. The same dataset has also been previously used to evaluate other longitudinal data mining approaches [11].

A well-known 10-fold cross validation was used to evaluate the performance of the constructed models. Additionally, in each experiment, the cross-validation was repeated 30 times (varying the random seed) and the results were averaged over all runs. The cross-validation was applied to data instances only and not to the time points of longitudinal attributes—both training and test subsets used the full set of longitudinal time points.

In addition, the algorithm implementation uses instance weights that represent how much each instance affects the prediction. Hence, in order to mitigate class imbalance issues (where one class is much less frequent than another [6]), a class balancing pre-processing step is added to adjust the instance weights to make the total sum of instance weights equal for each class. This adjustment is made as a pre-processing step for the training set before model construction.

The experiments compared the proposed Nested Tree algorithm against a conventional Decision Tree algorithm (the same as the one used for constructing the inner trees of the Nested Trees models). These algorithms were evaluated in terms of two predictive accuracy measures: the average F-Measure values over the two class labels, and the average Area Under the ROC curve (AUROC).

Based on preliminary experiments we use the following hyperparameter settings for all of our experiments: Maximum Outer Tree Depth: 10; Maximum Inner Tree Depth: 5; Minimum Tree Node Size: 2 (for both inner and outer tree nodes).

1The codebase for this project and the instructions for accessing the dataset can be found at: http://github.com/NestedTrees/NestedTrees
Table 1: Comparison of average predictive accuracy measures of the two algorithms. Higher values are highlighted in boldface.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>F-Measure</th>
<th>AUROC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Decision Tree</td>
<td>Nested Tree</td>
</tr>
<tr>
<td>Angina</td>
<td>0.455</td>
<td>0.515</td>
</tr>
<tr>
<td>Arthritis</td>
<td>0.560</td>
<td>0.548</td>
</tr>
<tr>
<td>Cataract</td>
<td>0.620</td>
<td>0.575</td>
</tr>
<tr>
<td>Dementia</td>
<td>0.420</td>
<td>0.532</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.365</td>
<td>0.584</td>
</tr>
<tr>
<td>HBP</td>
<td>0.555</td>
<td>0.602</td>
</tr>
<tr>
<td>Heart attack</td>
<td>0.382</td>
<td>0.513</td>
</tr>
<tr>
<td>Osteoporosis</td>
<td>0.403</td>
<td>0.541</td>
</tr>
<tr>
<td>Parkinson’s</td>
<td>0.345</td>
<td>0.500</td>
</tr>
<tr>
<td>Stroke</td>
<td>0.280</td>
<td>0.527</td>
</tr>
</tbody>
</table>

# wins  2     8     8     2

4 EXPERIMENT RESULTS AND ANALYSIS

Table 1 reports the average F-Measure and AUROC values for the two algorithms. The average F-measure was computed by considering each class in turn as the positive class and macro-averaging the results, i.e., considering both classes as equally important.

The Nested Tree algorithm achieved higher F-measure values in 8 out of 10 classification problems; but the conventional decision tree algorithm achieved higher AUROC values in 8 out of 10 problems. These AUROC results are likely the result of the different sizes of the models generated by the two algorithms. The Nested Trees algorithm tends to create a large number of splits, resulting in a very large tree, where each of the leaf nodes uses a very small number of training instances (usually 2-4 instances). It can therefore only have a very small number of different class probability values, making the ROC curve less defined, having only a few points between [0,0] and [1,1] and thus having a smaller area under the curve than a smaller model generated by the conventional decision tree algorithm.

5 CONCLUSIONS

This work proposed a new longitudinally-aware Nested Trees algorithm that constructed a decision tree structure made of nodes that contained inner decision trees. This algorithm did not use the flattening pre-processing step and constructed models that properly took into account the longitudinal nature of the dataset.

The proposed algorithm outperformed a conventional longitudinally-unaware decision tree algorithm in terms of average F-Measure, but the latter outperformed the former in terms of the AUROC measure.
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