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Abstract—Vein contraction and venous compression typically caused by low temperature and excessive placement pressure can blur the captured finger vein images and severely impair the quality of extracted features. To improve the quality of captured finger vein image, this paper proposes a 26-layer generator network constrained by Neighbors-based Binary Patterns (NBP) texture loss to recover the clear image (guessing the original clear image). Firstly, by analyzing various types and degrees of blurred finger vein images captured in real application scenarios, a method to mathematically model the local and global blurriness using a pair of defocused and mean blur kernels is proposed. By iteratively and alternatively convoluting clear images with both kernels in a multi-scale window, a polymorphic blur training set is constructed for network training. Then, NBP texture loss is used for training the generator to enhance the deblurring ability of the network on images. Lastly, a novel network structure is proposed to retain more vein texture feature information, and two residual connections are added on both sides of the residual module of the 26-layer generator network to prevent degradation and overfitting. Theoretical analysis and simulation results show that the proposed neighbors-based binary-GAN (NB-GAN) can achieve better deblurring performance than the state-of-the-art approaches.

Index Terms—Finger vein, GAN, image deblurring, texture loss

I. INTRODUCTION

IMAGE deblurring technology plays an extremely important role in finger vein recognition. During the process of finger vein image acquisition, finger vein contraction caused by low temperature, excessive placement pressure, and equipment instability (i.e., over exposure, defocus, etc.) are the main cause of blurriness of the captured finger vein image [1]. Fig. 1 (a) is a clear finger vein image, and Fig. 1 (b) is a blurred image of Fig. 1 (a). It can be observed that the vein texture of Fig. 1 (b) is seriously blurred, which can greatly deteriorate the meaningfulness of the extracted features [2]. In real application scenarios, the captured finger vein images always exhibit a certain degree of blurriness due to various of reasons. Such blurriness cannot be easily removed by traditional preprocessing techniques and would unfavorably distort the extracted features from affected images as a result of blurred vein textures, significantly deteriorating recognition precision. Hence, image deblurring is the key to perform reliable and robust pattern matching on finger vein images.

Fig. 1. Captured finger vein images. (a): Normal clear finger vein image. (b): Blurred finger vein image

Traditional image deblurring algorithms [3-4] attempt to deconvolute blurred image and restore a clear image through utilization of blur kernels. In practice, however, such blur kernels are usually unknown a priori and, thus, these methods cannot be easily applied. The zero-norm prior [5] and the dark channel prior [6] deblurring algorithms consider blurriness to be uniform distributed across the image, and use parametric prior models to estimate the clear image and blur kernel. However, the blurriness of a blurred finger vein image usually is non-uniform distributed across the image in practical. It is very difficult to find a blur kernel that can approximate all types of blurriness in finger vein images. [7] proposed an algorithm for non-uniform deblurring based on parameterized geometric model of the blurring process in terms of the camera’s exposure parameters. As these traditional deblurring algorithms need to make prior assumptions about the blur kernel by empirical settings, their generalization ability is usually very low.

Recently, image deblurring algorithms based on deep learning are widely used. [8] and [9] both perform blur kernel estimation steps through Convolutional Neural Networks (CNNs), and then restore clear images by traditional deconvolution methods. [10-12] employ Generative Adversarial Network (GAN) [13-15] to perform the image deblurring task. GAN provides a way for generators and discriminators to fight
against each other, in order to learn the mapping relationship between blurred images and clear images. Through the well trained generator, deblurred images can be output directly, achieving better deblurring results than CNN. [16] proposes an image deblurring algorithm based on Deblurring Generative Adversarial Networks (DeblurGAN). DeblurGAN adds additional information such as tags on top of GANs, which can generate the desired samples more accurately. In addition, DeblurGAN uses the residual network architecture in the generator, which can extract more texture edge information and achieve better results deblurring performance. The aforementioned algorithms use the difference in gray value between clear and deblurred image as generator loss. For finger vein images with blurred texture (i.e., low resolution, less vein information, low contrast between vein and background), it is far more challenging to remove the blurriness completely due to: 1) the lack of constraints on the vein texture. 2) the down-sampling will cause loss of key vein texture information.

In this paper, a novel approach based on a 26-layer generator network constrained by Neighbors-based Binary Patterns (NBP) texture loss is proposed for finger vein images deblurring. This research firstly investigates the blur characteristics of blurred finger vein images captured in real-world scenario, and proposes the mathematical expressions of local and global blurriness of finger vein images. Based on this, synthetic images with multi-type and multi-degree blurriness are created for training the network and further improving it generalization ability. Secondly, the NBP [17] texture distance between the input image and the generated image is considered as the texture loss function, which can restore the finger vein image with high fidelity. Lastly, considering the feature of less vein information in the blurred finger vein images, an extra residual jump link layer is added to both sides of the residual module of the generator network to enhance the learning ability of the network, preventing model degradation and overfitting.

To summarize, main contributions of this paper include:

1) a method to mathematically model the local and global blurriness of finger vein images;
2) a novel 26-layer generator network with two residual connections constrained by NBP texture loss for image deblurring.

The remainder of the paper is organized as follows. The section II describes the basic principles of NB-GAN proposed in this paper. The section III describes the mathematical model of the blurriness. The section IV describes the composition of NB-GAN network and its loss function. In the section V, how to design the training dataset and testing dataset in this paper are introduced. In the section VI, the effectiveness of the NB-GAN for deblurring is verified in terms of visual effects, Peak Signal-to-Noise Ratio (PSNR) [18] and Structure Similarity (SSIM) [18], and recognition performance. The section VII is the conclusion.

II. FINGER VEIN DEBLURRING ALGORITHM BASED ON NB-GAN

A. Analysis of Blur Characteristics of Finger Vein Images

Image deblurring is the process of restoring a clear image from the blurred image. The blurred finger veins image can be expressed as follows [19],

\[ \text{Img}_{\text{blur}} = K \otimes \text{Img}_{\text{clear}} \]  

where, \( \text{Img}_{\text{blur}}, K, \) and \( \text{Img}_{\text{clear}} \) are blurred finger vein image, blur kernel, and latent clear finger vein image, respectively. \( \otimes \) denotes the convolution operation. The category of blurriness can be roughly divided into two categories, namely, local blurriness and global blurriness. Local blurriness is mainly caused by excessive placement pressure applied by unskilled people, and global blurriness is mainly due to vein contraction caused by low temperature in winter. Very importantly, the degree of vein contraction caused by low temperature and the degree of vein compression caused by pressure usually differ from person to person, finger to finger. Thus, the blur kernels \( K \) of different finger vein can vary significantly.

B. Deblurring Network Based on NB-GAN

The structure of finger vein image deblurring based on NB-GAN proposed by this paper is shown in Fig. 2. The NB-
GAN consists of a 26-layer generator network, $G$ constrained by NBP texture loss and a discriminator network, $D$. During the training process, $Img_{blur}$ (the blurred image paired with $Img_{clear}$) is passed to the generator to generate a deblurred image $G(Img_{blur})$ and then, both $G(Img_{blur})$ and $Img_{clear}$ are passed to the discriminator network. The discriminator network is trained to classify $G(Img_{blur})$ to a fake label (i.e., $D(G(Img_{blur})) = 0$) and $Img_{clear}$ to a real label (i.e., $D(Img_{clear}) = 1$). Utilizing the NBP texture loss $L_{G-NBP}$, content loss $L_{G-C}$, and least square loss $L_{G-LS}$, the generator network is trained to learn the distribution of clear images until the discriminator network cannot distinguish the $Img_{clear}$ and $G(Img_{blur})$, which indicates that the parameters of the current network are optimal.

The proposed blurring model is formulated as follows.

$$\min_G \max_D V(D, G) = E_{x \sim p_r(x)}(\log_2 D(x)) + E_{x' \sim p_T(x')}(\log_2 (1 - D(x')))$$

where $E(*)$ represents mathematical expectation function. $p_r$ is the real data distribution and $p_T$ is the model distribution, $x$ is defined as $Img_{clear}$ and $x'$ is defined as $G(Img_{blur})$.

### III. Modelling The Blurriness

To understand the properties of blurriness across finger vein images, this paper categorizes the blurriness into two categories as aforementioned: local blurriness, caused by excessive placement pressure, and global blurriness, caused by vein contraction due to low temperature. The degrees of blurriness caused by various factors are different. Based on the characteristics of finger vein images with multi-type and multi-degree blurriness, this paper proposes a method to mathematically model the blurriness with a pair of defocused and mean blur kernels, which convolute the image iteratively and alternatively in a multi-scale window. The proposed blurring model is as follows,

$$B_{n+1}(x, y) = B_n(x, y) \otimes h_n(x, y, l_n) \otimes g_n(x, y, r_n),$$

$$\frac{R - k_{n,R}}{2} < x < R - \frac{R - k_{n,R}}{2},$$

$$\frac{C - k_{n,C}}{2} < y < C - \frac{C - k_{n,C}}{2},$$

$$0 < k_{n,R} \leq R, 0 < k_{n,C} \leq C, n \in [0, 1, 2, ..., N - 1]$$

where $n$ is the $n$th convolution iteration of blur kernel, $N$ is the total number of iterations, $x$ and $y$ are pixel coordinates, $R$ and $C$ are the height and width of the image respectively, $k_{n,R}$ and $k_{n,C}$ are the height and width of the convolution window at the $n$th convolution iteration. $B_n(x, y)$ is the synthetic blurred image after $n$ iterations of the convoluting blur kernel (i.e., $B_0(x, y)$ is the input image), $h_n(x, y, l_n)$ is the defocused blur kernel spread function with radius $l_n$ at the $n$th convolution iteration, which used to simulate the blurriness characteristics of vein texture edge. The expression of $h_n(x, y, l_n)$ is written as follows,

$$h_n(x, y, l_n) = \begin{cases} \frac{1}{\pi l_n^2}, & x^2 + y^2 \leq l_n^2 \\ 0, & \text{other} \end{cases},$$

$$n \in [0, 1, 2, ..., N - 1]$$

$g_n(x, y, r_n)$ is the mean blur kernel spread function with radius $r_n$ at the $n$th convolution iteration, which used to simulate the blur characteristics of the overall vein texture and background. The expression of $g_n(x, y, r_n)$ is written as follows,

$$g_n(x, y, r_n) = \begin{cases} \frac{1}{(2\pi r_n)^2}, & |x| \leq r_n, |y| \leq r_n \\ 0, & \text{other} \end{cases}, n \in [0, 1, 2, ..., N - 1]$$

By iteratively adjusting the parameters in Eqn. (3)-(5), the proposed blurring model can accurately approximate various blur degrees and blur types. In the follow subsections, the details of the mathematical models of the local blurriness and global blurriness are presented.

#### A. Modelling the Local Blurriness

For modelling the local blurriness, we set $k_{0,R}$ and $k_{0,C}$ as the height and width of the initial window, which is corresponding to the size of the force area obtained by a finger pressure. Different finger collection postures have different sizes of force areas. For the local blurred finger vein image, the degree of blurriness of the force area decrease from the centre to the periphery. In this paper, the height and width of the $n$th convolution window $k_{n,R}$ and $k_{n,C}$ in the convolution process are expanded with $n$ to approximate the gradual diffusion from the force area to the periphery. The calculation expression for the height and width of the convolution window used by Eqn. (3) is written as follows,

$$k_{n,R} = \lfloor \frac{R - k_{0,R}}{N - 1}n + k_{0,R} \rfloor,$$

$$k_{n,C} = \lfloor \frac{C - k_{0,C}}{N - 1}n + k_{0,C} \rfloor,$$

$$n \in [0, 1, 2, ..., N - 1]$$

where $\lfloor \cdot \rfloor$ is the round-down operation.

The radii $l_n$ and $r_n$ of the defocused blur kernel and mean blur kernel are reduced by $n$ times $\lambda_l$ and $\lambda_r$ to approximate the gradual decrease of the blur degree from the force area to the periphery. The radii of the defocused blur kernel and mean blur kernel at the $n$th iteration in Eqn. (3) are defined as follows,

$$l_n = \lfloor l_0 - \lambda_l n \rfloor, l_n \geq 0,$$

$$r_n = \lfloor r_0 - \lambda_r n \rfloor, r_n \geq 0,$$

$$n \in [0, 1, 2, ..., N - 1]$$

where, $l_0$ and $r_0$ are the initial radii of the defocused blur kernel and the mean blur kernel, respectively. $\lambda_l$ and $\lambda_r$ are the corresponding decreasing rates of two radii for adjusting the diffusion velocity of blur degree in blurred finger vein image during an iterative convoluting process.

In general, this blurring model can approximate the multi-degree local blurriness of finger vein image by adjusting the parameters in Eqn. (3)-(7). The externally controlled parameters include the iteration times $N$, the initial window size $k_{0,R}$ and $k_{0,C}$, the radius size of initial blur kernel $l_0$ and $r_0$, and the decreasing rate of blur kernel radius $\lambda_l$ and $\lambda_r$. Fig. 3 (a) is the image captured under normal pressure. Fig. 3 (b) is the
image captured by the same finger under heavy pressure. It can be observed that the central force area is more blurred than the periphery. Fig. 3 (c) shows the synthetic local blurred finger vein image with $N = 6$, $n \in [0, 1, \ldots, 5]$, $k_{0,R} = 100$, $k_{0,C} = 40$, $l_0 = 4$, $r_0 = 3$, $\lambda_l = 0.4$, $\lambda_r = 0.4$. Comparing with Fig. 3 (b) with Fig. 3 (c), one can see that the blurred features of the local blurred finger vein image simulated by this model are well consistent with the real local blurred finger vein images.

### B. Modelling the Global Blurriness

For the global blurriness, the height and width of convolution window should be fixed as the input image height and width. Thus, the height $k_{n,R}$ and width $k_{n,C}$ of convolution window in Eqn. (3) should be constants. Eqn. (6) can be rewritten as follows:

$$k_{n,R} = R, k_{n,C} = C, \quad n \in [0, 1, 2, \ldots, N - 1]$$

The global blurriness can be approximated by reducing the radius $l_n$ and $r_n$ of the blur kernel in the convolution process. The calculation formula of the radius of the global blur kernel is the same as the local blur kernel given by Eqn. (7).

In short, the multi-degree global blurriness of the finger vein image can be simulated by adjusting the parameters in Eqn. (3, 4, 5, 7). The parameter details are the iteration number $N$, the initial radius of blur kernel $l_0$ and $r_0$, and the reduction rate of the radius of the blur kernel $\lambda_l$ and $\lambda_r$. Fig. 4 (a) shows the finger vein images captured when the temperature is normal in summer. Fig. 4 (b) shows the image of the same finger when the temperature is cold in winter. Through observation, we can see that all vein textures in Fig. 4 (b) are very blurred. Fig. 4 (c) is a global blurred finger veins image simulated by the proposed method with the parameters $N = 5$, $n \in [0, 1, \ldots, 4]$, $l_0 = 4$, $r_0 = 4$, and $\lambda_l = 0.5$, $\lambda_r = 0.4$. Comparing Fig. 4 (c) and Fig. 4 (b), one can see that the global blurred finger veins image simulated by this model is well consistent with the blurred finger vein image caused by vein contraction in low temperature.

As shown by the analysis presented in this section, a synthetic blurred finger vein image can be obtained by using a pair of defocused and mean blur kernels to convolute clear finger vein image iteratively and alternatively in a multi-scale window. In the section IV, a deblurring model based on NB-GAN will be established according to the blur features of finger vein image analyzed above.

It has to be admitted that as there is no paired images available, it is not possible to calculate the PSNR and SSIM for the examples presented in Figs. 3 and 4. Thus, the quality of the synthesized images is evaluated empirically by visual judgement. However, the numerical experiments presented in Section VI show that the performance of the deblurring model can be largely improved by training with the synthetic blurred images generated based on the proposed blurring model in this paper, proving its efficacy.

Note that in a typical finger vein recognition system, noises caused by the scar tissue, incision or hair are very different from the vein texture on the finger vein images, and it will not develop into an artificial vein pattern, nor affect recognition performance. Thus, the influence of such types of noises is
not considered in this study. There have been some methods proposed recently [20-21] to remove noises from the captured finger vein images.

IV. DEBLURRING NETWORK MODEL OF FINGER VEIN IMAGE BASED ON NB-GAN

The core idea of the deblurring model based on NB-GAN is the zero-sum game, namely, if one side gains during the game, the other side will lose, correspondingly, and the sum of the losses and gains of the two sides will always be equal to zero. The two sides of the game are generator network and discriminator network. The main task of the generator network is to learn the mapping relationship between the blurred image and the clear image until the Nash equilibrium, namely, the discriminator network cannot distinguish the generated image from the real image. The main task of the discriminator network is to judge whether the input image is a deblurred image or a clear image, and to game with the generator network.

A. Network Structure of NB-GAN Generator Network

The architecture of the NB-GAN 26-layer generator network used in this research is shown in Fig. 5, which follows a similar setting as given in [16]. As one can see from this figure, the generator network is composed of four $4 \times 4$ convolution blocks, 9 residual blocks (ResBlock), and 4 deconvolution blocks. Each ResBlock is composed of two $3 \times 3$ convolutional layers. The multi-layer residual structure can effectively refine the learned vein features and improve the overall recognition accuracy.

In this paper, we set stride step to be 1 for convolution to increase the information content of vein texture features. A $4 \times 4$ convolution kernel is used to enhance the receptive field of texture features. The 26-layer architecture is used to enhance the learning ability of the network with the aim of restoring clearer texture vein image using the extracted vein texture features. In order to effectively prevent model degradation and overfitting, achieving better deblurring performance. The global connection is the blue line shown in Fig. 5. The global residual connection enables the network to learn only the residual between the input image and the generated image, thus making the network converge faster.

B. Network Structure of NB-GAN Discriminator Network

The accuracy of the discriminator network will directly affect the performance of the generator network. To ensure that the vein texture details of the generated image are clear, this paper uses the Markovian Patch Discriminator [22] as the discriminator network structure. The network structure is composed of five $4 \times 4$ convolution blocks, as shown in Fig. 6.

The discriminator network randomly divides a input image into several $H \times W$ image blocks. Each image block outputs a value through the network, and then takes the average of all output values as the final discrimination result. In the training process, it can pay more attention to the local characteristics of the vein image, resulting in clearer vein texture details of the generated image. Based on the width of the finger vein texture, in our experiment, we set $H = 10, W = 4$.

C. Loss Function of NB-GAN

The NB-GAN training itself is a min-max optimization process. The main aim of the two sub networks (namely, generator and discriminator) is to maximize the other’s loss function and minimize its own loss function. Once converged, the image generated by the generator is closer to the practical clear image.

The NB-GAN loss contains a discriminator loss function and a generator loss function.

1) Discriminator Loss: Due to the lack of information in finger vein blurred image, the gradient may disappear too fast in the training process, which will lead to the insufficient learning of texture features by the network, and the restored image still has texture blur. In this paper, we propose to use the least square loss function as the discriminator loss, which effectively solves the problem of gradient vanishing and enables the network to better learn the vein texture feature
The discriminator loss \( L_D \) of the NB-GAN is defined as follows,

\[
L_D = \frac{1}{2} E_{Img_{clear} \sim p_c}[(D(Img_{clear})) - 1]^2 + \frac{1}{2} E_{Img_{blur} \sim p_b}[(D(G(Img_{blur})))^2]
\]  

(9)

where \( Img_{clear} \sim p_c \) means that \( Img_{clear} \) is taken from the vein clear image set \( p_c \), and \( Img_{blur} \sim p_b \) means that \( Img_{blur} \) is taken from the vein blurred image set \( p_b \).

2) Generator Loss: To improve the fidelity and texture clarity of the restored finger vein image, and ensure that the background area of the restored finger vein image is smooth and closer to the practical clear finger vein image, we combine the local texture feature loss, content loss, and least square loss in the generator loss, which can be expressed as follows,

\[
L_G = \lambda_1 L_{G-NBP} + \lambda_2 L_{G-C} + \lambda_3 L_{G-LS}, \quad \lambda_1 + \lambda_2 + \lambda_3 = 1
\]  

(10)

where \( L_{G-NBP} \), \( L_{G-C} \), and \( L_{G-LS} \) denote local texture loss, content loss, and least square loss, respectively. In order to prevent content loss weight from causing excessive sharpening of the image and affecting the extraction of vein texture features, \( \lambda_1 = 0.4 \), \( \lambda_2 = 0.2 \), and \( \lambda_3 = 0.4 \). The detail loss function are explained as follow.

(1) Local Texture Loss

In order to improve the fidelity of restored finger vein image, the local NBP features [17] of finger vein images are proposed to describe the vein texture structures, and the Hamming distances between the NBP features of the paired real clear images and the deblurred images is taken as a part of the loss function used by generator. NBP has good local feature description characteristics. This can help the generator network to learn the texture details of the clear vein image more accurately, ensuring the similarity between the structures of the input image and the deblurred image. Because of the thin texture of finger vein, the NBP operator of \( 3 \times 3 \) window is used in this paper. Let \((x, y)\) be a particular pixels on the image \( Img \). Starting from the upper left of the window, the eight pixels around \((x, y)\) are numbered as \( p_0, p_1, \ldots, p_7 \). NBP feature extraction function NBP (*) is formulated as follows.

\[
NBP(Img) = \sum_{i=0}^{7} s_i \cdot 2^i,
\]  

(11)

where \( s_i = \begin{cases} 1, & p_{i+1} - p_i > 0 \quad i = 0, 1, 2 \ldots 6, \\ 0, & p_{i+1} - p_i \leq 0 \end{cases} \) and \( s_7 = \begin{cases} 1, & p_0 - p_7 > 0 \\ 0, & p_0 - p_7 \leq 0 \end{cases} \). The NBP texture loss function is formulated as follows,

\[
L_{G-NBP} = \frac{1}{8TRCM} \sum_{m=1}^{M} Hamm(NBP(G(Img^m_{blur})), NBP(Img^m_{clear}))
\]  

(12)

where \( T \) is the number of channels, \( R \) is the height of the image, \( C \) is the width of the image. \( Img^m \) represents the \( m \)th image, and \( M \) is the number of images. \( Hamm(*) \) is the Hamming distance calculation function.

(2) Content Loss

In real application scenarios, the camera of the finger vein image acquisition equipment is usually prone to high exposure, resulting in abnormal pixel at the edge of the captured image. This can seriously affect the training result of network model, leading to poor deblurring performance. To address this problem, this paper uses Mean Absolute Error (MAE, also known as \( \ell^1 \) loss) as the content loss. \( \ell^1 \) loss will ignore some outliers in the training process leading to better deblurring performance [22]. The \( \ell^1 \) loss function is expressed as follows.

\[
L_{G-C} = \frac{1}{TRCM} \sum_{m=1}^{M} |G(Img^m_{blur}) - Img^m_{clear}|
\]  

(13)

(3) Least Squares Loss

To tackle the problem of gradient vanishing during the training process and ensure the full learning of vein texture information, we also add the least square loss [23] to the generator loss, which is defined as follows:

\[
L_{G-LS} = \frac{1}{2} E_{Img_{blur} \sim p_b}[(D(G(Img_{blur}))) - 1]^2]
\]  

(14)

V. DATASET DESCRIPTION

The finger vein image acquisition device used in this study (as shown in Fig. 7 (a)) is a cutting-edge device that has been widely put into commercialization. There is a sensor in
III to construct a synthetic set of image pairs for network training. This paper uses the blurring model proposed in section III to construct a synthetic set of image pairs for network training.

To summarize, we use two training datasets to train the proposed NB-GAN deblurring model:

1) a synthetic single-blur-degree training dataset with fewer blur types,

2) a synthetic polymorphic blur training dataset with a large mount of types are addressed.

To verify the effectiveness of the proposed NB-GAN deblurring model, we use three testing datasets:

1) a synthetic blurred testing dataset which consisted of a local blurred dataset and a global blurred dataset,

2) a real local blurred testing dataset caused by finger vein compression due to excessive pressure,

3) a real global blurred testing dataset caused by finger vein contraction due to low temperature.

Tables I ~ III show the specific parameter settings of Eqn. (3)-(8) for generating the synthetic training and testing sets. The size of finger vein images used in this paper are $300 \times 200$, and all images were captured by students at HangZhou DianZi University.

A. Training Dataset

As aforementioned, it is impossible to capture a large image set consisted of paired blurred and clear finger vein images for training in practical, this study uses the proposed blurring model to create a paired training dataset through blurring the captured clear finger vein images. The clear finger vein image library for training contains 427 fingers. 1~3 images were captured for each finger, with 960 images in total. $V_0 \sim V_e$ means take $V_0$ as the starting value and increase to the final value $V_e$ with the step size of $s$.

For generating the synthetic single-blur-degree training dataset, 10 local blur types and two global blur types were considered. We fix the kernel radii as $l_0 = 4$, $r_0 = 3$ and the respective decreasing rates as $\lambda_l = 0.4$, $\lambda_c = 0.3$. The specific parameter details are shown in Table I. Two different numbers of iterations $N$ and five different initial convolution window sizes $k_{0,R} \times k_{0,C}$ are used to produce the local blurred finger vein dataset. In total, 960 training images of $10 \times 5$ different types of local bluriness (96 per type) were generated. Two different $N$ are considered for producing the global blurred finger vein image set. Another 960 training images of two different types of global bluriness (480 per type) are generated.

For generating the synthetic polymorphic blurred training dataset, 240 local blur types and 48 global blur types are considered. The specific parameter details are shown in Table II. Three different $N$, five different $k_{0,R} \times k_{0,C}$, two different $l_0$, two different $\lambda_l$, two different $r_0$, two different $\lambda_c$ were used to produce the local blurred finger vein dataset, which consists of 960 images of $240 \times 5 \times 2 \times 2$ different types of local bluriness (4 images per type). Then, three different $N$, two different $l_0$, two different $\lambda_l$, two different

### TABLE I

**The Parameter Details of Synthetic Single-blur-degree Training Dataset**

<table>
<thead>
<tr>
<th>Blur categories</th>
<th>$N$</th>
<th>$k_{0,R} \times k_{0,C}$</th>
<th>$l_0$</th>
<th>$\lambda_l$</th>
<th>$r_0$</th>
<th>$\lambda_c$</th>
<th>Blur types</th>
<th>Images number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local blur</td>
<td>5:1:6</td>
<td>$80 \times 32 \times 10 \times 4 \times 120 \times 48$</td>
<td>4</td>
<td>0.4</td>
<td>3</td>
<td>0.3</td>
<td>10</td>
<td>960</td>
</tr>
<tr>
<td>Global blur</td>
<td>5:1:6</td>
<td>$300 \times 200$</td>
<td>4</td>
<td>0.4</td>
<td>3</td>
<td>0.3</td>
<td>2</td>
<td>960</td>
</tr>
</tbody>
</table>

### TABLE II

**The Parameter Details of Synthetic Polymorphic Training Dataset**

<table>
<thead>
<tr>
<th>Blur categories</th>
<th>$N$</th>
<th>$k_{0,R} \times k_{0,C}$</th>
<th>$l_0$</th>
<th>$\lambda_l$</th>
<th>$r_0$</th>
<th>$\lambda_c$</th>
<th>Blur types</th>
<th>Images number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local blur</td>
<td>5:1:7</td>
<td>$80 \times 32 \times 10 \times 4 \times 120 \times 48$</td>
<td>4:1:5</td>
<td>0.3:0.1:0.5</td>
<td>3:1:4</td>
<td>0.3:0.1:0.4</td>
<td>240</td>
<td>960</td>
</tr>
<tr>
<td>Global blur</td>
<td>5:1:7</td>
<td>$300 \times 200$</td>
<td>4:1:5</td>
<td>0.3:0.1:0.5</td>
<td>3:1:4</td>
<td>0.3:0.1:0.4</td>
<td>48</td>
<td>960</td>
</tr>
</tbody>
</table>

### TABLE III

**The Parameter Details of Synthetic Blurred Testing Dataset**

<table>
<thead>
<tr>
<th>Blur categories</th>
<th>$N$</th>
<th>$k_{0,R} \times k_{0,C}$</th>
<th>$l_0$</th>
<th>$\lambda_l$</th>
<th>$r_0$</th>
<th>$\lambda_c$</th>
<th>Blur types</th>
<th>Images number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local blur</td>
<td>5:1:8</td>
<td>$80 \times 32 \times 10 \times 4 \times 120 \times 48$</td>
<td>4:1:5</td>
<td>0.3:0.1:0.5</td>
<td>3:1:4</td>
<td>0.3:0.0:5:0.4</td>
<td>120</td>
<td>720</td>
</tr>
<tr>
<td>Global blur</td>
<td>5:1:8</td>
<td>$300 \times 200$</td>
<td>4:1:5</td>
<td>0.3:0.1:0.5</td>
<td>3:1:4</td>
<td>0.3:0.0:5:0.4</td>
<td>144</td>
<td>720</td>
</tr>
</tbody>
</table>

### TABLE IV

**The Composition of Real Blurred Finger Vein Images Testing Dataset**

<table>
<thead>
<tr>
<th>Real scene</th>
<th>Fingers number</th>
<th>Images number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excessive pressure (real local blur)</td>
<td>60</td>
<td>600</td>
</tr>
<tr>
<td>Normal pressure</td>
<td>60</td>
<td>600</td>
</tr>
<tr>
<td>Winter (real global blur)</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>Summer</td>
<td>100</td>
<td>1000</td>
</tr>
</tbody>
</table>
Fig. 7. Finger vein image acquisition equipment and paired blurred and normal clear finger vein images of the test dataset. (a): Finger vein image acquisition equipment. (b): Synthetic blurred finger vein image. (c): Normal clear image corresponding to Fig. 7(b). (d): Real local blurred finger vein image. (e): Normal clear image corresponding to Fig. 7(d). (f): Real global blurred finger vein image. (g): Normal clear image corresponding to Fig. 7(f).

$r_0$, two different $\lambda_l$ are used to generate the global blurred finger vein image set, which consists of 960 images of 48 ($3 \times 2 \times 2 \times 2$) different types of blurriness (20 images per type).

**B. Testing Dataset**

This paper uses one synthetic dataset and two real-world datasets captured in real application scenarios to verify the efficacy of the proposed NB-GAN-based deblurring approach.

To generate the synthetic blurred testing dataset, we use the clear image library, which includes 720 images of 72 fingers, 10 images per finger. In total, 720 synthetic local blur images are produced with four different $N$, five different $k_{0,R} \times k_{0,C}$, two different $l_0$, three different $\lambda_l$, two different $r_0$, three different $\lambda_r$. Each image belongs to a particular blur type, and thus, there are 720 ($4 \times 5 \times 2 \times 3 \times 2 \times 3$) different types of local blurriness. Another 720 synthetic global blur images are generated with four different $N$, two different $l_0$, three different $\lambda_l$, two different $r_0$, three different $\lambda_r$. Thus, there is a total of 144 ($4 \times 2 \times 3 \times 2 \times 3$) types of global blurriness (5 images per type). The specific parameter details are shown in Table III. Fig. 7 (b) and Fig. 7 (c) shows a pair of synthetic blurred and normal clear example images.

The real local blurred testing dataset, where the blurriness is caused by finger vein compression, contains 60 fingers, as shown in Table IV. Each finger collects 20 images. Among them, 10 finger vein images captured with excessive pressure, and other 10 finger vein images captured by the same finger with normal pressure, there are 1200 images in total. Fig. 7 (d) and Fig. 7 (e) shows a pair of real local blurred and normal clear example images.

The real global blurred testing dataset, where the blurriness is caused by finger vein contraction in low temperature, contains a total of 2000 finger vein images collected from 100 fingers. Example images are shown in Table IV. Among the 2000 images, half of them are captured during winter (namely, 10 images per finger captured in cold temperatures with vein contraction). The other half are captured by the same finger in summer (namely, 10 clear images per finger captured in normal temperatures). Fig. 7 (f) and Fig. 7 (g) shows a pair of real global blurred and normal clear example images.

**VI. EXPERIMENTAL RESULTS**

This paper uses Pytorch deep learning framework to perform experiments on a desktop with Ubuntu system and a Nvidia 1080Ti GPU. The training dataset contains 960 images, the training batch size is 16, the number of iterations is 400, the global learning rate is 0.002, and it is optimized by the ADAM optimizer [24]. Neighbors-based Binary Patterns (NBP) [17] recognition simulation is programmed with Matlab R2016a software. The computer is configured as Windows7 64-bit operating system. CPU is Intel (R) Core (TM) i5-6500, clocked at 3.20 GHz, and memory is 4 GB. In this paper, visual evaluation, Peak Signal-to-Noise Ratio (PSNR) [18], Structure Similarity (SSIM) [18], and recognition performance are proposed to evaluate the deblurring algorithm.

The training loss curves of discriminator network and generator network of NB-GAN constrained by NBP texture loss with the polymorphic training dataset are given by Fig. 8. From Fig. 8, it can be observed that the loss values of the discriminator network and the generator network gradually decrease and slowly converges to the locally minimum values as the number of training epochs gradually increases.

![Fig. 8. Loss curve of NB-GAN constrained by NBP texture loss and trained with polymorphic training dataset.](image)

**A. Visual Evaluation**
1) Real Local Blur Caused by Venous Compression: Finger vein recognition systems are based on finger vein texture features, hence, a clear and continuous finger vein texture is critical. Fig. 9 (a) is the input blurred finger vein image captured by excessive pressure, where blurred vein texture (low discrimination between veins and background) can be clearly observed. Fig. 9 (b)∼(e) is the deblurred image of finger vein with four different deblurring network models. Fig. 9 (f) is the image of finger vein captured by normal pressure placement. Fig. 9 (b) is the finger vein image deblurred by the 24-layer DeblurGAN [16] generator network. Comparing Fig. 9 (a) with Fig. 9 (b), it can be seen that the vein texture in Fig. 9 (b) still exhibits blurriness. The restored finger vein image by the proposed 26-layer generator network is shown in Fig. 9 (c). Compared with Fig. 9 (b), the vein texture clearness is significantly improved, but there exists a certain degree of distortion in the high exposure part of the image edge. Furthermore, by using the 26-layer generator network constrained by NBP texture loss, one can see from Fig. 9(d) that the abnormal exposure distortion is removed. Finally, the deblurred vein image obtained by the 26-layer generator network constrained by NBP texture loss and trained with the polymorphic blurred training dataset is presented in Fig. 9 (e). One can see that the vein texture of the deblurred image is much clearer than Fig. 9 (d), and it is highly similar to the vein texture structure in the clear image shown by Fig. 9 (f).

2) Real Global Blur Caused by Venous Contraction: Fig. 10 (a) is the input blurred finger vein image due to excessive pressure, where one can see a certain degree of vein texture discontinuity by comparing with the original clear finger vein image (as shown in Fig. 10 (f)). Fig. 10 (b)∼(e) are the deblurred finger vein images of four different deblurring network models. Fig. 10 (f) is a finger vein image captured when the finger temperature is normal in summer. Fig. 10 (b) is the finger vein image deblurred by the 24-layer DeblurGAN [16] generator network. Comparing Fig. 10 (a) and Fig. 10 (b), it can be seen that the deblurring effect of DeblurGAN is not obvious, and the deblurred image has a blurred vein texture. The deblurred image produced by the proposed 26-layer generator network is given in Fig. 10 (c), where clearer vein texture can be observed, but there is some rough background as well. The deblurred image produced by the proposed 26-layer generator network constrained by NBP texture loss has higher fidelity and its background is smoother than Fig. 10 (c), closer to the practical finger vein clear image. However, the training dataset contains a small amount of blur types and the generalization ability is limited. After trained with the polymorphic blurred training dataset, the restored finger vein image by the proposed deblurring NB-GAN model as shown in Fig. 10 (e) has clearer

![Fig. 9. Deblurred finger vein images restored by four different deblurring methods. (a): Untreated real local blurred finger vein image captured by excessive pressure. (b): 24-layer DeblurGAN [16] generator network trained with single-blur-degree training dataset (c): The proposed 26-layer generator network trained with single-blur-degree training dataset. (d): The proposed 26-layer generator network constrained by NBP texture loss and trained with single-blur-degree training dataset. (e): The proposed 26-layer generator network constrained by NBP texture loss and trained with polymorphic training dataset. (f): Normal clear finger vein image.](image-url)

![Fig. 10. Deblurred finger vein images restored by four different deblurring methods. (a): Untreated real global blurred finger vein image captured in low temperature. (b): 24-layer DeblurGAN [16] generator network trained with single-blur-degree training dataset (c): The proposed 26-layer generator network trained with single-blur-degree training dataset. (d): The proposed 26-layer generator network constrained by NBP texture loss and trained with single-blur-degree training dataset. (e): The proposed 26-layer generator network constrained by NBP texture loss and trained with polymorphic training dataset. (f): Normal clear finger vein image.](image-url)
TABLE V

<table>
<thead>
<tr>
<th>Deblurring algorithm</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untreated</td>
<td>19.33</td>
<td>0.8616</td>
</tr>
<tr>
<td>DeblurGAN [16] with single-blur-degree training set</td>
<td>25.55</td>
<td>0.9614</td>
</tr>
<tr>
<td>DeblurGAN [16] with polymorphic training set</td>
<td>28.89</td>
<td>0.9759</td>
</tr>
<tr>
<td>NB-GAN with single-blur-degree training set</td>
<td>27.36</td>
<td>0.9531</td>
</tr>
<tr>
<td>NB-GAN with NBP loss and single-blur-degree training set</td>
<td>28.99</td>
<td>0.9768</td>
</tr>
<tr>
<td>NB-GAN with NBP loss and polymorphic training set</td>
<td>30.42</td>
<td>0.9885</td>
</tr>
</tbody>
</table>

TABLE VI

<table>
<thead>
<tr>
<th>p-VALUES RETURNED FROM KRUSKAL-WALLIS TEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-values</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>Untreated</td>
</tr>
<tr>
<td>DeblurGAN [16] with single-blur-degree training set</td>
</tr>
<tr>
<td>DeblurGAN [16] with polymorphic training set</td>
</tr>
<tr>
<td>NB-GAN with single-blur-degree training set</td>
</tr>
<tr>
<td>NB-GAN with NBP loss and single-blur-degree training set</td>
</tr>
</tbody>
</table>

B. Evaluation of Image Quality

In this paper, PSNR [18] and SSIM [18] are used as the quality criteria for comparing between NB-GAN and DeblurGAN [16]. PSNR evaluates the image quality by measuring the error between the corresponding pixels of two images. The PSNR value function is defined as follows,

$$PSNR = 10 \cdot \log\left(\frac{255}{MSE_{NB}}\right)$$

where $MSE_{NB}$ represents the $m$th deblurring finger vein image, $PSNR$ represents the PSNR value in dB. The larger the PSNR value, the higher the quality of the restored image is. SSIM uses mean value as brightness estimation, standard deviation as contrast estimation, and covariance as a measure of structural similarity. The SSIM value function is calculated as follows,

$$SSIM = \frac{1}{M} \sum_{m=1}^{M} SSIM^m_{B} \cdot SSIM^m_{C} \cdot SSIM^m_{S}$$

where $\mu(*)$, $\sigma(*)$, $\xi(*)$ stand for the mean functions, variance functions, and covariance functions, respectively. The $SSIM$ represents the SSIM value. The maximum $SSIM$ is 1. The larger the SSIM value, the higher the similarity between the two images. After deblurring all the images within the synthetic blurred testing dataset, the PSNR and SSIM values are calculated based on the 1440 deblurred testing images and the corresponding clear images. Thus, there are a total of 1440 values for each measure, and the average results are reported in Table V.

Table V one can see that, the PSNR value of images restored by the proposed 26-layer generator network is higher than the 24-layer DeblurGAN [16], but the SSIM value is lower. After trained with polymorphic training dataset, the generator of DeblurGAN can learn more comprehensive mapping information, leading to better performance in terms of higher PSNR and SSIM values. This suggests that the deblurred finger vein images generated by the proposed model are closer to the real clear vein images, but there also exist some issues such as special point distortion and rough background that affect the structure similarity. After using the 26-layer generator network constrained by NBP texture loss, the SSIM value increases to 0.9768, showing that by using NBP texture loss to constrain the proposed model, the fidelity of the generated images is improved. Finally, both PSNR and SSIM values are further improved after using the polymorphic training dataset for training, suggesting that the generalization ability of the proposed network is greatly improved, leading to a better deblurring performance.

To examine whether the performance improvement of the proposed NB-GAN trained with polymorphic training dataset over other methods in terms of PSNR and SSIM was of statistical significance, Kruskal-Wallis tests [25] are conducted in this paper. $p$-values returned from the statistical tests are presented in Table VI. From Table VI one can see that all the returned $p$-values are bellowing the statistical hypothesis level $\alpha = 0.05$, suggesting that the performance improvement of the proposed method is statistically significant.

C. Evaluation of Recognition Performance

This paper uses the NBP [17] recognition algorithm to evaluate the performance recognition of deblurred images. During the image matching process, image enhancement [26] is firstly performed on each pair of candidate images. Then NBP features of the two images are extracted. The Hamming
distance of the NBP features of the two images is taken as the feature matching value. If the matching value is less than a given threshold $t$, it is determined that the two images are from the same finger. This study uses the standard False Acceptance Rate (FAR) and False Rejection Rate (FRR) as the performance measures. Typically, the lower the FRR, the better the recognition performance. Since the FAR is expected to be as small as possible in a high-security scenario [27], we only consider the FRR rates in the case of $\text{FAR} = 0\%$. The FRR rates function is defined as follows,
\[
FRR = 1 - \frac{N_s}{N_t} \times 100\% \tag{17}
\]
where $N_s$ represents the number of images successfully recognized during the recognition process; $N_t$ represents the total number of images involved. The Receiver Operating Characteristic (ROC) curves in Fig. 11, Fig. 12 and Fig. 13 show that the FRR of synthetic blurred testing datasets, real local blurred venous compression testing datasets, and real global blurred testing datasets are as high as 50.72%, 27.8%, and 40.78% without processing. It shows that the blurriness of finger vein images will seriously affect the feature extraction, resulting in the degradation of recognition performance. After being processed by DeblurGAN deblurring algorithm [16], the FRR rates drop to 39.51%, 22.18%, and 36.68%, and the recognition performance is improved to a certain extent. However, since the restored finger vein image still has blurred vein texture, the recognition rate is not improved much. After trained with the polymorphic blurred dataset, the generalization ability of the DeblurGAN model is enhanced and the FRR rates decreased to 38.88%, 21.10%, and 34.34% on the three testing datasets, respectively. The FRR rates dropped to 39.06%, 21.78%, and 35.78% on the three testing datasets, respectively, thanks to richer vein features extracted by the proposed 26-layer generator network. This shows that the texture clearness of the deblurred finger vein images is enhanced, but the deblurred images still suffer from a certain degree of defect, such as abnormal exposure point distortion and rough background. With the 26-layer generator network constrained by NBP texture loss, which can help the model to extract highly accurate vein texture structural features from images, the FRR rates on the three testing datasets drops to 38.79%, 20.77%, and 32.63%. Which suggests that the defect of rough background and distortion is solved, and the fidelity of the deblurred finger vein image is improved. Finally, the polymorphic blurred training dataset is used to train the network model for improving the generalization ability of generator network, enabling the model to learn more comprehensive mapping information from the blurred finger vein image to the clear finger vein image. The FRR rates on three datasets drop to 38.33%, 19.25%, and 29.61% further.

From Fig. 11, Fig. 12, and Fig. 13, it can be found that the proposed NB-GAN can achieve better performance on the three testing datasets than DeblurGAN. On the other hand, one may notice that using the polymorphic training dataset for training can enhance the performances of both NB-GAN and DeblurGAN, demonstrating the effectiveness and validity of the blurriness modelling and augmentation method proposed.
in this paper.

Through the above experimental analysis, one may conclude that the NB-GAN proposed in this paper show better deblurring performance on finger vein images than DeblurGAN. The deblurred finger vein image generated by NB-GAN has clearer vein contours and less noisy background, resulting in better recognition accuracy.

VII. CONCLUSION

This paper proposed a finger vein deblurring approach based on a 26-layer NB-GAN. Starting with the analysis of different types of bluriness in the finger vein images captured in real-world applications, we firstly introduced the mathematical model of local bluriness and global bluriness. Based on this, a polymorphic blur training set is created from clear images for network training. To help the model retain more vein texture feature information, residual jump connections were further added to both sides of the residual module of the network. The experimental results show that, compared with the widely used DeblurGAN [16] deblurring model, the proposed NB-GAN approach has stronger deblurring ability and can restore higher quality vein structures from blurred finger vein images.

On the other hand, we have to admit that this study does not provide a scientific definition for the standard of judgement between blurred images and clear images. Although there exist a few approaches to directly measure the degree of bluriness of the images, we did not explore this direction in our study at this moment. As future works, we will further involve such bluriness measures in the loss functions for network training.
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