Statistical Inference for High-dimensional Nonparametric Models

A THESIS SUBMITTED TO
THE UNIVERSITY OF KENT AT CANTERBURY
IN THE SUBJECT OF STATISTICS
FOR THE DEGREE
OF DOCTOR OF PHILOSOPHY BY RESEARCH

By
Jie Li
April 2021
Statistical Inference for High-dimensional Nonparametric Models

Author: Jie Li
Supervisor: Prof. Jian Zhang

School of Mathematics, Statistics & Actuarial Science

April 2021
I would like to dedicate this thesis to my loving parents, wife and daughter.

谨以此文献给我深爱的父母，妻子和女儿。
First, I appreciate the time and effort that the external examiner Professor Jianxin Pan and internal examiner Dr. Peng Liu have dedicated to during my PhD viva. Their valuable feedback indeed improve the level of my thesis. My deepest gratitude goes foremost to my supervisor, Professor Jian Zhang, for his continuous encouragement, support and guidance. I have learned from him not only an attitude of rigorous academic research but also a lot of practical skills to develop the theories of this thesis. Without his selfless and consistent help, this thesis could not reach the current level. I would also like to express my grateful thanks to my second supervisor, Dr. Alfred Kume, who gave me a lot of constructive suggestions in the completion of this thesis. I would like to thank Dr. Mark Burnley and Dr. Samantha Winter, School of Sport and Exercise Sciences, University of Kent, who offered the dataset of muscle contraction for this thesis.

Second, I would like to thank all the people of Statistics Group in the School of Mathematics, Statistics and Actuarial Sciences (SMSAS). Special thanks should go to Claire Carter who gave me much useful advice during my Ph.D. study and Sonnary Dearden who helped me through the submission of this thesis. High tribute shall be paid to Dr. Peng Liu who offered me a lot of support amid Covid-19 pandemic. I would like to express my huge thanks to all the Ph.D. students that I met in the past four years. Every moment that we spent together makes my Ph.D. life colourful and memorable.

Last, I express my sincere gratitude and high respect to my wife, Sifei Yang. She took the initiative to take care of our newborn daughter to save time and energy for me to complete my Ph.D. research. On behalf of my family, I would also like to express our grateful thanks to our beloved parents and parents-in-law. Their consecutive love, understanding and support are the most reliable source of our great confidence in life.
Abstract

The thesis aims to develop methodologies for estimating high-dimensional nonparametric covariance models and the change-point detection in time series segments respectively.

With the development of statistical inference and the availabilities of big data, estimation of covariate-dependent conditional covariance matrix in a high-dimensional space poses a challenge to contemporary statistical research. The existing kernel estimators may not be adaptive to varying smoothness across different entries due to using a single bandwidth to explore the smoothness of the target matrix function. The nonparametric estimation of covariance matrix function may be degenerated or ill-conditioned when one confronts the curse of dimensionality. Furthermore, sparsity also has a significant effect on the bandwidth selection as zero entries have smoothness different from the non-zero entries. If the sparsity is high, then the zero entries will dominate the procedure of bandwidth selection and let the bandwidth go to infinity.

To address these issues, we have considered two possible methods. First, compared to the single bandwidth in the existing kernel estimators, we have adopted the multiple bandwidths for the different entries of covariance matrix. Meanwhile, we have also kept the covariance estimator positive definite. Second, one can detect the zero entries in advance and omit them temporarily. Next, the classical kernel estimation with single bandwidth can be applied to the rest of entries. Finally, considering the positive definiteness, the covariance estimator can be obtained by combining the estimators of non-zero entries and the detection of zero entries.

Based on the above analysis, we have proposed two novel frameworks in this thesis. One is the factorized estimation of high-dimensional nonparametric covariance model (NCM), the other is the so-called Divide-and-Combine estimation of high-dimensional nonparametric covariance model.

In the former, factorizing the target matrix into factors plays a significant role in improving the performance of NCM. These factors are in turn estimated by the kernel approach. The resulting estimator of covariance matrix is further regularized by thresholding and optimal shrinkage. Under certain mixing and
sparsity conditions, we show that the proposed estimator is well-conditioned and uniformly consistent with the underlying matrix even when the sample is dependent. A set of simulation studies show that the proposed estimator significantly outperforms its competitors in terms of integrated root-squared estimation error and computational speed. A real application of factorized NCM to a financial return dataset shows that factorized NCM can detect a number of interesting volatility and co-volatility patterns over different time periods.

In the latter, the key idea of Divide-and-Combine approach for the nonparametric covariance matrix is to divide it into three parts: the diagonal entries, the off-diagonal zero entries and the off-diagonal nonzero entries. We combine the three part estimations to form an estimator of the whole covariance matrix. We apply this model to seven scenarios, and the results show that the Divide-and-Combine NCM framework could also address the entries’ smoothness problem under sparsity. The network analysis based on the historical return dataset shows that there exists a significant network change over the financial periods.

Besides the two methods of nonparametric covariance model, this thesis also aims to provide a method for the change-point detection in time series segments.

The change-point detection in time series segments thrives in many fields such as neurology, cardiology and sports science. The classical change-point detection methods can not be applied to the segments of time series directly because the change-point of time series segments are totally different from the change-point within a piece of time series. To coordinates with the existing methods, we need an appropriate statistic to summarize the segments into scalars or scores, then apply the change-point detection method to the scalars or scores.

We have proposed an innovative nonparametric relative entropy (RlEn) for the change-point detection in time series segments. It is a fact that the relative entropy is not only transformation invariant but also background-noise-free. More generally, we extend the relative entropy to the nonparametric settings. We have not only clarified the detailed steps of the nonparametric RlEn estimation, but also established a consistency theory of nonparametric RlEn. Under certain assumptions, the limiting distribution of nonparametric RlEn is Gaussian normal with of order $\sqrt{nh^{(m+1)/2}}$ where $m$ has an upper bound. Furthermore, we recommend using the BIC criterion to select the pre-determined parameter $m$. The consistency theory of BIC is developed to ensure that the estimator converges to the true lag order with probability 1. The results show that our algorithms of lag order selection and change-point detection using the RlEn are efficient in nonparametric settings. Finally, we apply our method to two real datasets: muscle contraction and Covid-19 dataset respectively to verify its performance in practice.
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Chapter 1

Introduction

In contemporary statistical inference, covariance matrix estimation attracts lots of interests, and remarkable achievements have been made in the past two decades (Pourahmadi, 2013). For the estimation of covariance matrix in multiple regression under high-dimensional settings, the challenges of high-dimensionality and positive definiteness are extensively studied (Pourahmadi, 2013). There exist many classical methods in literature to make the covariance matrix positive definite in high-dimensional settings. For example, the sparse principal component analysis (PCA) (Shen & Huang, 2008; Johnstone & Lu, 2009), sparse singular value decomposition (SSVD) (Witten et al., 2009; Lee et al., 2010; Chen et al., 2012; Yang et al., 2014), sparse Gaussian graphic models (Huang et al., 2006; Yuan & Lin, 2007; Friedman et al., 2008; Lam & Fan, 2009; Peng et al., 2009; Rothman, 2012) and their variants. The common underlying assumption in the above models is that the covariance matrix is fixed. However, the covariance matrix could be covariate-dependent in practice. In this circumstance, we want to estimate covariance matrix function.

In literature, there are a lot of approaches on the nonparametric covariance function estimation (e.g., see Hall et al., 1994; Dette & Neumeyer, 2001; Yin et al., 2010; Li, 2011; Chen et al., 2013; Chen & Leng, 2016; Chen et al., 2018; Wang et al., 2020; Qiao et al., 2020, and among others). Basically, there are two kinds of approaches on the nonparametric covariance function estimation. The first kind of approach directly estimates covariance matrix function or its inverse function. Covariance matrix and its precision matrix play a significant role in time-varying graphic model (e.g., Chen et al., 2013). For the estimation of precision matrix, various penalties are imposed on the entries of precision matrix (the partial correlation coefficients) to form the networks changing with time (e.g., see Ahmed & Xing, 2009; Kolar et al., 2010; Zhou et al., 2010; Lu et al., 2017; Hallac et al., 2017; Yang & Peng, 2018, and among others). For the nonparametric covariance estimation, we refer to these existing works (e.g., see
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Yin et al., 2010; Chen & Leng, 2016)

The second kind of approach uses the factor model to estimate the covariance matrix (e.g., Chamberlain & Rothschild, 1983). Fan et al. (2013) focused on the static factor model and proposed large covariance estimation by thresholding principal orthogonal complements. Recently, Wang et al. (2020) proposed a nonparametric estimation of large covariance matrices which employed kernel smooth techniques to estimate the covariance matrix functions of both independent variables and noises under the framework proposed by Fan et al. (2013).

For the above two kinds of approaches, bandwidth selection plays an important role in covariance matrix estimation. However, the above models of nonparametric covariance matrix function did not clearly clarify the effect of sparsity on the bandwidth selection. In addition, to satisfy the positive definiteness (Yin et al., 2010; Chen & Leng, 2016; Guo et al., 2017), only one bandwidth is adopted in the procedure of covariance function estimation. This might be inappropriate because it is far-fetched to let the entries of covariance matrix share one common bandwidth. For example, when the covariance matrix function is sparse, zero entries have smoothness different from the non-zero entries.

Hence, compared to the challenges of covariance matrix estimation mentioned above, the sparsity effect on the estimation of covariance matrix function is also a challenge in nonparametric settings.

1.1 Nonparametric Covariance Model

To address the estimation of covariance matrix function under low-dimensional settings, Yin et al. (2010) proposed a general nonparametric covariance matrix estimation framework. The authors not only discussed the sampling properties of nonparametric covariance model (NCM) but also obtained the asymptotic normality of NCM. However, similar to the discussion in Fan et al. (2013), NCM also suffers from a curse of dimensionality. For example, in asset portfolio risk analysis, modelling market-dependent co-volatility of $p$ assets by use of historical return data over $n$ consecutive months involves estimating $p(p + 1)/2$ nonparametric curves (Fama & French, 2004).

To extend the NCM to high-dimensional settings, Chen & Leng (2016) proposed the so-called dynamic covariance model (DCM). One advantage of DCM framework is the proposed subset-y-variables cross-validation procedure (Chen & Leng, 2016, p. 1200) which can eliminate the influence of high dimensionality in the kernel estimation of covariance matrix function. They also developed a uniform consistency theory of DCM in high-dimensional setting.

To satisfy the positive definiteness, Yin et al. (2010) and Chen & Leng (2016)
forced the entries of the covariance matrix to share a common bandwidth. However, it sacrifices the smoothness variability of entries. In more general case, the smoothness of covariance matrix entries could be different, which means that multiple bandwidths should be involved in the estimation of covariance matrix. At the same time, the desirable positive definite property should also be satisfied. Hence, it is a challenge to develop a framework that involves the multiple bandwidths and can satisfy the positive definiteness simultaneously.

The last challenge is the sparsity effect on covariance matrix function. The scientific researchers usually impose sparsity assumptions on the covariance matrix to ensure the consistency of covariance matrix with low-rank structure (Shen & Huang, 2008; Amini & Wainwright, 2008; Johnstone & Lu, 2009; Fan et al., 2013, and among others). Similar to the covariance matrix estimation in high-dimensional settings, we also impose the sparsity assumption on the covariance matrix function. Throughout this thesis, we assume the covariance matrix function is sparse and the locations of zero entries in covariance matrix function are not dependent on the covariate.

We notice that Chen & Leng (2016) employed the threshold approach of covariance regularization (Bickel & Levina, 2008b) to make the covariance matrix estimator consistent under the sparsity assumption in high-dimensional regime. However, based on the framework of DCM, there is no discussion about the effect of sparsity on the bandwidth selection in the cross validation step. To achieve the sparsity, they used the threshold approach which immediately follows the cross validation step. In fact, the sparsity has a significant effect on the bandwidth selection. For example, if the sparsity of covariance matrix function is very high, say 95%, then the zero entries will dominate the bandwidth selection and let the bandwidth tend to infinity in cross validation step, see the pilot study in Section 3.2.4. Therefore, the effect of sparsity on covariance matrix function exists from the beginning of estimation rather than after the cross validation step.

Another goal of this research is to establish a novel estimation framework of covariance matrix function considering the sparsity effect from commence. It is not a simple adjustment of the estimation steps in DCM’s framework. Actually, we have developed a novel framework to address the sparsity effect from the point view of the Divide-and-Combine approach.

The methods for solving the sparsity effect, tackling the conflict between positive definiteness and multiple bandwidths consist of the first task of this research. The second task that this research concentrates on in nonparametric high-dimensional settings is the change-point detection in time series segments.
1.2 Change-point Detection in Time Series Segments

In sports science, one type of time series segments can be described as follows: The time series consists of data from a series of consecutive experiments, each experiment corresponds to a different pattern, condition or category. Between two experiment records, there exists one pause designed by the researcher, see Figure 1.1. Figure 1.1 contains 659977 observations of muscle contractions\(^1\). Each contraction lasts six seconds, then the tester has a short break (four seconds). After the rest, another contraction starts. Sports scientists usually call it as the intermittent isometric experiment (Pethick et al., 2016).

This type of signal is widely recorded in neurological field (Burioka et al., 2005), heart rate analysis (Acharya U et al., 2004) and sports science (Forrest et al., 2014). The signal usually contains the information of various patterns or models. For instance, in Magnetoencephalography (MEG) or Electroencephalogram (EEG) experiments, neurologically healthy subjects respond differently in terms of EEG and MEG signal for different stimuli (faces v.s. scrambled faces, or familiar faces v.s. unfamiliar faces, see Wakeman & Henson, 2015); In cardiology, the pattern of heart rate varies along the states of human: sleeping, sitting, walking, jogging or running, see Acharya U. et al. (2005), Burioka et al. (2005), Shi et al. (2017) and among others; In sports science, the energy offered by Adenosine

\[^1\]This dataset is offered by Dr. Mark Burnley and Dr. Samantha Winter, School of Sport and Exercise Sciences, University of Kent.
triphosphate (ATP) will gradually deduce along the time, the torque shows different models, see Figures 5.2(a) and 5.3(a). Scientists have a great interest in detecting the change-points of time series segments to help scientists to identify the patterns of brain activity, the heart disease or improve the performance of athlete.

Throughout this research, the terminology change-point refers to the “change-point” of time series segments rather than the “change-point” of a time series. The usual change-points are the break points within one piece of time series, see Killick et al. (2012), Fryzlewicz (2014), and Fryzlewicz (2020). However, the change-points in this thesis are the break points among the time series segments. For example, suppose we have extracted 55 time series segments from Figure 1.1. Sports scientists want to know the time of muscle fatigue occurrence. In this thesis, the time of muscle fatigue occurrence is called the change-point of time series segments. It is not the usual change-points within time series (Killick et al., 2012; Fryzlewicz, 2014; Fryzlewicz, 2020).

The natural thoughts of this type of change-point detection is to find an appropriate statistic to compress each segment of time series into a scalar (score). This statistic should preferably have the following two properties: transformation invariant (Kullback & Leibler, 1951; Ihara, 1993) and background-noise-free (see, Propositions 5.1, 5.4 and 5.5). Then based on the observed scores of segments, one can use CUSUM (Page, 1954) or multiple change-points detection approach (Killick et al., 2012) to find the change-points. A toy example in Section 5.1 shows that neither the mean nor the variance of time series are suitable as the statistic. Hence, the key goal is to find an appropriate statistic owning the above properties. Furthermore, we also need to discuss the merits of this statistic under the stationary ARMA process and nonparametric scenarios in high-dimensional settings. For the ARMA($p,q$) process, the high-dimensionality in time series here means that the $p$ and $q$ are infinite. For nonparametric settings, the high-dimensionality in time series here means that the lag order $m$ could be arbitrary large with an upper bound.

Finally, this thesis consists of three novel frameworks. The first two frameworks are estimations for high-dimensional nonparametric covariance models. The third framework is the change-point detection in time series segments under ARMA($p,q$) and nonparametric settings. Next, we will discuss the challenges we encountered in high-dimensional context.
1.3 Challenges in High-dimensional Context

Throughout the full thesis, we have encountered three challenges in high-dimensional context: sparsity effect, nonparametric correlation estimation with constraint and theory development.

1.3.1 Sparsity Effect

Sparsity has a significant effect on the bandwidth selection, see Section 3.2.4. The selected bandwidth of a very sparse covariance matrix could be far away from the true bandwidth, sometimes it will go to infinity. In this case, the errors of nonzero entries generated by the wrong bandwidth will become larger and larger. In low-dimensional setting, Yin et al. (2010) suggested using one single bandwidth for the entries of covariance. However, in high-dimensional settings with sparsity, the conflicts among sparsity, single bandwidth and positive definite property seem to be becoming more and more irreconcilable. Avoiding these conflicts is a big challenge in our research.

In fact, there exist two possible technical methods. Method 1 refers to the usage of multiple bandwidths in nonparametric covariance. There are two aspects worthy of attention, one is how to divide the elements of covariance and how many groups (or bandwidths) should we have? Another is how to keep positive definite covariance when multiple bandwidths are adopted. We will introduce a novel framework to address these issues in Chapter 3.

Method 2 needs to detect the zero entries in advance and delete them, then optimize the cross validation function only with respect to the nonzero entries. In this way, zero entries has less effect on the bandwidth selection. By contrast, the framework of Chen & Leng (2016) produces a sparse estimator via thresholding the kernel smoothed covariance after bandwidth selection step. In fact, zero entries still affect the bandwidth selection. Therefore, the swap of zero entries detection step and bandwidth selection step is the key of Method 2. It is also a main challenge to detect the zero entries. Moreover, Method 2 still concerns the positive definite property of covariance matrix. The details of Method 2 can be found in Chapter 4. Both Method 1 and Method 2 can reduce the sparsity effect on nonparametric covariance matrix in the high-dimensional settings.

1.3.2 Nonparametric Correlation Matrix Estimation

In Method 2, we divide the estimation procedure of nonparametric correlation matrix into three steps: estimation of diagonal entries, detection of zero entries and estimation of off-diagonal non-zero entries.
Within the estimation of off-diagonal non-zero entries, the nonparametric correlation estimators without constraints could be out of the range $[-1, 1]$, see Figure 4.1. This will bring in extra bias in terms of Frobenius norm loss. If the residuals are from Gaussian probability density function (PDF), we have developed a novel method to estimate the correlation coefficients with constraint via solving the nonparametric cubic equations. Furthermore, for each entry, each given bandwidth and each given explanatory variable without the $i$-th observation in cross validation function (4.16), we need to solve a cubic equation (4.15) and a nonlinear equation (4.13). In high-dimensional settings, the computational complexity increase much faster than the variable dimension. Therefore, it is a challenge to improve the algorithm to speed up the numerical computation of bandwidth selection via criterion (4.16).

1.3.3 Theory Development

The uniform consistency theory development in high-dimensional context is the biggest challenge in this research. For i.i.d. case, Yin et al. (2010) proved the uniform consistency of covariance matrix function in low-dimensional settings. Furthermore, Chen & Leng (2016) extended the uniform consistency theory to high-dimensional settings. However, for non i.i.d. case, the development of uniform consistency theory of covariance matrix function is difficult under sparsity assumption. For the factorization estimation of NCM, we hope to build a uniform consistency theory not only for the independent error terms but also for the dependent ones in high-dimensional context, see Section 3.4.

As for the change-point detection in time series segments, it is easy to develop the theory of relative entropy for time series in ARMA($p,q$) process, see Section 5.2.1. However, it needs to develop a relative entropy theory of time series for $m$-consecutive lags in high-dimensional context even though Hong & White (2005) had obtained an asymptotic distribution of relative entropy for pairwise variables. Furthermore, we have also proposed a criterion to determine the lag order $m$, and developed a corresponding theory for this criterion, see Section 5.2 and Section 5.3 respectively. Next, we briefly clarify the main contributions of the proposed frameworks in this thesis, then introduce the organization of the thesis.

1.4 Contributions

There are three contributions in this thesis: Factorized NCM, Divide-and-Combine NCM and the nonparametric relative entropy (RlEn) for the change-point detection. More specifically, two major features of factorized NCM esti-
mation are factorization of covariance matrix by a set of band matrices (3.12) and the criterion of cross-validation without the computation of precision matrix respectively. The former can reduce the effect of sparsity aforementioned in the previous section while the latter can speed up the computation. Most importantly, we have developed a consistency theory of NCM estimator for dependent samples.

In addition to the literal meaning of Divide-and-Combine NCM estimation, there are also two extra contributions to the nonparametric covariance model. One contribution is that the detection of zero entries occurs earlier than the selection of bandwidth. In this case, we can ignore the zero entries to reduce their effect on the bandwidth selection of off-diagonal nonzero entries. The other contribution is to propose a new nonparametric estimation approach of correlation coefficient with constraint, for instance, see Figure 4.1. It can guarantee that the correlation coefficient estimators exactly lie within the interval $[-1, 1]$. Next, we discuss the contributions of nonparametric relative entropy.

Firstly, we investigate the properties of nonparametric relative entropy when the time series is stationary. It concludes that the relative entropy has two properties: transformation invariant and background-noise-free for ARMA($p,q$) process. Furthermore, the relative entropy remains the same value if $m \geq p$ for AR($p$) or $m \geq q + 1$ for MA($q$) with finite $p$ and $q$. Secondly, in nonparametric settings, we not only propose a nonparametric relative entropy statistic for time series, but also develop a consistency theory of nonparametric relative entropy for i.i.d. samples. The limiting distribution of $R_l En$ is Gaussian under the appropriate assumptions. Furthermore, we also construct a convergence theory of the Bayesian information criterion (BIC) for the lag order selection.

1.5 Organization of The Thesis

The statistical models we proposed in high-dimensional nonparametric settings constitute the following chapters in detail.

In Chapter 2, we briefly review the basic nonparametric models, bandwidth selection approaches as well as the complexity measures for time series in literature. These reviews and background are the cornerstones of the following chapters.

In Chapter 3, we have dwelt on the establishing procedures of factorized estimation of high nonparametric covariance models. This framework typically consists of five steps: standardization, factorization, bandwidth selection, thresholding and shrinkage.

In Chapter 4, we have proposed another framework to address the influence
of sparsity on covariance estimators. Inspired by the Divide-and-Conquer algorithm (Cormen, 2009), we employ this similar idea, called Divide-and-Combine, to reduce the influence of zero entries on the bandwidth selection.

In Chapter 5, we have discussed a new relative entropy for time series. This type of relative entropy is a two-stage procedure including lag order selection and relative entropy estimation.

Finally, Chapter 6 contains the conclusions and future works of this thesis. It not only highlights the conditions or constraints of the models we proposed in this thesis, but also suggests some potential extensions of our models in the future. The tables, figures and main proofs of Chapter 3, Chapter 4 and Chapter 5 are postponed to Appendix A, Appendix B and Appendix C respectively.
Chapter 2

Literature Review and Background

In this chapter, we give a literature overview of nonparametric covariance model and relative entropy. It is hard to review all the fields of Nonparametric Statistics since it is a broad research area. So, we limit our literature review to the areas of nonparametric covariance model, relative entropy, bandwidth selection and the relevant statistical methods used in this thesis.

2.1 Nonparametric Mean and Covariance Models

2.1.1 Nonparametric Mean Regression Model

To introduce the basic ideas of Nadaraya-Watson and local polynomial kernel estimators, we start from the nonparametric homoscedastic regression model:

\[ y_i = m(x_i) + \varepsilon_i, \quad i = 1, \ldots, n, \tag{2.1} \]

where \( \{(x_i, y_i), i = 1, \ldots, n\} \) is a sample of random variable \((X, Y)\) satisfying Model (2.1). \( \varepsilon_i, i = 1, \ldots, n \) are independent and identity distribution (i.i.d.) samples drawn from a distribution with mean zero and constant variance. \( \varepsilon_i \) and \( x_i, i = 1, \ldots, n \) are mutually independent. The mean function \( m(\cdot) \) is a smooth unknown function of \( X \). The support of \( X \) could be \( \mathbb{R} \) or an interval.

Let \( K(u) \) be a kernel function and \( K_h(u) = h^{-1}K(u/h) \) represent its scaled kernel function where \( h \in \mathbb{R}^+ \) is called the bandwidth or smoothing parameter. Nadaraya (1964) and Watson (1964) proposed the following estimator of
mean function, namely,
\[ \hat{m}(x_i) = \sum_{j=1}^{n} \frac{K_h(x_j - x_i) y_i}{\sum_{s=1}^{n} K_h(x_s - x_i)} = \sum_{j=1}^{n} w_{ij} y_i. \] (2.2)

In literature, people usually call (2.2) as Nadaraya-Watson type estimator.

Another important and extensively-used estimation of mean function in statistics is the local polynomial method, for example, see Section 5.2 in Wand & Jones (1995) or Chapter 3 in Fan & Gijbels (1996). We will briefly review the framework of local polynomial kernel estimator with degree \( p \). Suppose \( m(\cdot) \) has the \( p \)-th derivative at the given point \( x_0 \). For any \( x \) in the neighbourhood of \( x_0 \), by the Taylor expansion, the mean function \( m(x) \) can be approximated by
\[ m(x_0) + m'(x_0)(x - x_0) + \frac{m''(x_0)}{2!}(x - x_0)^2 + \cdots + \frac{m^{(p)}(x_0)}{p!}(x - x_0)^p. \]

Therefore, one can fit the above polynomial with respect to \( x \) via minimizing
\[ \sum_{i=1}^{n} [y_i - \sum_{s=0}^{p} \beta_s (x_i - x_0)^s] K_h(x_i - x_0). \]

Let the design matrix be
\[
X_{p,x_0} = \begin{bmatrix}
1 & x_1 - x_0 & \cdots & (x_1 - x_0)^p \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_n - x_0 & \cdots & (x_n - x_0)^p
\end{bmatrix}.
\]

Denote \( y = (y_1, \ldots, y_n)^T \), \( \beta = (\beta_0, \ldots, \beta_p)^T \), and \( W_{h,x_0} \) is an \( n \times n \) diagonal matrix with \( K_h(x_i - x_0), i = 1, \ldots, n \) on the main diagonal. The weighted least square (WLS) estimator of \( [m(x_0), m'(x_0), \ldots, m^{(p)}(x_0)/(p!)]^T \) is
\[ \hat{\beta} = (X_{p,x_0}^T W_{h,x_0} X_{p,x_0})^{-1} X_{p,x_0}^T W_{h,x_0} y. \]

In practice, of great interest is the estimator of \( m(x_0) \). Let \( e_1 \) be a vector in which the first entry is 1 and the other entries are zeros, then we have
\[ \hat{m}(x_0) = e_1^T (X_{p,x_0}^T W_{h,x_0} X_{p,x_0})^{-1} X_{p,x_0}^T W_{h,x_0} y = e_1^T S_{p,h,x_0} y, \] (2.3)

where \( S_{p,h,x_0} \) is called the local polynomial smoother matrix. Especially, we note that estimator (2.3) degenerates to the Nadaraya-Watson estimator when \( p = 0 \). If \( p = 1 \), we call (2.3) a local linear kernel estimator, a simple form of \( e_1^T S_{p,h,x_0} \) can be easily obtained, e.g., the Equation (5.4) in Wand & Jones (1995).

Except for the kernel-based methods mentioned above, there are many other nonparametric methods for mean function estimation such as wavelet thresholding (Donoho & Johnstone, 1994; Donoho, 1994; Donoho & Johnstone, 1995;
Donoho, 1995; Donoho et al., 1995; Donoho & Johnstone, 1998), spline smoothing (Kooperberg & Stone, 1991; Green & Silverman, 1994; Kooperberg et al., 1995a; Kooperberg et al., 1995b; Nychka, 1995), additive model and generalized additive model (Friedman & Stuetzle, 1981; Buja et al., 1989; Hastie & Tibshirani, 1999).

Furthermore, there are also massive efficient approaches proposed to solve some specific issues in literature. For example, these issues include but not limited to: the optimal bandwidth selection, the boundary correction, the consistency theories, the combination with other regression models such as generalized linear regression, time series, multivariate regression, etc. These kernel-based models can be found in some classical nonparametric textbooks, e.g., Härdle (1990), Fan & Gijbels (1996), Wasserman (2006), and Li & Racine (2007).

These discussions are beyond the scope of our research because the first part of this thesis concentrates on the covariance function estimation. Specifically, it is no doubt that one can apply the local polynomial kernel regression method to the estimation of variance function. We will put off the review of general approaches with respect to the variance and covariance function in the following sections.

### 2.1.2 Nonparametric Variance Model

Hall & Marron (1990), Ruppert et al. (1997), Fan & Yao (1998), Yu & Jones (2004) and the references therein developed the univariate nonparametric variance model from different perspectives. Suppose that $(X,Y)$ are a pair of random variables, $\{(x_1,y_1), \ldots, (x_n,y_n)\}$ represent observations from model (2.4),

$$
    y_i = m(x_i) + \epsilon_i, \quad \text{var}(\epsilon_i|x_i) = v(x_i), \quad i = 1, \ldots, n,
$$

where $\epsilon_i, i = 1, \ldots, n$ are independent random variables with $E(\epsilon_i) = 0$ and $E(\epsilon_i^4|x_i) < \infty$. Suppose both $m(\cdot)$ and $v(\cdot)$ are unknown smooth nonlinear functions of variable $X$.

Next, we discuss the classical estimation methods of variance function under the univariate scenario. In fact, if the mean function estimator (either parametric or nonparametric) can be absorbed by $y_i$, then Model (2.4) degenerates to

$$
    y_i = \epsilon_i, \quad \text{var}(\epsilon_i|x_i) = v(x_i), \quad i = 1, \ldots, n,
$$

where in this case $E(y_i|x_i) = 0$. Model (2.5) represents a centralization of Model (2.4). Within the scope of this research, it is convenient to focus on the estimation of variance function regardless of the mean function temporarily. To keep the completeness, we still consider the mean function in the rest of this
chapter. But keeping in mind, even an explicit \( m(\cdot) \) estimator is specified, it can be replaced by other existing nonparametric mean estimator in literature.

As for the variance function \( v(\cdot) \), the current estimation approaches can be divided into two categories according to its homoscedasticity or heteroscedasticity. The rest of Section 2.1.2 introduces three classical variance function estimations. The first framework is based on the Nadaraya-Watson kernel under homoscedasticity assumption. The rest two frameworks address the boundary correction and positive definite problems under heteroscedasticity assumption respectively.

### 2.1.2.1 Nadaraya-Watson Estimators

In nonparametric homoscedastic regression, there exist many methodologies in time series context, for example, see Rice (1984), Gasser et al. (1986), Hall & Marron (1990) and the references therein. Among these methodologies, we take the variance function estimation (Hall & Carroll, 1989) as an example to illustrate the framework in homoscedastic settings.

Suppose Model (2.4) holds with homoscedastic variance, i.e., \( v(x_1) = \cdots = v(x_n) = \sigma^2 \). Let \( K(u) \) and \( K_h(u) \) be the kernel and scaled kernel functions respectively, \( h \) is a bandwidth. For simplicity, the mean function is estimated by the Nadaraya-Watson type of estimator in (2.2).

As mentioned above, one can use other types of mean function smoothers here, or just assume \( m(\cdot) \) is zero by following the suggestion in Hall & Carroll (1989). Nevertheless, the kernel estimators of errors are \( \hat{\epsilon}_i = y_i - \hat{m}(x_i) \), \( i = 1, \ldots, n \). The effective degrees of freedom (EDF) for errors (e.g., the definition in Hastie & Tibshirani, 1999, p. 54) has a simple form: \( n_d = 2 \sum_{i=1}^n w_{ii} - \sum_{i=1}^n \sum_{j=1}^n w_{ij} \). Therefore, for the nonparametric homoscedastic regression, the Nadaraya-Watson type estimator of \( \sigma^2 \) is

\[
\hat{\sigma}^2 = \frac{1}{n - n_d} \sum_{i=1}^n \hat{\epsilon}_i^2. \tag{2.6}
\]

As homoscedasticity, the error items in (2.6) share one common weight \( 1/(n - n_d) \). It is straightforward to extend estimator (2.6) to the heteroscedastic settings.

Suppose that \( K^*(x) \) and \( K^*_h(x) \) represent another kernel and scaled kernel functions respectively, \( h^* \) is another bandwidth. \( v(\cdot) \) is an unknown smooth function of \( x_i \). For any given \( x_0 \) in the support of \( X \), the variance estimator is

\[
v(x_0) = \sum_{i=1}^n w_i^* \hat{\epsilon}_i^2, \tag{2.7}
\]

where \( w_i^* = K^*_h(x_i - x_0)/\sum_{i=1}^n K^*_h(x_i - x_0) \). However, estimator (2.7) will encounter the boundary effect problem when \( x_0 \) is close to the boundaries of the support of \( X \). There is a review on the boundary correction, see a list of methods
in Karunamuni & Alberts (2005). Among these existing methods, local linear smoother attracts many attentions due to its automatic correction (Cheng et al., 1997) and asymptotic minimax efficiency properties (Fan et al., 1997) in the context of nonparametric regression. A full and systematic introduction of local polynomial regression and its applications can be found in the textbooks (e.g., Fan & Gijbels, 1996; or Wand & Jones, 1995).

2.1.2.2 Local Polynomial Estimators

Ruppert et al. (1997) applied the local \( p \)-th order polynomial smoother to the estimation of variance function (e.g., Härdle & Tsybakov, 1997). Suppose Model (2.4) holds and \( h_1, h_2 \) are two bandwidths distinguishing from \( h \) and \( h^* \). We notice that Ruppert et al. (1997) applied the local polynomial regression both to \( m(\cdot) \) and \( v(\cdot) \).

Given \( h_1 \) and the polynomial degree \( p_1 \), by estimator (2.3), we have

\[
\hat{m}(x_0) = e_1^T \left( X_{p_1,x_0}^T W_{h_1,x_0} X_{p_1,x_0} \right)^{-1} X_{p_1,x_0}^T W_{h_1,x_0} y = e_1^T S_{p_1,h_1,x_0} y,
\]

where \( X_{p_1,x_0} \), \( W_{h_1,x_0} \), \( S_{p_1,h_1,x_0} \) are the copies of \( X_{p,x_0} \), \( W_{h,x_0} \), \( S_{p,h,x_0} \) except that \( (p, h) \) is replaced by \( (p_1, h_1) \). When \( x_0 \) in (2.8) takes the values of \( \{x_1, \ldots, x_n\} \), the estimator of \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)^T \) can be written as \( \hat{\varepsilon} = (I_p - S_{p_1,h_1}) y \), where the \( i \)-th row of \( S_{p_1,h_1} \) is \( e_1^T S_{p_1,h_1,x_i} \) and \( I_p \) is an identity matrix.

The contribution of Ruppert et al. (1997) is the local polynomial fit of \( v(\cdot) \) with respect to the squared residuals \( \varepsilon^2 \). Given \( p_2, h_2, x_0 \), they proposed the following estimator

\[
\hat{v}(x_0) = \hat{v}(x_0; p_1, h_1, p_2, h_2) = \frac{e_1^T S_{p_2,h_2,x_0} \hat{\varepsilon}^2}{1 + e_1^T S_{p_2,h_2,x_0} \Delta},
\]

where \( \Delta = \text{diag} \left( S_{p_1,h_1} S_{p_1,h_1}^T - 2S_{p_1,h_1} \right) \) represents an EDF vector. The denominator of (2.9) originates from the variance estimator in homoscedastic linear regression to reduce the bias. For example, in estimator (2.6), \( \sum_{i=1}^n \hat{\varepsilon}_i^2 \) is divided by \( n - n_d \) rather than \( n \) which makes (2.6) unbiased. The term \( 1 + e_1^T S_{p_2,h_2,x_0} \Delta \) plays the similar role here. In nonparametric heteroscedastic regression, estimator (2.9) is biased even if it is adjusted by \( 1 + e_1^T S_{p_2,h_2,x_0} \Delta \), see Theorem 1 in Ruppert et al. (1997).

It needs to point out that one can use other estimators of \( m(\cdot) \) as long as the terms \( \varepsilon^2 \) and \( \Delta \) in (2.9) change correspondingly. Another aspect needed to emphasize here is the equivalent kernel, see its definition and details in Section 3.2 in Fan & Gijbels (1996). The equivalent kernel \( e_1^T S_{p_2,h_2,x_0} \) might be negative such that \( \hat{v}(x_0) \) is negative which violates the constraint \( v(\cdot) \geq 0 \). For instance,
let $p_2 = 0, 1$, Figure 2.1 clearly shows that the equivalent kernel of local linear ($p_2 = 1$) could be negative, the variance estimator at $x_{86} = 0.831$ is -0.005. In the following paragraph, we will review the methods that could solve this problem.

![Figure 2.1: Equivalent Kernel Comparison](image)

Note: this simulation is based on Model (2.5) with the following parameter settings: $n = 100$, $h = 0.01$, $v(x_i) = 1 - x_i^2$, $x_i$ is randomly generated from $U(0, 1)$. $y$, $i = 1, \ldots, n$ are randomly drawn from $N(0, v(x_i))$. The two figures show the equivalent kernels of local constant and linear regression in cross validation step.

### 2.1.2.3 Maximum Locally Likelihood Estimators

The maximum locally likelihood estimators of variance functions (e.g., Fan & Yao, 1998; Yu & Jones, 2004) not only address the problem of negative variance, but also have the fully regression-adaptive merit, i.e., without knowing $m(\cdot)$, estimator $v(\cdot)$ performs as well as the variance estimator whence $m(\cdot)$ are known (Fan & Yao, 1998, p. 3).

The framework of maximum locally likelihood estimators requires that the distribution of $\varepsilon_i$ is known. Following Fan & Yao (1998) and Yu & Jones (2004), we demonstrate this framework assuming $\varepsilon_i$’s are independent and sampled randomly from a normal distribution. One can easily extend it to other error distributions.

The log-likelihood function can be expressed as

$$- \frac{1}{2} \sum_{i=1}^{n} \left[ \frac{\varepsilon_i^2}{v(x_i)} + \log (v(x_i)) \right]. \quad (2.10)$$

Given $x_0$, Fan & Yao (1998) replaced $v(x_i)$ in (2.10) with its linear approximation $\alpha(x_0) + \beta(x_0)(x_i - x_0)$ at $x_0$, and proposed the following local log-likelihood
function

\[ L(x_0, h) = -\frac{1}{2} \sum_{i=1}^{n} \left[ \frac{\varepsilon_i^2}{\alpha(x_0) + \beta(x_0)(x_i - x_0)} + \log (\alpha(x_0) + \beta(x_0)(x_i - x_0)) \right] K_h(x_i - x_0). \] (2.11)

However, in (2.11), it needs special attention on the estimators of \( \alpha(x_0), \beta(x_0) \) such that the logarithm item \( \log (\alpha(x_0) + \beta(x_0)(x_i - x_0)) \) is well-defined. In contrast, Yu & Jones (2004) recommended replacing \( v(x_i) \) with its log-linear expansion \( \exp (\alpha_1(x_0) + \beta_1(x_0)(x_i - x_0)) \) which yields

\[ L(x_0, h) = -\frac{1}{2} \sum_{i=1}^{n} \left[ \frac{\varepsilon_i^2}{\exp (\alpha_1(x_0) + \beta_1(x_0)(x_i - x_0))} \right. \\
+ \left. \alpha_1(x_0) + \beta_1(x_0)(x_i - x_0) \right] K_h(x_i - x_0). \] (2.12)

The advantage of (2.12) is that no extra constraints on \( \alpha_1(x_0), \beta_1(x_0) \) are needed. The variance estimator at \( x_0 \) is \( \hat{v}(x_0) = \exp(\hat{\alpha}_1(x_0)) \). It is worth pointing out that there exist substantial approaches aforementioned to obtain \( \hat{\varepsilon}_i \) regardless of whether \( m(\cdot) \) is known or unknown. In Yu & Jones (2004), (2.12) is called the local log-linear estimator. We adopt the log-linear estimation of variance functions in Chapter 4 to evaluate the diagonal entries of covariance matrix.

So far, we have briefly reviewed the key works on variance function estimation under the univariate scenarios. These basic models and approaches are adopted and modified appropriately in Chapter 3 and Chapter 4 depending on the context of high-dimensional settings. Next, we discuss the existing models on estimation of covariance functions in literature.

### 2.1.3 Nonparametric Covariance Model

Yin et al. (2010) proposed the nonparametric covariance model under the low-dimensional settings which is the foundation of our research. Furthermore, Chen & Leng (2016) developed a novel dynamic covariance model to overcome the curse of dimensionality. Next, we provide a brief overview of these two models.

Let \( Y = (Y_1, \ldots, Y_p)^T \in \mathbb{R}^p \) be a \( p \)-dimensional random vector and \( U \in \mathbb{R} \) be an independent random variable. Suppose that \( (y_i, u_i)_{i=1}^{n} \) with \( y_i = (y_{i1}, \ldots, y_{ip})^T \) are random observations from the population \((Y, U)\), satisfying the equations \( y_i = \mu(u_i) + \Sigma(u_i)^{1/2} \varepsilon_i, \; i = 1, \ldots, n \), where \( \mu(u_i) = (\mu_1(u_i), \ldots, \mu_p(u_i))^T \) and given \( (u_i)_{i=1}^{n}, \varepsilon_i \)'s are independent with zero means and unity covariance matrices (i.e., \( E[\varepsilon_i | u_i] = 0_p, \; \text{cov}(\varepsilon_i | u_i) = I_p \)). Let \( K(u) \) and \( K_h(u) = h^{-1}K(u/h) \) be the kernel function and its scaled kernel function respectively with bandwidth
\( h > 0. \) Yin et al. (2010) considered estimators \( \hat{\mu}(u) = \sum_{i=1}^{n} w_{ih}(u) y_i \) and
\[
\hat{\Sigma}(u) = \sum_{i=1}^{n} w_{ih}(u) (y_i - \hat{\mu}(u_i))(y_i - \hat{\mu}(u_i))^T, \tag{2.13}
\]
where \( w_{ih}(u) = K_h(u_i - u)/\sum_{k=1}^{n} K_h(u_k - u) \), \( h^* \) and \( h \) are bandwidths of mean and covariance matrix functions respectively. For given \( p \), they proved that \( \hat{\Sigma}(u) \) is consistent if the convergence rate is of order \( \sqrt{1/(nh)} + O(h^2) \).

However, when \( p_0 = p(p+1)/2 \) is close to or larger than \( n \), the kernel covariance estimator proposed by Yin et al. (2010) can be degenerate or ill-conditioned with a high condition number. In existing researches for regularization, estimated covariance is usually done by banding, thresholding, or truncating the number of the leading eigenvalues (e.g., Bickel & Levina, 2008a; Cai & Liu, 2011; Fan et al., 2013). Chen & Leng (2016) proposed a method: Dynamic Covariance Model to regularize the kernel covariance model by thresholding covariance entries.

In details, Chen & Leng (2016) used the mean function estimator \( \hat{\mu}(u) \) and a different covariance function estimator, namely,
\[
\hat{\Sigma}_1(u) = \sum_{i=1}^{n} w_{ih}(u) y_i y_i^T - \hat{\mu}(u)\hat{\mu}(u)^T. \tag{2.14}
\]
When \( p \) is of order \( O(\exp(n^{4/5})) \), they showed that both \( \hat{\Sigma}(u) \) and \( \hat{\Sigma}_1(u) \) are consistent as \( n \) tends to infinity. Yin et al. (2010) used the following leave-one-out cross validation criterion
\[
CV_\Sigma(h) = n^{-1} \sum_{i=1}^{n} \left\{ [y_i - \hat{\mu}(u_i)]^T \hat{\Sigma}_1^{-1}(u_i) [y_i - \hat{\mu}(u_i)] - \log \left( \left| \hat{\Sigma}_1^{-1}(u_i) \right| \right) \right\}, \tag{2.15}
\]
in bandwidth selection, where \( \hat{\Sigma}_{(-i)}(u_i) \) is the estimator computed according to \( \hat{\Sigma}(u) \) or \( \hat{\Sigma}_1(u) \) but without the \( i \)th observation. So when \( p_0 \gg n \), it is impossible to estimate the precision matrix (e.g., inverse matrix) of covariance matrix accurately in equation (2.15). To overcome the effect of degeneration, Chen & Leng (2016) proposed a subset-\( y \)-variables cross-validation procedure.

In particular, they randomly choose \( k(k < n) \) entries (scalar variables) from variable vector \( Y = (Y_1, \ldots, Y_p)^T \), denoted as \( Y_s = (Y_{s_1}, \ldots, Y_{s_k})^T \) and repeat this \( N \) times. Denote these \( N \) subsets index as \( s_1, \ldots, s_N \), then the cross validation (2.15) can be expressed as
\[
CV(h) = \frac{1}{N} \sum_{j=1}^{N} \left\{ \frac{1}{n} \sum_{i=1}^{n} \left[ [y_{i,s_j} - \hat{\mu}_{s_j}(u_i)]^T \hat{\Sigma}_{s_j}^{-1}(u_i) [y_{i,s_j} - \hat{\mu}_{s_j}(u_i)] \right] + \log \left( \left| \hat{\Sigma}_{s_j}^{-1}(u_i) \right| \right) \right\}, \tag{2.16}
\]
where $\hat{\Sigma}_{\pi,(-i)}(\cdot)$ is obtained by leaving out the $i$-th observation using responses $y_{i,s_j} = (y_{i,s_{j1}}, \ldots, y_{i,s_{jk}})^T$ with the bandwidth $h^*$ and

$$\hat{\mu}_{s_j}(u) = \left\{ \sum_{i=1}^{n} K_{h^*}(u_i - u) y_{i,s_j} \right\} \left\{ \sum_{i=1}^{n} K_{h^*}(u_i - u) \right\}^{-1}.$$

In essence, they used the subset-$y$-variables to avoid the case of $p_0 > n$, however this method may omit the correlation among the variables in $(Y_1, \ldots, Y_p)^T$. Before turning to the next section, we need to remind that there also exist Bayes nonparametric covariance models, for example, see Fox & Dunson (2015) and the references therein. The following section is related to the bandwidth selection methods we used in the context of high-dimension.

### 2.2 Bandwidth Selections

Both models of Yin et al. (2010) and Chen & Leng (2016) require the selection of the smoothing parameter $h$. Over the last 40 years, many bandwidth selection methods have been proposed under different circumstances.

For univariate regressor and single response case, there are four kinds of approaches to deal with bandwidth selection: ASE-based, Cross-validation-based, plug-in and bootstrap method. To the best of our knowledge, Rice (1984) firstly introduced the Average Squared Error (ASE) criterion. The cross-validation (CV) methods can be traced back to Clark (1977). The third refers to the plug-in approach. This approach minimizes the asymptotic mean integrated squared error and the unknown parts are usually replaced by the pilot estimators, for instance, Ruppert et al. (1995). Finally, there are also various methods based on bootstrap techniques including but not limited to Cao-abad & González-Manteiga (1993), González Manteiga et al. (2004) and references therein. Furthermore, a full overview of bandwidth selection methods can be found in many textbooks (e.g., see Chapter 5 in Härdle, 1990; Chapter 3 in Wand & Jones, 1995; Chapter 4 in Fan & Gijbels, 1996; Jones et al., 1996). Besides, for the bandwidth selection in nonparametric time series, see Sections 5.4 and 6.3.5 in Fan & Yao (2003). For multiple regressors and single response case, the above 4 methods are also applicable. A full overview of bandwidth selection for multivariate kernel can be found from Chapter 3 in Chacón et al. (2018).

However, the covariance matrix of the response vector in nonparametric covariance model is a function of an explanatory variable. The bandwidth selection for nonparametric covariance matrix is not equivalent to that for univariate kernel regressor and single response case. If one applies the univariate kernel bandwidth selection methods to each element of covariance matrix and finally combine the
entries’ estimators to form the covariance matrix estimator, then the covariance matrix could not be always positive definite, see Remark 1 in Yin et al. (2010). Figure 2.2 shows the comparison results of plug-in (PI) and cross validation (CV) methods in terms of Frobenius norm loss for the covariance model under different sparsities. Figure 2.2(a) shows the simulation results using cross validation method in Section 3.2.4. In contrast, for the same simulation as in Figure 2.2(a), we apply plug-in method to entries of covariance matrix function to obtain the entry-wise estimators and combine them to form the estimator of covariance matrix (without considering the positive definiteness). Figure 2.2(b) shows that the sparsity has tiny effect on the Frobenius norm loss if the plug-in bandwidth selection is adopted. Furthermore, the Frobenius norm losses of CV are below 0.09 while the Frobenius norm losses of plug-in are around 0.21.

In this case, the bandwidth selected by CV performs better than that selected by PI. In fact, we do not suggest using the entry-wise estimation because of the following two reasons: (1) the entry-wise estimation is not always positive definite even in low-dimensional settings; (2) the computational complexity will increase at a faster rate than the values of $p$, for example, see the CPU-time consumption study in Figure 2.3.

Figure 2.3 shows that the CPU-time consumption increases at a faster rate compared to the “Direct” method when $p$ increases. Furthermore, in this case there is no evidence that the entry-wisely estimation could be better than the “Direct” method in terms of Frobenius norm loss.

In high-dimensional settings, the covariance matrix estimator is not always positive definite even all the entries share one common bandwidth, see the discussions in Chen & Leng (2016). We notice that the cross-validation method at least can guarantee the positive definiteness in low-dimensional settings (Yin et al., 2010). Following their proposal and based on the results in Figure 2.2, we
employ the cross validation to choose the bandwidth in high-dimensional settings throughout this thesis.

Recall the mean function estimator \((2.2)\) at \(x_i\), the leave-one-out cross validation criterion can be defined as

\[
CV(h) = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{m}_{-i}(x_i))^2,
\]

(2.17)

where \(\hat{m}_{-i}(x_i)\) represents the mean function estimator without the \(i\)-th observation. By minimizing (2.17), one can obtain the optimal bandwidth for \(m(\cdot)\). Similarly, the criterion of bandwidth selection for nonparametric covariance can be written as the form of (2.15). This type of criterion is based on the log likelihood function which needs to compute the precision matrix \(\hat{\Sigma}_{-i}^{-1}(u_i)\). It is a fact that for a \(p \times p\) matrix, the computational complexity of inverse matrix is of order \(O(p^3)\) in general\(^1\). It will be a computational burden when \((n, p)\) are sufficiently large. To avoid the computation of precision matrix, Biscay et al. (1997) suggested using the Frobenius norm loss, i.e.,

\[
CV_\Sigma(h) = \frac{1}{n} \sum_{i=1}^{n} \left\| \hat{\Sigma}_{-i}(u_i) - [y_i - \hat{\mu}(u_i)][y_i - \hat{\mu}(u_i)]^T \right\|_F^2,
\]

(2.18)

as the criterion of bandwidth selection. This research uses the criterion (2.18) to speed up the bandwidth selection, for example, see the comparison of CPU-time

---

\(^1\)To the best of our knowledge, the optimal complexity of inverse matrix is up to \(O(p^{2.373})\) (Davie & Stothers, 2013). However, algorithm design is beyond the scope of our research, we will not go further here.
As for the bandwidth selection, it needs to highlight here that the entries of covariance matrix share a single bandwidth to keep it positive definite (see Remark 1 in Yin et al., 2010, p. 471). The researchers, such as Chen & Leng (2015), Chen & Leng (2016), Xu et al. (2019), Jiang et al. (2020) adopt the common bandwidth by default. However, in high-dimensional settings with sparsity assumption, one single bandwidth could increase the Frobenius norm-based loss (see the table results in Appendix A). We develop a novel framework using multiple bandwidths for different entries of covariance matrix at the meanwhile the positive definite property also holds in theory (see the Factorized NCM in Chapter 3).

In the choice of bandwidth, another aspect that needs attention is the hybrid mean functions. For instance, suppose the mean functions are composed of linear functions and nonlinear functions. If one tends to use local linear smoother (with a common bandwidth) to estimate the mean functions, then it will bring in extra bias because the bandwidth will go to infinity for the linear functions (see, Fan & Gijbels, 1996, p.20 and Section 4.2.1). This indicates us to separate the linear mean functions if the local linear smoother is used. Similarly, if one uses Nadaraya-Watson smoother, then the constant functions should be identified as well. For example, in Chapter 4, we employ the generalized likelihood ratio statistics (Fan et al., 2001) to detect the linear functions.

So far, we have reviewed the basic concepts of nonparametric covariance model and bandwidth selection in the context of kernel regression. There are also numerous literature relating to the kernel density estimation (KDE). Due to the space limitation of the thesis, we will not elaborate on the KDE further. Next, we discuss the existing complexity measures of times series.

### 2.3 Complexity Measures of Time Series

In the past few decades, various type of entropies such as Approximate Entropy (Pincus, 1991), Sample Entropy (Richman & Moorman, 2000), Multi-scale Entropy (Costa et al., 2003), Fuzzy Entropy (Chen et al., 2009) and Relative Entropy (Robinson, 1991; Hong & White, 2005) were proposed to evaluate the system complexity. Here, we briefly review the fundamental concepts of Approximate Entropy, Sample Entropy, Multi-scale Entropy, Fuzzy Entropy and Relative entropy. The topics related to algorithms, parameters determinant and the limiting distribution are also revised later in this section.
2.3.1 Approximate Entropy

Pincus (1991) proposed approximate entropy to measure the complexity of time series. To be specific, let \( X_1, \ldots, X_N \) be the time series (equally spaced in time) variables and \( x_1, x_2, \ldots, x_N \) represent their observations. Define \( x_i^{(m)} = [x_i, \ldots, x_{i+m-1}] \in \mathbb{R}^m \) where \( m \) is the lag order. For simplicity, let \( n = N - m + 1 \), then for each \( i, 1 \leq i \leq n \), denote

\[
C_i^m(r) = \frac{\# \text{ of } \{ j : d(x_i^{(m)} - x_j^{(m)}) \leq r, 1 \leq j \leq n \}}{n},
\]

(2.19)

where \( d(x_i^{(m)} - x_j^{(m)}) \) is the Chebyshev distance between \( x_i^{(m)} \) and \( x_j^{(m)} \), namely, \( d(x_i^{(m)} - x_j^{(m)}) = \max_{k=1,\ldots,m}(|x_{i+k-1} - x_{j+k-1}|) \). Furthermore, let \( \Phi^m(r) = n^{-1} \sum_{i=1}^{n} \log(C_i^m(r)) \). The definition of approximate entropy (ApEn) can be described as:

\[
\text{ApEn} (m, r, N) = \Phi^m(r) - \Phi^{m+1}(r).
\]

(2.20)

In fact, Definition (2.20) is an approximation form of Eckmann-Ruelle (E-R) entropy, i.e., the average of logarithm of conditional probability that \( d(x_i^{(m+1)} - x_j^{(m+1)}) \leq r \) given \( d(x_i^{(m)} - x_j^{(m)}) \leq r \), see Pincus (1991). There are three free parameters: \( m, r, N \), each parameter has an effect on the validity of ApEn. However, Pincus (1991) did not discuss the choice of these parameters. In Pincus (1991), the value of \( r \) lies in \([0.1 \times SD, 0.2 \times SD]\) for \( m = 2, N = 1000 \) where \( SD \) is standard deviation of \( x_i \).

2.3.2 Sample Entropy

Sample entropy has been proposed to overcome two disadvantages of ApEn: One disadvantage of ApEn is self-matched, see equation (2.19), where \( j \) could be equal to \( i \). Another disadvantage is that ApEn heavily depends on the data length \( N \), for more discussions, see Richman & Moorman (2000). To be specific, let \( d(x_i^{(m)} - x_j^{(m)}) \) be the distance between \( x_i^{(m)} \) and \( x_j^{(m)} \), then the sample entropy (SpEn) is defined as

\[
\text{SpEn}(m, r, N) = -\log \left( \frac{\sum_{i=1}^{N-m} n_{j\neq i}(m+1)}{\sum_{i=1}^{N-m} n_{j\neq i}(m)} \right),
\]

(2.21)

where \( n_{j\neq i}(m+1) \) is the cardinality of \( \{ j : d(x_i^{(m+1)} - x_j^{(m+1)}) \leq r, j \neq i \} \) while \( n_{j\neq i}(m) \) is the cardinality of \( \{ j : d(x_i^{(m)} - x_j^{(m)}) \leq r, j \neq i \} \). \( n_{j\neq i}(m+1) \) is always smaller than or equal to \( n_{j\neq i}(m) \) so that equation (2.21) is well-defined. In practice, Richman & Moorman (2000) suggested that one can set \( m = 2 \) and \( r = 0.2SD \) where \( SD \) represents the standard deviation of data \( x_1, \ldots, x_N \).
2.3.3 Multi-scale Entropy

Based on the sample entropy, Costa et al. (2003) proposed multi-scale entropy (MsEn) to account for the multiple timescales inherent in time series, i.e., how the sample entropy changes with different timescale. Given the scale factor $\tau$, they first divide the time series into $\lfloor N/\tau \rfloor$ windows, then take an average of the data in each window and obtain so-called coarse-grained time series $\{y_j^{(\tau)}\}$, namely,

$$y_j^{(\tau)} = \tau^{-1} \sum_{i=(j-1)\tau+1}^{j\tau} x_i, \quad 1 \leq j \leq \lfloor N/\tau \rfloor.$$ 

Finally, they apply the basic sample entropy algorithm to $\{y_j^{(\tau)}\}$ to obtain the multi-scale entropy. Specially, when $\tau = 1$, it degenerates to the sample entropy.

A real example of multiple entropy can be found in Costa et al. (2005). Furthermore, Ahmed & Mandic (2012) extended the multi-scale entropy from univariate to multivariate case.

2.3.4 Fuzzy Entropy

Fuzzy entropy (Chen et al., 2009) is an extension of ApEn. The significant difference between fuzzy entropy and ApEn or SpEn is that cardinality is replaced by similarity degree, see equations (2.19), (2.21) and (2.22). To be specific, let $\bar{x}_i^{(m)}$ be the centralization of $x_i^{(m)}$, i.e., $\bar{x}_i^{(m)} = (x_i - \bar{x}_1(m), \ldots, x_{i+m-1} - \bar{x}_i(m))$, where $\bar{x}_i(m) = 1/m \sum_{j=0}^{m-1} x_{i+j}$. Let $d_{ij}(m)$ be the distance between $\bar{x}_i^{(m)}$ and $\bar{x}_j^{(m)}$, i.e.,

$$d_{ij}(m) = d(\bar{x}_i^{(m)}, \bar{x}_j^{(m)}). \quad (2.22)$$

Given $q$ and $v$, let $D_{ij}(m, q, v)$ denote the fuzzy function $^2 \exp(-(d_{ij}(m))^q/v)$, define

$$\Phi^m(q, v) = \frac{1}{N - m} \sum_{i=1}^{N-m} \left( \frac{1}{N - m} \sum_{j=1, j \neq i}^{N-m+1} D_{ij}(m, q, v) \right),$$

and

$$\Phi^{m+1}(q, v) = \frac{1}{N - m} \sum_{i=1}^{N-m} \left( \frac{1}{N - m - 1} \sum_{j=1, j \neq i}^{N-m} D_{ij}(m, q, v) \right).$$

Finally, the fuzzy entropy (FzEn) is defined as

$$FzEn(m, q, v, N) = \log \Phi^m(q, v) - \log \Phi^{m+1}(q, v).$$

We want to mention that fuzzy entropy also brings in a new parameter $q$ which increases the complexity of computation.

$^2$In fact, Chen et al. (2009) did not explicitly specify the fuzzy function. For simplicity, we take the Gaussian similarity function as an example.
2.3.5 Nonparametric Relative Entropy

Robinson (1991) proposed a consistent nonparametric entropy-based test for independence in time series. To be specific, let \{X_t\} be a real-valued strictly stationary time series. It is assumed that \(X_t\) has a common probability density function \(h(x)\), \(X_1\) and \(X_2\) have a joint probability density function \(f(x, y)\). Suppose that \(X_t\) and \(X_{t+1}\) are independent, then the null hypothesis is

\[ H_0 : f(x, y) = h(x)h(y), \quad \text{for all } x, y. \quad (2.23) \]

Robinson (1991) constructed a nonparametric test statistic for hypothesis (2.23) based on Kullback and Leibler entropy. Let \(\hat{f}(x, y)\) and \(\hat{h}(x)\) be the nonparametric density estimators of \(f(x, y)\) and \(h(x)\). The entropy-based test statistic is

\[ I(\hat{f}, \hat{h}) = \int \int \hat{f}(x, y) \log \hat{f}(x, y) \, dx \, dy - 2 \int \hat{h}(x) \log \hat{h}(x) \, dx. \quad (2.24) \]

The integrals in (2.24) bring difficulty to calculation. It is a common technique to replace the integrals with summands (Robinson, 1991), then an alternative estimator is

\[ \hat{I}(\hat{f}, \hat{h}) = \frac{1}{N} \sum_{t \in S} \log \left( \frac{\hat{f}(X_t, X_{t+1})}{\hat{h}(X_t)\hat{h}(X_{t+1})} \right), \quad (2.25) \]

where \(S = \{t \in \mathbb{N} : \hat{f}(X_t, X_{t+1}) \geq 0, \hat{h}(X_t) \geq 0, 1 \leq t \leq N - 1\} \) and \(N\) is the cardinality of \(S\). By sample-splitting device, the author generalized (2.25) to

\[ \hat{I}_\gamma(\hat{f}, \hat{h}) = \frac{1}{N_\gamma} \sum_{t \in S} c_t(\gamma) \log \left( \frac{\hat{f}(X_t, X_{t+1})}{\hat{h}(X_t)\hat{h}(X_{t+1})} \right), \quad (2.26) \]

where \(c_t(\gamma) = 1 + \gamma\) if \(t\) is odd; otherwise \(c_t(\gamma) = 1 - \gamma\), \(\gamma \geq 0\) and \(N_\gamma = N\) for \(N\) even and \(N + \gamma\) for \(N\) odd. Under the appropriate conditions (see, Robinson, 1991, p. 441), estimator (2.26) is consistent.

As Robinson (1991) pointed out, the choice of \(\gamma\) is an open problem. To avoid the selection of tuning parameter, Hong & White (2005) developed an asymptotic distribution theory for nonparametric entropy of serial dependence, which does not involve the sample splitting device. To be clearly, denote \(Z_{jt} = (X_t, X_{t+j})^T\) where \(j = 1, 2, \ldots, N - 1\) is a given lag order, similar to estimator (2.25), Hong & White (2005) proposed

\[ \hat{I}(\hat{f}, \hat{h}) = \frac{1}{N - j} \sum_{t \in S_j} \log \left( \frac{\hat{f}(X_t, X_{t+j})}{\hat{h}(X_t)\hat{h}(X_{t+j})} \right), \quad (2.27) \]

as a test statistic for the null hypothesis: \(X_t\) and \(X_{t+j}\) are independent, where
\[ S_j = \{ t \in \mathbb{N} : \hat{f}(X_t, X_{t+j}) \geq 0, \hat{h}(X_t) \geq 0, \hat{h}(X_{t+j}) \geq 0, 1 \leq t \leq N - j \}. \]

One appealing feature of theory in Hong & White (2005) is that estimator (2.27) is consistent and has a limiting distribution even \( j \to \infty \). We extend estimator (2.27) to the case of \( m \) consecutive lag order variables and develop a consistent theory when \( m \) has upper bound, see Section 5.3.

### 2.3.6 Limiting Distribution

Pincus & Huang (1992) discussed statistical properties and applications of approximate entropy. The smaller value of approximate entropy implies regularity and predicability while larger approximate entropy means the substantial fluctuations and irregularity in the time series. One can use ApEn to evaluate the randomness. However, some problems, such as parameter choice, limiting distribution of ApEn, remained unknown at that time.

Rukhin (2000) proved that the limiting distribution of ApEn converges in distribution to \( \chi^2 \)-distribution when \( m \) is given. When \( m \) increases to infinity, Rukhin (2000) also obtained the normal limiting distribution with the parameters estimated by Poisson approximation, see Section 3 in Rukhin (2000). Robinson (1991) developed a theory for nonparametric relative entropy (RlEn) using the sample-splitting device. To overcome the difficulty of tuning parameter selection in Robinson (1991)’s theory, Hong & White (2005) proposed a nonparametric relative entropy test statistic to pairwise variables \((X_t, X_{t+j})\). The limiting distribution is still Gaussian even when \( j \to \infty \).

### 2.3.7 Parameter Selection and Algorithm

As for the tuning parameters in ApEn, SpEn and FzEn, many approaches in literature can address the selection of parameters. For example, Lu et al. (2008) proposed using maximum ApEn to automatically select the optimal \( r \). Based on Monte Carlo simulations, they also obtained general equations for computing the parameter \( r \) given \( m \). There is a discussion about the \( r \) selection, see Chon et al. (2009) and Section 2.2 in Udhayakumar et al. (2017).

As far as we know, there is no theory that describes how to select the embedded parameter \( m \) and how to set up the length of time series \( N \) for ApEn, SpEn, FzEn and RlEn. Nevertheless, Kaffashi et al. (2008) studied the effect of time delay on ApEn and SpEn, they added the time delay parameter \( \tau \) in the entropy and discussed the \( \tau \) selection, but no general criterion was proposed.

Besides the choice of tuning parameters, algorithms have been developed to speed up the computation of entropy. Manis (2008) proposed two algorithms: \textit{improved basic algorithm} and \textit{bucket-assisted algorithm} to compute the approx-
imate entropy. However, the author did not mention whether these two algorithms can be applied to the sample entropy. Pan et al. (2011) proposed *kd tree algorithm*, *sliding kd tree algorithm* (SKD) and *adaptive kd tree algorithm* (adaptive SKD) to compute both ApEn and SpEn. The complexity of computation reduces from $O(N^2)$ to $O(N^{3/2})$ with a price of $O(N)$ memory storage. Zurek et al. (2012) proposed *norm-components matrix* to accelerate the computation of correlation dimension\(^3\), the algorithm can be found in https://github.com/sebzur/NCM-algorithm and Appendix in Zurek et al. (2012). Maninis et al. (2018) proposed three algorithms to obtain the sample entropy. These three algorithms are *kd-tree*, *bucket assisted* and *lightweight* which is the fastest among them according to the authors’ results.

There are also some overviews which sum up the above entropies as well, e.g., for a review of approximate entropy, see Chen et al. (2009); the appropriate use of ApEn and SpEn with the short datasets, see Yentes et al. (2013); the application of FzEn, see Hsu (2015). We will not go further here and begin to introduce the other statistical techniques used in this thesis.

2.4 Other Techniques Used in Thesis

In this section, we provide a brief overviews of covariance shrinkage, false discovery rate (FDR), four basic concepts in graphic model and Jackknife kernel which are adopted in this thesis.

2.4.1 Covariance Shrinkage

Ledoit & Wolf (2004) proposed a framework of large covariance shrinkage such that the covariance is well-conditioned to obtain the precision matrix. This framework can be described as follows.

Let $X$ be a $p \times n$ matrix with columns representing $n$ i.i.d. observations from a distribution with zero mean and covariance matrix $\Sigma$. Suppose $X$ has a finite fourth moment. The sample covariance matrix estimator is $S = n^{-1}XX^T$. When $p$ is larger than $n$, the estimator $S$ is usually ill-conditioned which hinders the statistical inference of covariance matrix. In numerical calculations, one common knowledge of dealing with ill-conditioned is by adding an identity matrix $I$ to $S$, i.e., $\Sigma_* = \rho_1 I + \rho_2 S$, where $\rho_1, \rho_2$ are the coefficients to be determined. Define the inner product of two $p \times p$ matrices $A_1, A_2$ by $\langle A_1, A_2 \rangle = tr(A_1A_2^T)/p$. Denote $\| \cdot \|^2_F$ as the squared Frobenius norm loss, we have $\| A \|^2_F = tr(AA^T)/p$. By using these notations, let $\mu = \langle \Sigma, I \rangle$, $\alpha^2 = \| \Sigma - \mu I \|^2_F$, $\beta^2 = E\| S - \Sigma \|^2_F$, $\delta^2 = E\| S - \mu I \|^2_F$.

\(^3\)The terminology *correlation dimension* is a concept used in the computation of ApEn and SpEn, see Zurek et al. (2012) for more details.
Then we have $\alpha^2 + \beta^2 = \delta^2$, see Lemma 2.1 in Ledoit & Wolf (2004). Next, define the objective function as

$$E = E\|\Sigma^* - \Sigma\|_F^2.$$  

(2.28)

The aim is to find the optimal $\rho_1, \rho_2$ such that (2.28) is minimal. The solutions verify that

$$\Sigma^* = \frac{\beta^2}{\delta^2} \mu I + \frac{\alpha^2}{\delta^2} S, \quad \rho_1 = \frac{\beta^2}{\delta^2} \mu, \quad \rho_2 = \frac{\alpha^2}{\delta^2},$$

for more details, see Theorem 1 in Ledoit & Wolf (2004).

It is worth pointing out that the above results hold if the $X$ is composed of the i.i.d. observations. We need to modify this framework to adapt the non i.i.d. case, for example, see Appendix A.1.

### 2.4.2 False Discovery Rate

We briefly review the main content of FDR. Let $m_1$, represent the number of true hypothesis, $m_2$ represents the number of false hypothesis, so the total number of test is $m_1 + m_2 = m$. Furthermore, let $m_1$ represent the number of rejecting null hypothesis, $m_2$ represents the number of accepting null hypothesis, also $m_1 + m_2 = m$. These can be summarized by Table 2.1. $m_{11}$ is the number of false discoveries, $m_{21}$ is the number of true discoveries, $m_{12}$ is the number of true negatives, $m_{22}$ is the number of false negatives. $m_1$ is an observable random variable while $m_{11}, m_{12}, m_{21}, m_{22}$ are unobservable random variables. The false discovery rate is defined as

$$FDR = \frac{m_{11}}{m_1}.$$  

We use Benjamini-Hochberg procedure (Benjamini et al., 2006) to control the FDR at level $\alpha$ in Chapter 4.

### 2.4.3 Basic Concepts in Graphical Network

In this subsection, we will review four basic concepts in graphical network: Edge Density, Vertex Strength, Clustering Coefficient and Centrality. We use these definitions to evaluate the changes of network with respect to different financial periods in Chapter 4.
Let $V$ and $E$ represent the vertex and edge, define the network graph as $G = (V, E)$. The definition of Edge Density is

$$\text{den}(G) = \frac{|E|}{|V|(|V| - 1)/2},$$

where $|\cdot|$ represents the cardinality operator. For a weighted network, the Vertex Strength or Weighted Vertex Degree is simply to add the weights of edges which are directly connected to a given vertex. Let $A = (a_{ij})_{1\leq i,j \leq p}$ and $W = (w_{ij})_{1\leq i,j \leq p}$ be the adjacency matrix and weight matrix, then we define the vertex strength of $G$ as

$$\text{stren}(G) = \sum_{i=1}^{p} \sum_{j=1}^{p} a_{ij}w_{ij}.$$ 

For any vertex $u \in V$, the vertex centrality (Sabidussi, 1966) is

$$c(u) = \frac{1}{\sum_{v \in V} d(u, v)}, \quad (2.29)$$

where $d(u, v)$ is the distance between vertices $u$ and $v$. This equation measures the vertex centrality for Graph $G$. Freeman (1978) gave a measure of graph level centrality, let $c(u^*)$ be the maximum centrality among the $q$ vertices, the graph level centrality is

$$c(G) = \frac{\sum_{u \in V} [c(u^*) - c(u)]}{(q^2 - 3q + 2)/(2q - 3)}.$$ 

Clustering coefficient is defined as

$$\text{clust}(G) = \frac{3\tau_{\Delta}(G)}{\tau(G)},$$

where $\tau_{\Delta}(G)$ represents the number of triangles in $G$ and $\tau(G)$ is the connected triples, i.e., a sub-graph of three vertices connected by two edges, for more detail, see Kolaczyk (2009).

### 2.4.4 Jackknife Kernel

For bounded support of $x$, researchers prefer to use the Jackknife kernel to correct the boundary effect. Denote $K_h(x) = K(x/h)/h$ as the scaled kernel. Let $f_0(\cdot)$ be the density function of univariate $x$ with support $[0, 1]$. The nonparametric density estimator of $f_0(x)$ is $\hat{f}_0(x) = n^{-1} \sum_{i=1}^{n} K_h(x - x_i)$. Using change of variable and second order Taylor expansion, the expectation of $\hat{f}_0(x)$ can be
obtained as
\[
\mathbb{E}\left(\hat{f}_0(x)\right) \approx f_0(x) - h f'_0(x) \int_{(x-1)/h}^{x/h} uK(u) du - h f_0'(x) \int_{(x-1)/h}^{x/h} uK(u) du + \frac{1}{2} h^2 f''_0(x) \int_{(x-1)/h}^{x/h} u^2 K(u) du.
\] (2.30)

If \( x \leq 1 - h \), then \( (x-1)/h \leq -1 \). Hence, \( (x-1)/h \) in equation (2.30) can be written as -1 because \( K(\cdot) \) has the support \([-1, 1]\). Furthermore, let \( x = \rho h \), \( \rho \geq 0 \), then equation (2.30) can be simply expressed as
\[
\mathbb{E}\left(\hat{f}_0(x)\right) \approx f_0(x)\omega_0(\rho) - h f'_0(x)\omega_1(\rho) + \frac{1}{2} h^2 f''_0(x)\omega_2(\rho),
\] (2.31)
where \( \omega_l(\rho) = \int_{-1}^{\rho} u^l K(u) du \), \( l = 0, 1, 2 \). Note that if \( \rho \geq 1 \) (equivalently \( x \geq h \)), then according to Assumption 1 (on page 108), \( \omega_0(\rho) = 1 \) and \( \omega_1(\rho) = 0 \). Therefore, we have
\[
\mathbb{E}\left(\hat{f}_0(x)\right) \approx f_0(x) + O(h^2),
\] (2.32)
which indicates \( \hat{f}_0(x) \) is asymptotically unbiased with of order \( O(h^2) \) if \( x \in [h, 1-h] \). However, when \( x \in [0, h) \) (or \( 0 \leq \rho < 1 \)), we can see \( 1/2 \leq \omega_0(\rho) < 1 \). This means estimator \( \hat{f}_0(x) \) is biased. To ensure the asymptotically unbiased property, one can construct a ‘self-normalized’ estimator by \( \hat{f}_N(x) = \hat{f}_0(x)/\omega_0(\rho) \). The expectation of \( \hat{f}_N(x) \) is
\[
\mathbb{E}\left(\hat{f}_N(x)\right) \approx f_0(x) - h f'_0(x)R_1(\rho) + \frac{1}{2} h^2 f''_0(x)R_2(\rho),
\] (2.33)
where \( R_l(\rho) = \omega_l(\rho)/\omega_0(\rho) \), \( l = 1, 2 \). Apparently the leading bias term in equation (2.33) is of order \( O(h) \) rather than \( O(h^2) \) except \( f'_0(x) = 0 \). In order to let \( \hat{f}_N(x) \) be of the same order \( O(h^2) \), John (1984) proposed Jackknife kernel to eliminate the \( O(h) \) term. Only in the computation of REn in Chapter 5, we adopt John (1984)’s Jackknife kernel method, more generalized Jackknife kernels and discussions can be found in Jones (1993). Given bandwidth \( h \), let \( \hat{f}_N(x; h) \) be the estimator of \( f_0(x) \) if \( x = \rho h \) and \( 0 \leq \rho < 1 \). Similarly, denote \( \hat{f}_N(x; h_1) \) as the estimator of \( f_0(x) \) based on another bandwidth \( h_1 \) if \( x = \rho_1 h_1 \) and \( 0 \leq \rho_1 < 1 \). The essence of John (1984)’s Jackknife kernel method is the linear combination of two normalized kernel estimators with bandwidths \( h \) and \( h_1 \) respectively, i.e.,
\[
\bar{g}_N(x) = (1 + \beta)\hat{f}_N(x; h) - \beta\hat{f}_N(x; h_1),
\]
where \( \beta \) is the parameter to be determined later. One can easily verify that
\[
\mathbb{E}(\bar{g}_N(x)) \approx f_0(x) + f'_0(x)\left[-h(1 + \beta)R_1(\rho) + h_1\beta R_1(\rho_1)\right] + O(h^2 + h_1^2). \tag{2.34}
\]
Let \( h_1 = \alpha h \), according to \( \rho_1 h_1 = \rho h \), then \( \rho_1 = \rho / \alpha \). The leading bias term of equation (2.34) is

\[
h f'_0(x) \left[ -(1 + \beta) R_1(\rho) + \alpha \beta R_1(\rho / \alpha) \right].
\] (2.35)

With the appropriate choice of \( \beta \):

\[
\beta(\rho) = \frac{R_1(\rho)}{\alpha R_1(\rho / \alpha) - R_1(\rho)},
\]

the leading bias term (2.35) vanishes so that \( E(\tilde{g}_N(x)) - f_0(x) \) is of order \( O(h^2) \) as interior interval \([h, 1-h] \). It is easy to see that the Jackknife kernel is \( K_\rho(u) = h^{-1} k_\rho(u) \), where

\[
k_\rho(u) = (1 + \beta) \frac{K(u)}{\omega_0(\rho)} - \frac{\beta}{\alpha} \frac{K(u/\alpha)}{\omega_0(\rho / \alpha)}.
\] (2.36)

Now, we have obtained the Jackknife kernel for interval \([0, h] \), using the same way, we can get the Jackknife kernel for interval \([1-h, 1] \) as well. If \( 1-h < x \leq 1 \) and let \( 1-x = \rho h \) then equation (2.31) is

\[
E \left( \tilde{f}_0(x) \right) \approx f_0(x) \omega_0^*(\rho) - h f'_0(x) \omega_1^*(\rho) + \frac{1}{2} h^2 f''_0(x) \omega_2^*(\rho),
\]

where \( \omega_i^*(\rho) = \int_{-\rho}^{\rho} K(u) du, \ l = 0, 1, 2 \). Using the same discussions as equations (2.32)-(2.35), one has \( \beta^*(\rho) = \frac{R_1^*(\rho)}{\alpha R_1^*(\rho / \alpha) - R_1^*(\rho)} \), where \( R_1^*(\cdot) = \omega_1^*(\cdot) / \omega_0^*(\cdot) \). Since \( K(\cdot) \) is symmetric, we have \( \omega_0^*(\cdot) = \omega_0(\cdot), \ \omega_1^*(\cdot) = -\omega_1(\cdot), \ R_1^*(\cdot) = -R_1(\cdot) \) and \( \beta^*(\rho) = \beta(\rho) \). Therefore, for \( x \in (1-h, 1], \rho = (1-x)/h \), the Jackknife kernel has the same form of equation (2.36). Recalling that \( \alpha \) is not yet determined, in this thesis, we follow the choice of \( \alpha \) in John (1984) and let \( \alpha = 2 - \rho \). Finally, for univariate \( x \), the Jackknife kernel is

\[
K_h^J(x-y) = \begin{cases} 
    h^{-1} k_{(x/h)} \left( \frac{x-u}{h} \right), & \text{if } x \in [0, h). \\
    h^{-1} K \left( \frac{x-u}{h} \right), & \text{if } x \in [h, 1-h]. \\
    h^{-1} k_{(1-x/h)} \left( \frac{x-u}{h} \right), & \text{if } x \in (1-h, 1].
\end{cases}
\] (2.37)

For more details, see John (1984) and Hong & White (2005).

We try our best to review the references relevant to this research. We hope it outlines a full background from a bird’s eye view. Before we turn to the next chapter, the remark on notations needs to be emphasized here. In this chapter, we keep the symbol notations consistent with those in the references as possible as we can. Because we quote many statistical methods in this chapter, it is hard to coordinate the models using one set of notations. So whence we introduce the statistical methods in one specific section, the notations used in this section will
be emphasized again. But, from now on, the symbol notations in each chapter are consistent to avoid the confusion. If the same notation appears in different chapters, we will emphasize or re-define it in where it needs to. The general notations for the following chapters can be found in List of Symbols.

As for the kernel function, we adopt the Gaussian kernel in Chapter 3 and Chapter 4. In Chapter 5, we use the Jackknife kernel. No doubt, the frameworks and relative entropy can be extended to the other kernels, however, this extension is beyond this research, we will not discuss it any more.
Chapter 3

Factorized Estimation of High-dimensional Nonparametric Covariance Models

3.1 Introduction

Nonparametric estimation of the covariate-dependent conditional covariance matrix $\Sigma(u)$ in covariance models is fundamental to contemporary scientific research including neuroimaging in neuroscience, disease mapping in health science, daily ozone concentration analysis in environmental science, asset portfolio risk analysis in finance and among others (Ledoit & Wolf, 2004; Yin et al., 2010; Reich et al., 2011; Lamus et al., 2012; Fan et al., 2013; Fox & Dunson, 2015; Zhang & Liu, 2015; Zhang & Su, 2015; Chen & Leng, 2016). However, most efforts in nonparametric covariance estimation suffer from a curse of dimensionality (Fan et al., 2013). For example, the dataset we are studying in this chapter contains historical returns of 75 assets over three time-periods, namely before-financial-crisis, in-financial-crisis and after-financial-crisis with $n$ equal to 84, 36 and 95 months respectively. Note that many more assets can be collected for investigation whereas the number of months $n$ in a period is sometimes quite limited (Engle et al., 2017).

These authors pointed out that the resulting covariance estimator can still be ill-conditioned for finite samples, where an ad-hoc and small constant is required to add to its eigenvalues. These authors also established a consistency theory for their estimators when the sample is from an independent identical distribution. There are three main issues when we use these existing methods.

Firstly, the performance of these methods can be compromised by employing the same smoothing bandwidth for the entries which have varying degrees of smoothness. In particular, under the sparsity assumption, the covariance matrix
function contains many zero entries which are in favour with infinite bandwidth and thus affect the estimation of other nonzero entries if we use a single bandwidth for the entries. On the other hand, letting each entry having its own bandwidth will generate $p(p+1)/2$ tuning parameters to choose. The resulting estimator may not be an appropriate covariance matrix estimator as it can be negative definite for finite samples. Secondly, as the ad-hoc eigenvalues adjustment of Chen & Leng (2016) to the estimated matrix is not principle-guided, it is desirable to explore an optimal shrinkage procedure. Finally, the existing asymptotic theory holds only for i.i.d. samples, in most of the applications, the samples are dependent. For instance, in the above asset portfolio risk analysis, both market returns and asset returns are serially correlated time series.

In this chapter, we have proposed a novel framework to address these issues. It is based on a variance-correlation factorization of $\Sigma(u)$ in the form of $\Sigma(u) = Q_0(u)C_0(u)Q_0(u)^T$, where $Q_0(u)$ is a diagonal matrix function composed by the square roots of the diagonal entries of $\Sigma(u)$ and $C_0(u)$ is the correlation matrix function. We further factorize $C_0(u)$ into the product of invertible band matrix factors of $\Sigma(u)$. In general, we choose band matrices which are less complex than $\Sigma(u)$. In the proposal, we first estimate these band matrices in turn with separate kernel bandwidths, followed by entry-wise thresholding on the resulting estimator of $C_0(u)$. Estimation of these band matrices with different bandwidths is expected to improve the flexibility of the proposal and thus to provide a more accurate estimator for $\Sigma(u)$. Intuitively, performing thresholding on estimated correlations is better than on covariances, since the variation of the estimated correlations is likely to be smaller and more homogenous than that of the estimated covariances. The reason is that our model is heteroscedastic, so thresholding correlation coefficients is more appropriate than thresholding the covariance matrix. In fact, thresholding correlations has been proved adaptive to the variability of individual entries of covariance matrix (Cai & Liu, 2011). Finally, a well-conditioned and optimal shrinkage estimator of $\Sigma(u)$ is derived by minimizing the Frobenius norm loss. In summary, the proposed framework differs from the DCM in using multiple factorization-based bandwidths, thresholding correlations and taking into account the shrinkage effect. The proposal can be viewed as a nonparametric extension of the so-called DCC-GARCH approach (Engle et al., 2017), a popular technique for estimating a multivariate time series model.

To evaluate the performance of the new proposal, a set of simulation studies are conducted. The results demonstrate that the new proposal substantially outperforms its counterparts in terms of the Frobenius norm loss and other criteria. The proposed method is illustrated through an application to the analysis
of monthly return data for a group of risky assets mentioned above. The analysis reports the following findings: (1) Some asset returns present a striking non-linear departure from the Capital Asset Pricing Model (CAPM) (Fama & French, 2004). (2) Both volatility and co-volatility of these asset returns are market-dependent, see Figures A.1–A.3 for more details. These two findings provide empirical support for building a nonparametric CAPM for risk assessment and portfolio selection. We also establish an asymptotic theory for the new proposal: under some mixing and regularity conditions, the proposed estimator is asymptotically consistent with the underlying covariance matrix function even when the samples are dependent. In the procedure, the thresholding step ensures that the resulting estimator converges to the true covariance matrix with a good rate while the shrinkage step makes the resulting estimator not ill-conditioned even infinite. To prove the above theory, a dedicated concentration inequality different from Chen & Leng (2016) is employed for dependent samples. In particular, the proof for the convergence rate of the proposed shrinkage is non-trivial. Note that without the extra thresholding step, a standard shrinkage estimator is expected to have convergence rate of $O_p(\sqrt{p/(nh)})$, where $h$ is the bandwidth in the kernel estimation (Ledoit & Wolf, 2004). After adding the extra thresholding step in the shrinkage procedure, we show that the resulting estimator has a faster convergence rate $O_p(\sqrt{\log(p/h)/(nh)})$ than the standard shrinkage if the underlying covariance matrix is sparse.

The rest of this chapter is organized as follows. First, we introduce our motivations behind the framework in Section 3.2, then the proposed factorized estimators are introduced in Section 3.3. The corresponding algorithms are developed to determine the bandwidths in the related kernel smoothing as well as the levels of thresholding and shrinkage. The uniform consistency and the convergence rate of the proposed estimator are established with dependent samples in Section 3.4. In Section 3.5, simulation studies are conducted to evaluate the performance of the proposed method and compare it to the existing method. The proposed procedure is employed to analyse financial returns for a group of assets. We conclude with a discussion in Section 3.6. The numerical results are postponed to Appendix A.

Throughout this chapter, we let $\lambda_{\min}(\cdot)$ and $\lambda_{\max}(\cdot)$ denote the minimum and maximum eigenvalues of a square matrix. For a vector $x$, let $||x||$ denote its Euclidean norm. For a square matrix $A = (a_{ik})_{p \times p}$, let $||A||_F = \sqrt{\text{tr}(AA^T)/p}$, $||A||_F = \lambda_{\max}^{1/2}(AA^T)$, $||A||_{\max} = \max_{i,k} |a_{ik}|$ and $||A||_{\infty} = \max_{1 \leq i \leq p} \sum_{k=1}^p |a_{ik}|$ denote its (size-normalized) Frobenius, spectral, max and $\infty$-norms. Let $\langle A, B \rangle = \text{tr}(AB^T)/p$ be the inner product of square matrices $A$ and $B$. Note that these norms satisfy $||A||_F \leq ||A|| \leq ||A||_{\infty} \leq \max_{1 \leq i \leq p} \sum_{j=1}^p I(|a_{ik}| > 0)||A||_{\max}$. Let
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3.2 Motivation

In this section, we will analyse the current issues in dynamic covariance model such as the choice of covariance estimator, the cross validation criterion, the ad hocly adjusted estimator and the effect of sparsity.

3.2.1 The Choice of Covariance Estimator

There are two covariance estimators in literature, see Section 2.1.3. One is estimator (2.13) (Yin et al., 2010) and the other is estimator (2.14) (Chen & Leng, 2016). Estimators (2.13) and (2.14) are

\[ \hat{\Sigma}(u) = \sum_{i=1}^{n} w_{ih}(u)(y_i - \hat{\mu}(u_i))(y_i - \hat{\mu}(u_i))^T, \]
\[ \hat{\Sigma}_1(u) = \sum_{i=1}^{n} w_{ih}(u)(y_i - \mu(u))(y_i - \mu(u))^T. \]

If the mean function \( \hat{\mu}(u_i) \) is constant with respect to \( u_i \), then \( \hat{\Sigma}(u) \) and \( \hat{\Sigma}_1(u) \) are equivalent especially when the mean function is zero. Note that \( \hat{\Sigma}(u) \) differs from \( \hat{\Sigma}_1(u) \) in terms of estimating the residuals: The former uses estimators \( y_i - \hat{\mu}(u_i) = \Sigma(u_i)^{1/2} \varepsilon_i + \mu(u_i) - \hat{\mu}(u_i) \), \( 1 \leq i \leq n \) while the latter adopts estimators \( y_i - \mu(u) = \Sigma(u_i)^{1/2} \varepsilon_i + \mu(u_i) - \hat{\mu}(u) \), \( 1 \leq i \leq n \). Here, compared to \( \mu(u_i) - \hat{\mu}(u_i) = \mu(u_i) - \mu(u_i) + \hat{\mu}(u_i) - \hat{\mu}(u) \) has an extra bias \( \hat{\mu}(u_i) - \hat{\mu}(u) \). So \( \hat{\Sigma}(u) \) is expected to perform better than \( \hat{\Sigma}_1(u) \), see Remark 2 in Yin et al. (2010) and table results in Appendix A. In Chen & Leng (2016)’s work, they assumed the mean function is zero so that these two estimators are equivalent. In general, we consider both mean function and covariance function. Without loss of generality, we adopt \( \hat{\Sigma}(u) \) as the covariance matrix estimator in Chapter 3 and Chapter 4.

3.2.2 The Criterion of Cross Validation

The criterion of bandwidth selection is crucial in nonparametric covariance estimation. It not only determines the performance of nonparametric covariance estimator but also has a big influence on computational complexity. Appropriate criterion can speed up the selection of bandwidth, see Figure 3.1. Both cross validation criteria: (2.15) and (2.16) include the computation of inverse of covariance estimator. As aforementioned in Section 2.2, for a \( p \times p \) square matrix \( \hat{\Sigma}(u) \)
in high-dimensional setting, the matrix inversion in (2.15) and (2.16) is still a computational burden. Hence, we employ the criterion (2.18) to avoid the computation of precision matrix. Criterion (2.18) avoids the computation of matrix inversion, so our method performs efficiently in terms of time consumption as illustrated in Figures 3.1(a) and 3.1(b).

Figure 3.1: Comparison of The CPU-time Consumptions

Figures 3.1(a) and 3.1(b) show the comparison of time consumptions in sec-
onds when we apply $\text{DCM}_1$, $\text{stDCM}_1$, $\text{DCM}_2$, $\text{tNCM}_0$, $\text{stNCM}_0$, $\text{tNCM}_1$ and $\text{stNCM}_1$ to each of 90 datasets in Macbook Pro (CPU: 2.6 GHz 6-Core Intel Core i7, macOS: Big Sur). These datasets are simulated from the Setting 1 with $\rho = 0$. There are four different methods in Figure 3.1(a) and Figure 3.1(b), see Section 3.5 for more details. We can see that DCM estimators using criterion (2.16) consume more time than our nonparametric covariance estimators.

### 3.2.3 The Modified Covariance Estimators

In practice, the dimension $p$ is frequently much larger than the effective local sample size $nh$. This results in a degenerate covariance estimator. To mitigate the high-dimensional effect, researchers modify the covariance estimator by trimming its entries (Bickel & Levina, 2008a). Chen & Leng (2016) also adopted Bickel & Levina (2008a)’s threshold method in the DCM framework. Furthermore, under sparsity and regularity conditions on $(y_i, u_i)_{i=1}^n$, the threshold covariance estimator is shown to be consistent for an i.i.d. sample with a convergence rate $\sqrt{\log(p)}(\sqrt{1/(nh)}) + h^2$ (Chen & Leng, 2016).

However, for a finite sample, Chen & Leng (2016) pointed out that the proposed estimator may be degenerated. To obtain positive definiteness, they ad-hocly adjusted the estimator by adding the smallest eigenvalue-dependent number to its diagonals, i.e., the modified estimator is

$$\hat{\Sigma}_c(u) = s(\hat{\Sigma}(u)) + \{ -\hat{a}(u) + c_n \} I_p,$$

where $\hat{a}(u)$ is the smallest eigenvalue of $s(\hat{\Sigma}(u))$ and $s(z) = zI(|z| \geq \lambda)$ represents the hard threshold function. They suggested using

$$c_n = O \left( c_0(p) \left( \sqrt{\log p}/(nh) + h^2 \sqrt{\log p} \right)^{1-q} \right),$$

as a small positive number in the adjusted estimator (3.1). As far as we know, there is no available way in literature to determine the constant $c_0(p)$.

As mentioned above, Chen & Leng (2016) employed (3.1) to guarantee the positive definiteness of threshold nonparametric covariance estimator. However, the authors did not point out how to determine the constant (3.2). Hence, we need to find another method. We also notice that Ledoit & Wolf (2004) proposed a shrinkage method for the i.i.d. sample, see the review in Section 2.4.

The idea behind the modified covariance matrix estimator (Ledoit & Wolf, 2004) is to find the optimal linear combination of the sample covariance matrix $S$ and the identity matrix $I_p$ by minimizing the expected squared Frobenius norm, see Section 2.4.1. Compared with adding $c_n I_p$ in equation (3.1), Ledoit & Wolf...
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Ledoit & Wolf (2004)’s shrinkage coefficient $\rho$ is determined by the observations. This is a more desirable property if we can extend Ledoit & Wolf (2004)’s shrinkage method to nonparametric covariance estimation. Both Chen & Leng (2016) and Ledoit & Wolf (2004)’s methods can make the covariance matrix estimators positive-definite, however there is no standard criterion to choose the constant (3.2). For this purpose, we have derived the optimal shrinkage coefficient in nonparametric covariance circumstance in Appendix A.1 and the results in Appendix A.2 show that the shrinkage estimator performs consistently better than the non-shrinkage estimator.

3.2.4 The Effect of Sparsity

In high-dimensional settings, sparsity assumption is frequently required to make sure the statistical estimator is consistent, e.g., Chaudhuri et al. (2007), Cai & Liu (2011), Bien & Tibshirani (2011), Rothman et al. (2009), and Rothman (2012), and the references therein. We explore the smoothness of $\Sigma(u)$ with a common shared bandwidth as Yin et al. (2010)’s suggestion in high-dimensional settings. The conclusion reports that it may introduce a large bias to estimate nonzero entries when $\Sigma(u)$ contains many unknown zero entries as illustrated by the following pilot study. In this study, we clarify the zero entries problem, then show how factorization can reduce the effect of zero entries in terms of Frobenius norm loss. Note that our algorithm includes mean function estimation, standardization, factorization, threshold and shrinkage, see Section 3.3. To gain straightforward insight into factorization, we suppose the mean function is zero, the underlying variance-covariance matrix is a sparse correlation coefficient matrix so that we do not need to estimate the mean function and standardize covariance matrix any more.

First, we introduce how to generate sparse symmetric correlation coefficient matrix. We need to introduce two definitions: sparsity of matrix and sparsity of strictly lower triangular matrix. Throughout this chapter, we define the sparsity of a $p$-dimensional matrix as the number of zero entries divided by $p^2$, denoted as $S$. Next, we define the strictly lower triangular matrix $L = (l_{ij})_{p \times p}$, where $l_{ij} = a_{ij}$ if $i > j$; otherwise 0. Denote $p_0 = p(p - 1)/2$, $n_z = \#\{a_{ij} = 0, 1 \leq j < i \leq p\}$, then the sparsity of $L$ is defined as $S_L^* = n_z/p_0$. The sparse symmetric correlation coefficient matrix is generated by three steps: (1) Let $R(u) = (r_{ij}(u))_{p \times p}$, where $r_{ij}(u) = \exp(100u \sin(ij)) \sin(\pi u)$, then initialize the indicator matrix $E$ by letting the entries be 1. (2) Let $L_E$ represent the strictly lower triangular matrix of $E$, then there are $p_0$ 1-entries in $L_E$. Given $S_L^*$, we randomly draw $p^* = \lfloor p_0S_L^* \rfloor$ entries from $L_E$ and change the values at these $p^*$ entries to 0, update the indicator matrix $E$ by $L_E + I_p + L_E^T$, where $I_p$ represents the identity matrix and
superscript $T$ denotes transpose. (3) Renew $R(u) = R(u) \odot E$, where $\odot$ represents matrix component-wise multiplication. Now $R(u)$ is sparse and symmetric but may be negative definite. To satisfy the positive definite requirement of variance-covariance matrix, we let $C(u) = R(u) \times R(u)$. Finally, standardize $C(u)$ to obtain $\Sigma(u) = [\text{Diag}(C(u))]^{-1/2}C(u)[\text{Diag}(C(u))]^{-1/2}$.

For simulation, we let $n = 250, p = 100$. Covariates $u_i, i = 1, \ldots, n$ are randomly drawn from interval $[-0.95, 0.95]$. Without loss of generality, we let $\Sigma(u_i), i = 1, \ldots, n$ be correlation coefficient matrices. Given $S_\Sigma^*$, for each $u_i$, we obtain the $\Sigma(u_i)$ using the above procedure, then draw one observation from multivariate norm distribution with zero mean and covariance $\Sigma(u_i)$. In this example, we specify $S_\Sigma^*$ as 0.855, 0.91, 0.95, 0.97, 0.98, 0.985, 0.99, 0.995, the corresponding final sparsity of variance-covariance matrix, i.e., $S_\Sigma$, are 0.10, 0.40, 0.74, 0.88, 0.93, 0.95, 0.97, 0.98 ($S_\Sigma$ maybe fluctuate with different random seed).

Based on the sample, we calculate the curves of cross-validation values against bandwidth for each $S_\Sigma = 0.10, 0.40, 0.74, 0.88, 0.93, 0.95, 0.97, 0.98$. These curves have different scales, so we rescale these curves using each curve divided by its minimum value, these results are illustrated in Figure 3.2. The numbers behind arrows are the sparsity of variance-covariance matrix, i.e., $S_\Sigma$. As sparsity $S_\Sigma$ increases from 0.10 to 0.98, the curves become flatter, and the optimal bandwidth tends to infinity. Furthermore, we repeat the previous process 90 times and compute the Frobenius norm loss for zero and nonzero off-diagonal entries, the box-plots in Figure 3.3 represent the 90 average Frobenius norm losses. The optimal bandwidth goes to infinity because zero entries gradually dominate the bandwidth selection whence the sparsity increases. That means one will use the global arithmetic average of $y_i y_i^T$ to estimate the local value of correlation coefficient function, or simply, using constant line to estimate correlation coefficient.

![Figure 3.2: Cross Validation Curves with Different Sparsity](image-url)
function for nonzero off-diagonal entries when the bandwidth $h \to +\infty$. Hence, the bias comes from the wrong selected bandwidth for nonzero off-diagonal entries. Therefore, the average Frobenius norm losses in nonzero part become larger and larger while the losses in zero part become smaller and smaller. In Chapter 3 and Chapter 4, we call it zero entries problem. This phenomenon exists in the nonparametric mean function estimation as well, there still exists zero entries problem.

We develop a factorized nonparametric covariance model to solve the zero entries problem, for more technical details, see Section 3.3. Next, we will show how factorized nonparametric covariance model could reduce the bias of nonzero entries.

In the procedure of covariance matrix estimation, if we only adopt the factor matrix $Q_0$, then the off-diagonal entries share one common bandwidth. If there are many zeroes among the off-diagonal entries, then we can encounter the zero entries problem. To illustrate how the factorization matrices $Q_0, Q_1, \ldots$ can reduce the effect of the zero entries, we simply compare 2 methods here. $Q_1$ represents the method using $\hat{Q}_1(u_i)$ factor while $Q_0$ represents method without using factorization. In fact, $\hat{Q}_0(u_i)$ factor belongs to the standardization step which in this simulation we need not estimate. Figure 3.4(a) shows the bandwidth selec-
tion in method $Q_0$. Since there is no factorization and the sparsity $S_\Sigma = 0.97$, zero entries contribute a major effect on bandwidth selection and let the CV against bandwidth $h_0^*$ curve be flatter. However, in Figure 3.4(b), the optimal bandwidth $h_1$ can be obtained at around 0.3091. In fact, the optimal bandwidth in Figure 3.4(a) is 1.5354 which is larger than 1. To investigate the kernel weight performance, let $u_0 = 0$, Figure 3.4(c) shows the kernel weight $K_h(u - u_0)$ for $\hat{h}_0^* = 1.5354$ and $\hat{h}_1 = 0.3091$ respectively. Clearly, the bandwidth $\hat{h}_0^* = 1.5354$ means that each observation has almost the same weight. When the sparsity continues to increase, the bandwidth will go to infinity as Figure 3.2 shows.

Note that, in this simulation, the locations of zero entries are randomly drawn and the elements of $\tilde{y}_i$’s are re-ranked, we can guarantee that at least the first off-diagonal entries of $\tilde{y}_i\tilde{y}_i^T$ can not be estimated by constant. Figure 3.5 shows the average Frobenius loss. At each condition $u_i$, $i = 1, \ldots, n$, we evaluate the Frobenius norm loss of correlation coefficient matrix, then take average of $n$ Frobenius norm losses respectively. Finally, we repeat this procedure 90 times. To avoid the effect of threshold and shrinkage, we do not implement these two steps in this simulation. Because the off-diagonal entries contain zero and nonzero entries, and their locations are already known in the data generation process. We compute the Frobenius norm loss for both zero and nonzero parts respectively, see Figures 3.5(a) and 3.5(b). The losses of zero part for method $Q_0$ and $Q_1$ are almost equivalent, but the Frobenius loss of method $Q_1$ in nonzero part is significantly lower than the loss of method $Q_0$. Similar to Chen & Leng (2016), they used the median Frobenius norm loss to evaluate the performance of different method, here we want to mention that a smaller loss will imply a better performance. In this simulation, the median Frobenius norm loss (3.16) of both methods $Q_0$ and $Q_1$ are 0.287 and 0.186 respectively. The relative improvement of method $Q_1$ to method $Q_0$ under this sparsity is 35.19%. This means that the NCM with one factor band matrix ($m = 1$) performs better than that without factor band.
matrix \((m = 0)\). Note that we only concentrate on the factorization step in this case and just one factor \(\hat{Q}_1(u_i)\) involved under \(S_{\Sigma} = 0.97\). When more factors are added in, the improvement will be much larger. However, each added-in factor will increase the computational complexity in terms of computing inverse matrix \(\hat{Q}_m^{-1}(u_i)\) and bandwidth selection. An et al. (2014) proposed a hypothesis testing to detect the band size under high-dimensional banded precision matrices circumstance. However, we can not directly extend this parametric hypothesis test to our nonparametric case, because we did not assume that the precision matrix is a band matrix, e.g., setting 2 in Section 3.5. In this simulation, the zero entries locations are randomized which means our variance-covariance matrix is more flexible than just the band matrix.

To the best of our knowledge, the usual criteria to select model are AIC, BIC or cross validation method. However, they fail to select the number of factors since it is hard to establish the criteria in terms of the Frobenius norm loss. In practise, I suggest two alternative methods to select \(m\). (1) Let \(m\) increase 1 by each step, repeat the whole NCM algorithm until the difference between Frobenius norm loss in \(m\) and \(m + 1\) step is less than user-specified threshold value, say \(10^{-4}\). (2) Let \(m\) increase 1 by each step, if the bandwidth \(\hat{h}_m\) is very large, say 100, then it means the entries share the same weight, the improvement seems to be insignificant. In this sense, one can stop here and return \(m\). However, these two methods are not verified by simulation since for each fixed \(m\), one implementation of NCM will cost about one week in high performance computing cluster with 96 CPU cores. Therefore, throughout this chapter we let \(m = 1\) due to the trade-off between loss improvement and computational complexity.

Furthermore, we also extend our model to non i.i.d. case, see the settings in Section 3.5. The results in Appendix A show that our factorized estimation of nonparametric covariance model uniformly performs better than DCM method for non i.i.d. as well.

### 3.3 Methodology

Let \(Y = (Y_1, \ldots, Y_p)^T \in \mathbb{R}^p\) be a \(p\)-dimensional random vector and \(U \in \mathbb{R}\) be the associated index random variable. We model the conditional mean and covariance matrix of \(Y\) given \(U = u\) as \(\mu(u) = \mathbb{E}[Y|U = u]\) and \(\text{cov}(Y|U = u) = \Sigma(u)\) respectively whose entries are assumed to be an unknown smooth function of \(u\). Suppose that \((y_i, u_i)_{i=1}^n\) with \(y_i = (y_{i1}, \ldots, y_{ip})^T\), are random observations from the population \((Y, U)\), satisfying the equations

\[
y_i = \mu(u_i) + \Sigma(u_i)^{1/2} \xi_i, \quad i = 1, \ldots, n,
\]
Also, given \((u_i)_{i=1}^n\), \(\varepsilon_i\)'s are dependent with zero means and identity matrices (i.e., \(E[\varepsilon_i|u_i] = 0_p\), \(\text{cov}(\varepsilon_i|u_i) = I_p\) and \(E[\varepsilon_i\varepsilon_j^T] \neq 0, i \neq j\).

Let \(K(u)\) be a kernel density function, \(K_h(u) = h^{-1}K(u/h)\) (the scaled kernel function with a bandwidth \(h > 0\)) and \(w_{ih}(u) = K_h(u_i - u)/\sum_{k=1}^n K_h(u_k - u)\) (the weighting function). Yin et al. (2010) considered the following kernel estimators for \(\mu(\cdot)\) and \(\Sigma(\cdot)\):

\[
\hat{\mu}(u) = \sum_{i=1}^n w_{ih,\alpha}(u) y_i, \\
\hat{\Sigma}(u) = \sum_{i=1}^n w_{ih,\beta}(u)(y_i - \hat{\mu}(u_i))(y_i - \hat{\mu}(u_i))^T \triangleq (\hat{\sigma}_{kj}(u))_{1 \leq k, j \leq p},
\]

where \(h_\alpha\) and \(h_\beta\) are bandwidths for mean and covariance matrix functions. As mentioned in Section 3.2, estimator (3.3) will encounter the problems of zero-entry effect and non-positive definiteness in high-dimensional settings. We will develop a framework to overcome these problems.

### 3.3.1 Standardization

To improve the above covariance estimator, we consider a variance-correlation factorization in the form \(\Sigma(u) = Q_0(u)C_0(u)Q_0(u)\), where \(Q_0(u) = \text{Diag}(\Sigma(u))^{1/2}\) and \(C_0(u) = Q_0(u)^{-1}\Sigma(u)Q_0(u)^{-1}\).

Firstly, we need to estimate the diagonal entries \(Q_0(u)\) with a \(Q_0(u)\)-specified bandwidth \(h = h_0\). Given \(u\), the nonparametric variance estimator of each entry of \(y_i\) can be written as

\[
\hat{\sigma}_{11}(u) = \sum_{j=1}^n \frac{K_{h_0}(u_j - u)}{\sum_{j=1}^n K_{h_0}(u_j - u)} (y_{1j} - \hat{\mu}_1(u_j))^2, \\
\vdots = \vdots \\
\hat{\sigma}_{pp}(u) = \sum_{j=1}^n \frac{K_{h_0}(u_j - u)}{\sum_{j=1}^n K_{h_0}(u_j - u)} (y_{pj} - \hat{\mu}_p(u_j))^2.
\]

Let \(\hat{Q}_0(u) = \text{diag}\left(\sqrt{\hat{\sigma}_{kk}(u)} : 1 \leq k \leq p\right)\), for each \(u = u_i, i = 1, \ldots, n\), we can compute the diagonal entries’ estimators \(\hat{Q}_0(u_1), \ldots, \hat{Q}_0(u_n)\). Then, we standardize \(y_i, 1 \leq i \leq n\) by using \(\hat{\mu}(u_i)\) and \(\hat{Q}_0(u_i)\), i.e., \(\hat{y}_i = \hat{Q}_0^{-1}(u_i) (y_i - \hat{\mu}(u_i))\).

There are two bandwidths need to be selected here.

**Bandwidth selection for \(\hat{\mu}(u)\).** We minimize the following function

\[
CV_\mu(h_\alpha) = n^{-1} \sum_{i=1}^n [y_i - \hat{\mu}_{h_\alpha, -i}(u_i)]^2 \omega(u_i),
\]
to choose the optimal bandwidth $\hat{h}_\alpha$, where $\hat{\mu}_{h_{\alpha,-i}(u_i)}$ is the leave-one-out kernel mean function estimator, which is estimated by the local linear smoother based on the data without the $i$th observation. In analogy to the ASE function (Gasser & Müller, 1979), we apply the trimming function $\omega(u_i) = 1(u_{(l+1)} \leq u_i \leq u_{(n-l)})$ to $CV_{\mu}(h_\alpha)$ to get rid of the boundary effects, where $u_{(l)}$ is the $l$th order statistic of $(u_i)_{i=1}^n$ and in our simulation, we set $l = [0.05n]$. The optimal bandwidth for $\hat{\mu}(u)$ is $\hat{h}_\alpha = \arg\min_{h_\alpha} CV_{\mu}(h_\alpha)$.

**Bandwidth selection for $\hat{Q}_0(u_i)$.** Regarding the selection of smoothing parameter for $\hat{\sigma}_{kk}(u_i), i = 1, \ldots, n, k = 1, \ldots, p$, we use the following cross validation criterion to select the optimal bandwidth:

$$CV_0(h_0) = \sum_{i=1}^n \sum_{k=1}^p \left\{ \frac{(y_{ki} - \hat{\mu}_k(u_i))^2}{\hat{\sigma}_{kk}(-i)(u_i)} + \log(\hat{\sigma}_{kk}(-i)(u_i)) \right\},$$  

(3.5)

where $\hat{\sigma}_{kk}(-i)(u_i)$ represents the $k$-entry variance estimated by equation (3.4) without the $i$-th observation at given $u_i$. The optimal bandwidth for $\hat{Q}_0(u_i)$ is $\hat{h}_0 = \arg\min_{h_0} CV_0(h_0)$.

### 3.3.2 Factorization

There are a few matrix factorization algorithms for estimating a covariance matrix in literature, for example, the Cholesky algorithm (Rothman et al., 2010). In this chapter, we introduce a factorization method based on a series of pre-selected invertible band matrices.

In the previous section, we have obtained the standardization of $y_i$, hence the correlation coefficient matrix has the plug-in estimator

$$\hat{C}_0(u) = \sum_{i=1}^n w_{ih}(u)\tilde{y}_i\tilde{y}_i^T,$$

(3.6)

with bandwidth $h$ to be discussed later in this section. To reduce the zero entries effect introduced in Section 3.2.4, we further factorize $C_0(u)$ into $Q_1(u)C_1(u)Q_1(u)^T$ with

$$Q_1(u) = \begin{bmatrix} 1 & \rho_{12}(u) & 0 & 0 & \cdots & 0 \\ 0 & 1 & \rho_{23}(u) & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & 1 & \rho_{(p-1)p}(u) \\ 0 & 0 & \cdots & 0 & 0 & 1 \end{bmatrix}.$$  

(3.7)

Note that (3.7) has the explicit iterated inverse matrix (e.g., see Kiliç & Stanica, 2013). To avoid $\rho_{12}(u), \ldots, \rho_{(p-1)p}(u)$ including too many zero entries, we re-
rank the coordinates of $\mathbf{Y}$ by maximizing the marginal correlations of consecutive coordinates as follows:

Let $\tilde{\mathbf{y}}^{(s)}$ denote the $s$th row of the standardized data matrix $\tilde{\mathbf{y}} = (\tilde{y}_1, \ldots, \tilde{y}_n)$. Let $s_1 = 1$ and $S_1 = \{2, \ldots, p\}$. For $k = 2, \ldots, p$, define

$$s_k = \arg\max_{s \in S_{k-1}} \left| \text{corr} \left( \tilde{\mathbf{y}}^{(s)}, \tilde{\mathbf{y}}^{(s_{k-1})} \right) \right|,$$

and $S_k = S_{k-1} \setminus \{s_k\}$, where $\text{corr}(\cdot, \cdot)$ denotes the operator for calculating the sample correlation between two random vectors. Let $\mathbf{Y}^* = (Y_{s_1}, \ldots, Y_{s_p})$ be the re-ranked $\mathbf{Y}$. Then the largest absolute correlation coefficient entries (except the diagonal) in $C_0(u)$ are likely re-arranged to be close to the diagonal band. To simplify the notation, in the following we assume that the underlying coordinates have already been ranked. In many applications, the above assumption may hold when coordinates in $\mathbf{Y}$ have a natural ordering.

The estimator of $Q_1(u)$ can be obtained by nonparametric kernel estimation based on the standardized observations $\tilde{\mathbf{y}}_i$, namely, $\hat{Q}_1(u) = (\hat{q}_{kj}^{(1)})_{1 \leq k,j \leq p}$, where

$$\hat{q}_{kj}^{(1)} = \begin{cases} 1, & 1 \leq k = j \leq p, \\ \sum_{i=1}^n w_{ih}^{(1)}(u)\tilde{y}_k \tilde{y}_{(k+1)i}, & j = k + 1, 1 \leq k \leq p - 1, \\ 0, & \text{otherwise}. \end{cases}$$

(3.8)

where $h_1$ is the bandwidth only for the first diagonal entries in factor (3.7). Hence, using the factors $\hat{Q}_1(u_i), i = 1, \ldots, n$, we have the following transformation:

$$\tilde{\mathbf{y}}_i = \hat{Q}_1(u_i)\tilde{\mathbf{y}}_i, \quad i = 1, \ldots, n.$$

(3.9)

Based on this transformation, the correlation coefficient matrix estimator is

$$\hat{C}_0(u) = \hat{Q}_1^{-1}(u) \hat{C}_1(u) \hat{Q}_1^{-1}(u)^T,$$

(3.10)

where

$$\hat{C}_1(u) = \sum_{i=1}^n w_{ih}^{(1)}(u)\tilde{\mathbf{y}}_i \tilde{\mathbf{y}}_i^T.$$

(3.11)

Now, we compare the bandwidths in two estimators (3.6) and (3.10). Without factorization, the bandwidth in former estimator (3.6) is shared by the off-diagonal entries, the bandwidth $h_0$ of main diagonal entries is selected via criterion (3.5). Considering $Q_1(u)$-factorization, the bandwidth $h_1$ in $\hat{Q}_1(u)$ is shared by the first off-diagonal entries in the latter estimator (3.10). The rest of entries (except the main and first off-diagonal entries) in the latter estimator (3.10) share one common bandwidth as illustrated in estimator (3.11).
Clearly, we can see that the transformation (3.9) can guarantee at least the first diagonal entries of \( \hat{C}_0(u) \) not to be affected by the zero entries problem. More generally, we can repeat the same factorization step for the second off-diagonal, the third off-diagonal, \ldots, the \( m \)th off-diagonal as follows:

\[
\hat{Q}_2(u) = \left( \hat{q}_{k,j}^{(2)} \right)_{1 \leq k,j \leq p}, \quad \hat{q}_{k,j}^{(2)} = \begin{cases} 
1, & 1 \leq k = j \leq p, \\
\sum_{i=1}^{n} w_{h_2(u)} y_{ki} y_{(k+1)i}, & j = k + 2, \\
0, & 1 \leq k \leq p - 2, \\
\sum_{i=1}^{n} w_{h_2(u)} y_{ki} y_{(k+1)i}, & j = k + 3, \\
0, & 1 \leq k \leq p - 3, \\
\end{cases}
\]

\[
\hat{Q}_3(u) = \left( \hat{q}_{k,j}^{(3)} \right)_{1 \leq k,j \leq p}, \quad \hat{q}_{k,j}^{(3)} = \begin{cases} 
1, & 1 \leq k = j \leq p, \\
\sum_{i=1}^{n} w_{h_3(u)} y_{ki} y_{(k+1)i}, & j = k + 4, \\
0, & 1 \leq k \leq p - 3, \\
\end{cases}
\]

\[
\vdots
\]

\[
\hat{Q}_m(u) = \left( \hat{q}_{k,j}^{(m)} \right)_{1 \leq k,j \leq p}, \quad \hat{q}_{k,j}^{(m)} = \begin{cases} 
1, & 1 \leq k = j \leq p, \\
\sum_{i=1}^{n} w_{h_m(u)} y_{ki} y_{(k+1)i}, & j = k + m, \\
0, & 1 \leq k \leq p - m, \\
\end{cases}
\]

with bandwidths \( h_2, \ldots, h_m \). Using the above band matrices, we make the transformation: \( \tilde{y}_i = \hat{Q}_m^{-1}(u_i) \cdots \hat{Q}_1^{-1}(u_i) \tilde{y}_i, 1 \leq i \leq n \). For \( m \geq 1 \), we estimate \( C_m(u) \) by

\[
\hat{C}_m(u) = \sum_{i=1}^{n} w_{h}(u) \tilde{y}_i \tilde{y}_i^T.
\]

Let \( \hat{Q}(u) = \hat{Q}_1(u) \hat{Q}_2(u) \cdots \hat{Q}_m(u), \hat{P}(u) = \hat{Q}^{-1}(u) \), then we have

\[
\hat{C}_0(u) = \hat{P}(u) \hat{C}_m(u) \hat{P}(u)^T.
\]

For pre-fixed \( m \), correlation coefficient matrix estimator (3.14) includes \( m + 1 \) separate bandwidths which can overcome the zero entries problem stated in Section 3.2.4. Because estimator (3.14) has multiple bandwidths which implies that the zero entries will not affect the bandwidth selection for the first \( m \) off-diagonal entries if \( m \) is appropriately pre-specified.

**Bandwidth for estimating \( Q_k(u), 1 \leq k \leq m \).** We choose the bandwidth \( \hat{h}_k = \arg \min CV_k(h_k) \) at which the following criterion attains the minimum:

\[
CV_k(h) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{p-k} \left( \hat{\rho}_{j(j+k)(-i)}(u_i) - \tilde{y}_{ij} \tilde{y}_{(j+k)i} \right)^2,
\]

where \( \hat{\rho}_{j(j+k)(-i)}(u_i) \) is the kernel estimator of the \( j(j+k) \)th correlation \( \rho_{j(j+k)}(u_i) \) based on the leave-one-out dataset \( (\tilde{y}_t, u_t)_{t \neq i} \).

**Bandwidth for estimating \( \hat{C}_0(u) \).** There are two existing cross-validation methods for selecting the bandwidth \( h \) for \( C_m(u) \). One is a Stein-loss-based
approach (Yin et al., 2010) which is applicable only to low-dimensional data. The other is a subset-based approach (Chen & Leng, 2016) for high-dimensional data. As discussed in Section 3.2.2, for simplicity, we choose the optimal bandwidth based on the Frobenius norm to avoid the computation of matrix inversion. Without factorization $(m = 0)$, the criterion of bandwidth selection is

$$CV_{C_0}(h) = n^{-1} \sum_{i=1}^{n} \left\| \hat{C}_{0(-i)}(u_i) - \tilde{y}_i \tilde{y}_i^T \right\|_F^2,$$

where $\hat{C}_{0(-i)}(u_i)$ is the kernel estimator of (3.6) without the $i$-th observation. The optimal bandwidth is $\hat{h} = \arg \min_h CV_{C_0}(h)$.

**Bandwidth for estimating $\hat{C}_m(u)$**. The cross validation criterion is

$$CV_{C}(h) = n^{-1} \sum_{i=1}^{n} \left\| \hat{C}_{m(-i)}(u_i) - \tilde{y}_i \tilde{y}_i^T \right\|_F^2,$$

where $\hat{C}_{m(-i)}(u_i)$ is the kernel estimator of $C_m(u)$ based on the leave-one-out dataset $(\tilde{y}_j, u_j)_{j \neq i}$ like estimator (3.13). The optimal bandwidth for estimating $\hat{C}_m(u)$ is $\hat{h} = \arg \min_h CV_{C}(h)$.

### 3.3.3 Threshold

Note that the dimension $p$ is larger than the local sample size $nh$. This results in a degenerate estimator $\hat{C}_0(u)$. Following Bickel & Levina (2008a), we regularize the above correlation matrix estimator by thresholding its entries as follows:

$$\hat{C}_0^{(t)}(u) = \left( \hat{c}_{jk}(u) \mathbb{1} \left( |\hat{c}_{jk}(u)| > t_0(u) \sqrt{\log(p/h)/(nh)} \right) \right)_{1 \leq j,k \leq p},$$

where $\hat{c}_{jk}(u)$ is the $(j,k)$-th entry of $\hat{C}_0(u)$ and $\mathbb{1}(\cdot)$ is an indicator function and $t_0(u)$ is a positive function of $u$. The above rate of thresholding is suggested by Theorem 3.2 in Section 3.4 below. Here, $p/h$ is related to the dimension of an approximate parametric model to the original model: $[a, b]$ is partitioned into $(b-a)/h$ intervals in which the $p$-dimensional nonparametric model are approximated by a $p(b-a)/h$-dimensional step model. Note that unlike the covariance matrix, the correlation matrix is scale-invariant and with homogenous diagonals. Therefore, the thresholding correlation matrix is expected to make fewer errors than thresholding covariance matrix, see the comparisons in Figures 3.6(a) and 3.6(b). Note that in $\text{iNCM}_0$, we applied threshold to the estimated correlation matrix. Here, to investigate the advantage of $\text{iNCM}_0$ over its variation, we consider thresholding the estimated covariance matrix instead of the estimated correlation matrix. The following figures demonstrate that thresholding correlations is sub-
stantially better than thresholding covariances.
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Comparison between tNCM0 and tNCM0CovTh

(a) tNCM0(u) and tNCM0CovTh(u)

(b) stNCM0(u) and stNCM0CovTh(u)

Note: tNCM0CovTh(u) and stNCM0CovTh(u) are tNCM0(u) and stNCM0(u) with covariance threshold respectively. These four estimators are applied to 90 datasets generated from the Setting 1 with n = 100 and p = 100, where u = −1.05 + k/10, k = 1, . . . , 20.

Figure 3.6: Box-plots of The Frobenius Norm Loss Comparison

In particular, when individual variances σkk(u), 1 ≤ k ≤ p differ from each other (Cai & Liu, 2011). Using the above estimators, we construct a plug-in estimator of Σ(u) in form of ˆΣ(t)(u) = ˆQ0(u) ˆC(t)0 ˆQ0(u).

Thresholding level for ˆC(t)(u). Following Bickel & Levina (2008a), we split the sample into two sub-samples called trial and testing samples and select the threshold by minimizing the Frobenius norm of the difference between the trial-sample-based thresholding estimator and the testing-sample-based covariance matrix. Specifically, we divide the original sample into two samples at random of size n1 and n2, where n1 = n(1 − 1/ log(n)) and n2 = n/ log(n), and repeat this N1 times. Here, we set N1 = 100 as the default value according to our numerical experience. Let ˆC1,s(u) and ˆC2,s(u) be the plug-in estimators based on n1 and n2 observations respectively with the bandwidth selected by the leave-one-out cross validation. Let ˆC1(t) be the thresholding estimator derived from ˆC1,s(u) with the thresholding level t0(u). Given u, we select t0(u) by minimizing N1−1 ∑s=1 | ˆC1,s(t) − ˆC2,s||F |.

3.3.4 Shrinkage

In Section 3.4, under sparsity and regularity conditions, we show that under certain regularity conditions the above thresholding covariance estimator is consistent with the underlying covariance matrix function as n and p tend to infinity. However, for a finite sample, the proposed estimator may still be ill-conditioned. To ameliorate it, we propose to shrink ˆΣ(t)(u) to the identity matrix I_p, where the amount of shrinkage is optimized in terms of the Frobenius loss. There are other covariance shrinkage methods in literature, but most of them are developed for...
estimating covariance models without covariates, see Jolliffe (2002), Bai & Silverstein (2010) and references therein. To find the optimal amount of shrinkage, we first consider a population version, namely a linear combination of \( I_p \) and \( \hat{\Sigma}(t)(u) \), 
\[ \Sigma^*(u) = \rho a I_p + (1 - \rho) \hat{\Sigma}(t)(u), \]
whose expected Frobenius loss \( E\|\Sigma^*(u) - \Sigma(u)\|_F^2 \) attains the minimum with respect to \( 0 \leq \rho \leq 1 \) and \( a \in \mathbb{R} \). The resulting solutions depend on \( \Sigma(u) \) as well as variability of \( \hat{\Sigma}(t)(u) \). Replacing these unknown quantities by their estimators, we obtain the following plug-in estimator of \( \Sigma(u) \) with a data-driven optimal amount of shrinkage:

\[
\hat{\Sigma}(st)(u) = \hat{\alpha}^2_p(u) + \beta^2_p(u) \hat{\Sigma}(t)(u),
\]

where

\[
\hat{\alpha}^2_p(u) = \left\| \hat{\Sigma}(t)(u) - p^{-1} \text{tr} \left( \hat{\Sigma}(t)(u) \right) I_p \right\|_F^2,
\]

\[
\hat{\beta}^2_p(u) = \frac{1}{p} \sum_{j=1}^{p} \sum_{k=1}^{p} \sum_{i=1}^{n} w_{ik}(u)(y_{ij} - \hat{\mu}_j(u_i))(y_{ik} - \hat{\mu}_k(u_i)) - \hat{\sigma}_{jk}(u)^2 \times \mathbb{I}(|\hat{\sigma}_{jk}(u)| > t_0(u) \sqrt{\log(p/h)/(nh)}).
\]

Note that \( \hat{\alpha}^2_p(u) \) is a plug-in bias when we use \( p^{-1} \text{tr}(\hat{\Sigma}(t)(u)) I_p \) to estimate \( \Sigma(u) \) while \( \hat{\beta}^2_p(u) \) gauges the variability of \( \hat{\Sigma}(t)(u) \) as an estimator of \( \Sigma(u) \). So estimator (3.15) is intended to strike a balance between variability and bias of covariance estimators. Our idea is general, which can be directly used to improve other non-parametric covariance matrix estimators including the DCM, see Appendix A for the detailed derivation.

Finally, we end up with a general procedure for estimating the covariance matrix.

### 3.4 Theory

In this section, we develop an asymptotic theory for the proposed estimators which covers both i.i.d. and non i.i.d. cases and thus is more general than Chen & Leng (2016). Under certain regularity conditions, the proposed estimators are shown to be consistent with the underlying matrix function if we let the related bandwidths be different from each other but have the same convergence rate to zero.

Let \( F_{k_0} \) and \( F_{k_0+k} \) be the \( \sigma \)-algebras generated by \( \{(y_i, u_i) : 1 \leq i \leq k_0\} \) and
\[ \{(y_i, u_i) : k_0 + 1 \leq k < \infty \} \]. Define
\[ \alpha(k) = \max_{k_0 \geq 1} \sup_{A \in F_{k_0}, B \in F_{k_0+k}} |P(A)P(B) - P(A \cap B)|. \]

We assume the following regularity conditions:

(C1) The symmetric kernel function \(K(\cdot)\) on \( \mathbb{R} \) with derivative \(K'(\cdot)\) satisfies
\[
K_0 = \sup_z K(z) < +\infty, \quad K_1 = \sup_z |K'(z)| < +\infty,
\]
\[
\int K(z)dz = 1, \quad \int zK(z)dz = 0,
\]
\[
\int z^2K(z)dz < +\infty, \quad \int |z|^3k(z)dz < \infty.
\]

(C2) The density function of \(U, g(u)\), has the second order continuous derivative \(g''(\cdot)\) over a compact support \([a, b]\) and \(\inf_{u \in [a, b]} g(u) > 0\). For any \(i \neq i_1\), the joint density of \(u_i\) and \(u_{i_1}\), \(\max_{i \neq 1} \sup_{z, z_1 \in [a, b]} g_{ii_1}(z, z_1)\) is bounded.

(C3) There exist positive constants \(\tau_2\) and \(\kappa_2 < 1\) such that for \(k \geq 1\), \(\alpha(k) \leq \exp(-\tau_2 k^{\kappa_2})\).

(C4) There exist constants \(0 < \kappa_1 \leq 1, \tau_1 > 0\) such that
\[
\max_{1 \leq j \leq p} P(|y_{ij}| > v) \leq \exp(1 - \tau_1 v^{\kappa_1}).
\]

(C5) The second derivatives of \(\mu_j(u) = E[y_{ij}|U = u], 1 \leq j \leq p\) are uniformly bounded in the sense that \(\max_{1 \leq j \leq p} \sup_{u \in [a, b]} |\mu_j''(u)| < \infty\).

(C6) The first-order derivatives of \(\sigma_j^2(u) = E[(y_{ij} - \mu_j(u_i))^2|u_i = u], 1 \leq j \leq p\), are bounded below from zero uniformly for \(1 \leq j \leq p\) and \(u \in [a, b]\). Their first-order derivatives are also uniformly bounded. The conditional expectations \(E[(y_{ij} - \mu_j(u_i))(y_{i(i+t)} - \mu_j(u_{i+t}))|u_i = z, u_{i+t} = z_1]\) with \(z, z_1 \in [a, b]\), \(1 \leq i < \infty, 1 \leq t \leq \infty, 1 \leq j \leq p\), are uniformly bounded in \(i, t, z\) and \(z_1\).

The above conditions are routinely used in the literature of nonlinear time series analysis, see Fan & Yao (2003), Zhang & Liu (2015), and Lam & Yao (2012). It follows from (C5) that \(b_2 = \max_{1 \leq j \leq p} \sup_{u \in [a, b]} |\mu_j(u)| < \infty\). (C3) and (C4) assume that the response observations have an exponentially fast mixing rate and sub-exponential tails. Note that these conditions are imposed to facilitate the proofs and thus may not be the weakest possible for establishing the theory below.

Let \(\hat{g}_{h_u}(u) = 1/n \sum_{i=1}^n K_{h_u}(u_i - u)\) be a kernel density estimator of \(g(u)\). It follows from Proposition 0.1 in Supplementary Material in Zhang & Li (2021)
that \( \hat{g}_h(u) \) is uniformly consistent with \( g(u) \).

Letting \( 1/\gamma_1 = 1/\kappa_1 + 1/\kappa_2 \), we state a uniform consistency result for estimator \( \hat{\mu}_j(u) \) in the following theorem.

**Theorem 3.1.** Under Conditions (C1) \( \sim \) (C6), if as \( n, p \to \infty \) and \( h_a \to 0 \),

\[
(\log(p))^{2/\gamma_1 - 1}/n = O(1), \quad \frac{\log(h_a^{-4}np)}{(nh_a \log(p/h_a))^{\gamma_1/2}} = O(1),
\]

\[
\frac{(\log(nh_a \log(p/h_a)))^{\gamma_1} \log(1/h_a)}{(nh_a \log(p/h_a))^{\gamma_1(1-\gamma_1)/2}} = O(1),
\]

then

\[
\max_{1 \leq j \leq p} \sup_{u \in [a,b]} |\hat{\mu}_j(u) - \mu_j(u)| = O_p \left( \sqrt{\frac{\log(p/h_a)}{nh_a}} + O(h_a^2) \right).
\]

Note that \( 0 < \gamma_1 < 1/2 \) as \( \kappa_1 \leq 1 \) and \( \kappa_2 < 1 \). The above bandwidth condition imposed on \( h_a \) holds and \( \sqrt{\log(p/h_a)/(nh_a)} = o(1) \) if \( h_a = c_0 n^{-1/5} \) and \( (\log(p))^d/n = o(1) \) for a constant \( c_0 \) and \( d = \max\{1/(2\gamma_1), 2/\gamma_1 - 1\} \).

Let \( 1/\gamma_2 = 2/\kappa_1 + 1/\kappa_2 \). In the next theorem, we show that the entries of the proposed covariance matrix estimator are consistent with the underlying ones uniformly in \( u \) and indices \( 1 \leq j, k \leq p \). We say \( h_a, h_v, h_r, h \to 0 \) with the same convergence rate if \( h/h_a + h_a/h = O(1), h/h_r + h_r/h = O(1), h/h_v + h_v/h = O(1), \)

\( 0 \leq v \leq m \). \( h_a, h_v, h_r, h \) are different bandwidths of \( g(u) \) for different terms in the proof of Theorem 3.2, see details in Zhang & Li (2021).

**Theorem 3.2.** Under Conditions (C1) \( \sim \) (C6), if as \( n, p \to \infty \), \( h_a, h_v, h_r, h \to 0 \) with the same rate, for \( w = 1, 2 \), \( (\log(p))^{2/\gamma_w - 1}/n = O(1) \) and

\[
\frac{\log(nph_a^{-4})}{(nh \log(p/h))^{\gamma_w/2}} = O(1), \quad \frac{(\log(nh \log(p/h)))^{\gamma_w} \log(1/h)}{(nh \log(p/h))^{\gamma_w(1-\gamma_w)/2}} = O(1),
\]

then

\[
\max_{1 \leq j, k \leq p} \sup_{u \in [a,b]} |\hat{\sigma}_{jk}(u) - \sigma_{jk}(u)| = O_p \left( \sqrt{\frac{\log(p/h)}{nh}} + h^2 \right),
\]

\[
\max_{1 \leq j, k \leq p} \sup_{u \in [a,b]} |\hat{c}_{jk}(u) - c_{jk}(u)| = O_p \left( \sqrt{\frac{\log(p/h)}{nh}} + h^2 \right).
\]

Note that \( 0 < \gamma_2 < 1/3 \) as \( \kappa_1 \leq 1 \) and \( \kappa_2 < 1 \). The bandwidth condition imposed on \( h_a, h_v, h_r, h \) holds and \( \sqrt{\log(p/h)/(nh)} = o(1) \) if \( h_a = c_0 n^{-1/5} \) (which is the optimal bandwidth for the univariate nonparametric regression estimator with \( c_0 \) a constant) and \( (\log(p))^d/n = o(1) \) for \( d = \max\{1/(2\gamma_1), 2/\gamma_1 - 1, 1/(2\gamma_2), 2/\gamma_2 - 1\} \).
Put \( \alpha_p(u) = \| \Sigma(u) - (\Sigma(u), I_p)I_p \|_F \) and \( \tau_{np} = \sqrt{\log(p/h)/(nh)} \). Let \( \hat{t}_0(u) \) be an estimator of the thresholding function \( t_0(u) \) used in \( \hat{\Sigma}(\cdot)(u) \) and \( \hat{\Sigma}^{(st)}(u) \). \( m_p(u) = \max_{1 \leq k \leq p} \sum_{j=1}^p I(\sigma_k(u) > 0) \) denotes a sparsity index of \( \Sigma(u) \). The smaller \( m_p(u) \), the sparser \( \Sigma(u) \) is. To state the next theorem, we introduce the following conditions on separability between \( \Sigma(u) \) and \( I_p \), sparsity and bounds of \( \Sigma(u) \) respectively.

(C7) \( \tau_{np}/(\log(p/h) \inf_{u \in [a,b]} \alpha_p^2(u)) = O(1) \), \( \sup_{u \in [a,b]} m_p(u) \tau_{np}/\alpha_p(u) = o(1) \).

(C8) There exists a positive constant \( s_2 \) such that \( \sup_{u \in [a,b]} \| \Sigma(u) \| \leq s_2 \).

(C9) There exists a positive constant \( s_{0p} \) such that as \( p \to \infty \)

\[
\frac{s_{0p}}{\sup_{u \in [a,b]} m_p(u) \tau_{np}} \to \infty, \quad \inf_{u \in [a,b]} \| \Sigma(u) \| \geq s_{0p}.
\]

(C10) \( \sup_{u \in [a,b]} |\hat{t}_0(u) - t_0(u)| = o(1) \) and there exist positive constants \( t_a < t_b \) such that for \( t_a < \inf_{u \in [a,b]} t_0(u) \leq \sup_{u \in [a,b]} t_0(u) < t_b \).

Note that Condition (C7) implies that \( \Sigma(u) \) is not close to \( cI_p \) in a distance less than the product of the sparsity index and the rate \( \tau_{np}/\log(p/h) \), where \( c \) is any arbitrary constant. Conditions (C8) and (C9) are about the uniform boundedness of \( \| \Sigma(u) \| \) from above and away from zero in an order of \( \tau_{np} \) multiplied by the sparsity index. Finally, we can see from Theorem 3.3 that although (C10) requires the tuning constant \( \hat{t}_0(u) \) has a finite limit as \( n \) tends to infinity, the order of the convergence rate of the corresponding estimator \( \hat{\Sigma}^{(st)}(u) \) is independent of such a limit.

Under these conditions, we state the uniform consistent result for \( \hat{\Sigma}^{(st)}(u) \) as follows.

**Theorem 3.3.** Under Conditions (C1) \( \sim \) (C8), if as \( n, p \to \infty, h, \alpha, \gamma, h, h \to 0 \) with the same rate, and for \( w = 1, 2, (\log(p))^{2/\gamma w - 1}/n = O(1), \) \( nh^\delta/\log(p/h) = O(1) \) and

\[
\frac{\log(nph^{-4})}{(nh \log(p/h))^{\gamma w/2}} = O(1), \quad \frac{(\log(nh \log(p/h)))^{\gamma w} \log(1/h)}{(nh \log(p/h))^{\gamma w(1-\gamma w)/2}} = O(1),
\]

and if \( \sup_{u \in [a,b]} m_p(u) \tau_{np} = o(1) \), then uniformly in \( u \in [a,b] \),

\[
\| \hat{\Sigma}^{(st)}(u) - \Sigma(u) \| = O_p(m_p(u) \tau_{np}).
\]

In addition to the above conditions, if Condition (C9) holds, then uniformly in
Finally, in addition to the above conditions, if Condition (C10) holds, then the above results continue to hold after replacing \( t_0(u) \) by \( \hat{t}_0(u) \) in \( \hat{\Sigma}(t)(u) \) and \( \hat{\Sigma}^{(st)}(u) \).

Note that if \( h = c_0n^{-1/5} \) (\( c_0 \) is a constant) and for \( d = \max\{1/(2\gamma_1), 2/\gamma_1 - 1, 1/(2\gamma_2), 2/\gamma_2 - 1\} \), \((\log(p))^{d/n} = o(1)\), the above condition imposed on \( h \) holds. Note that the above bandwidth assumption that they have the same convergence rate to zero does not rule out these bandwidths are different. However, the cross-validation (or the so-called subset) selected bandwidths may not tend to zero. In particular, some of these bandwidths may tend to infinity when there are many zeros and a few non-zeros in the underlying covariance matrix. In this situation, simulation studies in the next section show that the proposed estimators could reduce the bias and outperformed the DCM in terms of integrated mean squared errors. The theoretical development along this aspect will be spelled out in a future paper. All the details of proofs of the above theorems can be found in Zhang & Li (2021) and the online Supplementary Material.

3.5 Numerical Studies

In this section, to demonstrate the merits of the proposed estimators in finite sample settings, we apply the proposed procedure to both synthetic and real dataset. We present the numerical results for the proposed estimators using \( m \) band matrix factors.

To facilitate the presentation, let \( _t\text{NCM}_0 \) and \( _{st}\text{NCM}_0 \) denote the proposed estimators \( \hat{\Sigma}(t)(u) \) and \( \hat{\Sigma}^{(st)}(u) \) respectively with \( m = 0 \). Let \( _t\text{NCM}_1 \) and \( _{st}\text{NCM}_1 \) denote the proposed estimators \( \hat{\Sigma}(t)(u) \) and \( \hat{\Sigma}^{(st)}(u) \) respectively with \( m = 1 \). Let \( \text{DCM}_1 \) and \( \text{DCM}_2 \) denote two DCM estimators defined by

\[
\text{DCM}_1(u) = (\hat{\sigma}_{1jk}(u)I(\hat{\sigma}_{1jk}(u) \geq d(u)))_{1 \leq j,k \leq p},
\]

\[
\text{DCM}_2(u) = (\hat{\sigma}_{2jk}(u)I(\hat{\sigma}_{2jk}(u) \geq d(u)))_{1 \leq j,k \leq p},
\]
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where $d(u)$ is the level of thresholding and

$$
\tilde{\Sigma}_1(u) = \sum_{i=1}^{n} w_{ih}(u)(y_i - \hat{\mu}(u))(y_i - \hat{\mu}(u))^T \triangleq \tilde{\sigma}_{1jk}(u)_{1 \leq j,k \leq p},
$$

$$
\tilde{\Sigma}_2(u) = \sum_{i=1}^{n} w_{ih}(u)(y_i - \hat{\mu}(u))(y_i - \hat{\mu}(u))^T \triangleq \tilde{\sigma}_{2jk}(u)_{1 \leq j,k \leq p}.
$$

Note that $\text{DCM}_1$ differs from $\text{DCM}_2$ in the way of estimating the residuals, see the discussion in Section 3.2.1. So, $\text{DCM}_1$ is expected to perform better than $\text{DCM}_2$. Following the same procedure as in $\text{stNCM}_0$, we improve $\text{DCM}_1$ by incorporating the effects of shrinkage on it. Let $s_{\text{DCM}_1}$ denote the optimal shrinkage estimator after replacing $\text{stNCM}_0$ by $\text{DCM}_1$ in the definition of $\text{stNCM}_0$. As for the tuning parameters for estimating DCM, we follow the method in Chen & Leng (2016), i.e., the bandwidth $h$ and the level of thresholding of the DCM estimators in (3.3) are determined by the so-called subset and sample-splitting approaches respectively.

### 3.5.1 Criteria for Performance Assessment

We need a criterion to evaluate the performance of a nonparametric covariance matrix estimator. There are multiple possible criteria, but one particularly convenient choice is integrated root-squared error (IRSE). For any estimator $\hat{\Psi}(u)$ of $\Sigma(u)$, $u \in [a, b]$, the IRSE is defined as

$$
\text{IRSE}(\hat{\Psi}) = \int_a^b \left\| \hat{\Psi}(u) - \Sigma(u) \right\|_F du \approx \frac{1}{K_0} \sum_{k=1}^{K_0} \left\| \hat{\Psi}(v_k) - \Sigma(v_k) \right\|_F,
$$

where $v_k, 1 \leq k \leq K_0$ are grids evenly distributed over the interval $(a, b)$. In the following, we set $K_0 = 20$ for $(a, b) = (-0.95, 0.95)$. In our study, we also consider a spectral-norm based IRSE. As they are similar to the Frobenius version, the results are put off in Appendix A.2.

We also evaluate the performance of the proposed procedure in discovering zero entries in the covariance matrix. Let $p_1$ ($p_2$) be the number of nonzero (zero) entries in $\Sigma(u)$. For any estimator $\hat{\Psi}(u)$ of $\Sigma(u)$, let $n_{11}$ be the number of true discoveries of nonzero entries in $\Sigma(u)$ by $\hat{\Psi}(u)$. Similarly, let $n_{22}$ denote the number of true discoveries of zero entries in $\Sigma(u)$ by $\hat{\Psi}(u)$. Let SEN, SPE and ACC denote sensitivity, specificity and accuracy in the above tests, namely,

$$
\text{SEN} = \frac{n_{11}}{p_1}, \quad \text{SPE} = \frac{n_{22}}{p_2}, \quad \text{ACC} = \frac{n_{11} + n_{22}}{p_1 + p_2}.
$$
3.5.2 Synthetic Data

In this subsection, we carry out a set of simulation studies. We consider three settings for $\mathbf{\mu}(u)$ and $\Sigma(u)$ in our simulations.

**Setting 1:** Following Yuan & Cai (2010) and Chen & Leng (2016), we set $\mathbf{\mu}(u)$ and $\Sigma(u)$ as follows. Let $\mathbf{\mu}(u) = (\mu_1(u), \ldots, \mu_p(u))^T$ with

$$\mu_j(u) = \sum_{k=1}^{50} \left(-1\right)^{k+1} Z_{jk} \cos(k \pi u), \quad 1 \leq j \leq p,$$

where $\{Z_{jk} : 1 \leq j \leq p, 1 \leq k \leq 50\}$ is an independent sample drawn from the uniform distribution over $[-5, 5]$. Let $\Sigma(u) = \{\sigma_{ij}(u)\}_{1 \leq i,j \leq p}$ with $\sigma_{ij}(u) = \exp(u/2)\{(\phi(u) + 0.1)I(|i - j| = 1) + \phi(u)I(|i - j| = 2) + I(i = j)\}$ and $\phi(u)$ is the standard normal density. Note that $\text{Diag}(\Sigma(u)) = \exp(u/2)I_p$ is spherical and the correlation matrix $C_0(u) = (c_{ij}(u))_{1 \leq i,j \leq p}$ with $c_{ij}(u) = I(|i - j| = 1) + \phi(u)I(|i - j| = 2) + I(i = j)$ which is equal to zero when $|i - j| \geq 3$. Therefore, $C_0(u)$ is sparse as it is a band matrix with bandwidth 2.

**Setting 2:** Following Zhang & Liu (2015), let $\mathbf{\mu}(u) = (\mu_1(u), \ldots, \mu_p(u))^T$ with

$$\mu_j(u) = Z_j \exp \left( \frac{(u - \tau_j)^2}{4} \right) \sin(2\pi(u - \tau_j)), \quad 1 \leq j \leq p,$$

where $Z_j, j = 1, \ldots, p$ are independently drawn from the uniform distribution $U(-5, 5)$, $\tau = (\tau_1, \ldots, \tau_p)$ is a row vector of $p$ evenly spaced points between $-1$ and $1$. Set $\Sigma(u) = \{\sigma_{ij}(u)\}_{1 \leq i,j \leq p}$ with $\sigma_{ij}(u) = \exp(u/2)\phi(u)^{|i-j|}$. Note that $\text{Diag}(\Sigma(u)) = \exp(u/2)I_p$ is spherical and the correlation matrix $C_0(u) = (c_{ij}(u))_{1 \leq i,j \leq p}$ with $c_{ij}(u) = \phi(u)^{|i-j|}$. Therefore, $c_{ij}(u)$ is decreasing exponentially fast but is not sparse.

**Setting 3:** Let $\mathbf{\mu}(u)$ be the same as that in **Setting 1**. Let $\Sigma(u) = A^T(u)A(u)$, where the $(i, j)$-th entry of $A(u)$ equals

$$a_{ij}(u) = \exp \left( \frac{u \sin(ij)}{2} \right) \left\{ \sin(\pi u) + 0.1 \right\} I(|i - j| = 1)
+ \sin(\pi u) I(|i - j| = 2) + I(i = j) \right\}.$$ 

Note that $\text{Diag}(\Sigma(u)) = \text{diag} \left( \sum_{j=1}^{p} a_{ij}^2(u) : 1 \leq i \leq p \right)$ is not spherical. $C_0(u)$ is sparse as it is a band matrix with bandwidth 4.

For each combination of $(n, p)$ with $n = 100, 200, 500$ and $p = 50, 100, 150, 300, 500$, we repeat the experiment 90 times, generating 90 datasets of $(y_i, u_i)$, $1 \leq i \leq n$. Each dataset is obtained in two steps. In Step 1, we independently
draw $u_i, i = 1, \ldots, n$ from the uniform distribution $U(-1, 1)$. In Step 2, for each given $u_i$, we draw $y_i$ from the covariance model $y_i = \mu(u_i) + \Sigma(u_i)^{1/2} \varepsilon_i$, where $\varepsilon_i, i = 1, \ldots, n$ are iteratively drawn from the vector VAR(1) model

$$
\varepsilon_0 = \xi_0, \quad \varepsilon_i = \rho \varepsilon_{i-1} + \xi_i, \quad i = 1, \ldots, n,
$$

with $0 \leq \rho < 1$ and $\xi_k, k = 0, 1, \ldots$ are independently sampled from the standard $p$-dimensional normal $N(0, I_p)$. We consider $\rho = 0, 0.3, 0.8$.

For each combination of $(n, p, \rho)$, we apply the $tNCM_m$, $stNCM_m$ ($m = 0, 1$), $DCM_1$, $sDCM_1$ and $DCM_2$ to each of 90 datasets and calculate their IRSE values and $(SEN, SPE, ACC)$ values. The mean and standard error of these values are displayed in Figure 3.7, Table 3.1 below and Tables A.1 $\sim$ A.26 in Appendix A.2 respectively.

![Comparison between $stNCM_1$ and $sDCM_1$](a) $p = 50$  ![Comparison between $stNCM_1$ and $sDCM_1$](b) $p = 100$

Figure 3.7: Comparison Between $stNCM_1$ and $sDCM_1$ (Setting 1, $n=100$, $\rho = 0$)

The results can be summarized as follows:

- On average, the Frobenius norm-based IRSE loss of each procedure is increasing in the dimension $p$ and in the degree of serial correlation $\rho$ while decreasing in sample size $n$.

- The degrees of sparsity and diagonal homogeneity in $\Sigma(u)$ have an effect on the performance of these four procedures. For example, when $(n, p, \rho) = (100, 300, 0)$, compared to the results in setting 1, the Frobenius norm-based IRSE loss of $stNCM_0$ in setting 2 increases by 84%. This is not surprising as the degrees of sparsity and diagonal homogeneity in setting 2 lead to a higher dimensionality (i.e., the number of effective parameters in the model) than that in setting 1.

- Among the seven procedures, $stNCM_1$ performs best in all three settings, followed by $stNCM_0$, $tNCM_1$, $tNCM_0$, $sDCM_1$, $DCM_1$ and $DCM_2$. In particular, the performance of $DCM_2$ is substantially worse than its competitors (see Section 3.2.1). For example, for $(n, p, \rho) = (100, 300, 0)$, in setting 1, compared
Table 3.1: The Average (standard error in %) of Frobenius Norm-based IRSE for Setting 1

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM2</th>
<th>DCM1</th>
<th>sDCM1</th>
<th>tNCM0</th>
<th>stNCM0</th>
<th>tNCM1</th>
<th>stNCM1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ρ = 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>5.1307(25.04)</td>
<td>0.5807(3.48)</td>
<td>0.5634(3.49)</td>
<td>0.4546(3.48)</td>
<td>0.4482(3.61)</td>
<td>0.4504(3.40)</td>
<td>0.4431(3.50)</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>16.2142(47.02)</td>
<td>0.6263(2.56)</td>
<td>0.6116(2.54)</td>
<td>0.4962(2.54)</td>
<td>0.4878(2.64)</td>
<td>0.4891(2.31)</td>
<td>0.4798(2.40)</td>
</tr>
<tr>
<td>150</td>
<td>50</td>
<td>49.4335(75.62)</td>
<td>0.6497(2.12)</td>
<td>0.6363(2.12)</td>
<td>0.5199(2.09)</td>
<td>0.5112(2.19)</td>
<td>0.5104(1.97)</td>
<td>0.5006(2.05)</td>
</tr>
<tr>
<td>300</td>
<td>50</td>
<td>78.0434(48.33)</td>
<td>0.7045(1.71)</td>
<td>0.6935(1.71)</td>
<td>0.5739(1.51)</td>
<td>0.5654(1.56)</td>
<td>0.5586(1.39)</td>
<td>0.5488(1.43)</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>102.8816(39.13)</td>
<td>0.7521(1.72)</td>
<td>0.7417(1.72)</td>
<td>0.6111(1.33)</td>
<td>0.6021(1.38)</td>
<td>0.5918(1.20)</td>
<td>0.5812(1.23)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>2.8919(8.26)</td>
<td>0.3650(2.69)</td>
<td>0.3582(2.74)</td>
<td>0.2821(2.42)</td>
<td>0.2834(2.53)</td>
<td>0.2808(2.40)</td>
<td>0.2819(2.49)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>8.8372(15.62)</td>
<td>0.3868(1.79)</td>
<td>0.3819(1.81)</td>
<td>0.2976(1.56)</td>
<td>0.2989(1.61)</td>
<td>0.2967(1.52)</td>
<td>0.2978(1.56)</td>
</tr>
<tr>
<td>150</td>
<td>100</td>
<td>18.5651(30.07)</td>
<td>0.3915(1.64)</td>
<td>0.3873(1.66)</td>
<td>0.3031(1.50)</td>
<td>0.3040(1.55)</td>
<td>0.3021(1.47)</td>
<td>0.3027(1.51)</td>
</tr>
<tr>
<td>300</td>
<td>100</td>
<td>0.7049(32.01)</td>
<td>0.4194(1.26)</td>
<td>0.4165(1.27)</td>
<td>0.3201(1.00)</td>
<td>0.3204(1.04)</td>
<td>0.3198(0.97)</td>
<td>0.3197(1.00)</td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td>84.8626(25.37)</td>
<td>0.4508(1.08)</td>
<td>0.4483(1.08)</td>
<td>0.3315(0.92)</td>
<td>0.3310(0.93)</td>
<td>0.3310(0.87)</td>
<td>0.3301(0.88)</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>1.5780(3.56)</td>
<td>0.2025(1.28)</td>
<td>0.2018(1.37)</td>
<td>0.1814(1.13)</td>
<td>0.1831(1.19)</td>
<td>0.1803(1.10)</td>
<td>0.1820(1.15)</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>3.3680(4.40)</td>
<td>0.2071(0.93)</td>
<td>0.2070(0.94)</td>
<td>0.1822(0.74)</td>
<td>0.1840(0.78)</td>
<td>0.1813(0.72)</td>
<td>0.1831(0.76)</td>
</tr>
<tr>
<td>150</td>
<td>200</td>
<td>6.0579(6.45)</td>
<td>0.2108(0.81)</td>
<td>0.2109(0.82)</td>
<td>0.1827(0.61)</td>
<td>0.1845(0.64)</td>
<td>0.1817(0.60)</td>
<td>0.1835(0.63)</td>
</tr>
<tr>
<td>300</td>
<td>200</td>
<td>28.7062(24.38)</td>
<td>0.2295(0.52)</td>
<td>0.2304(0.52)</td>
<td>0.1838(0.42)</td>
<td>0.1856(0.44)</td>
<td>0.1829(0.41)</td>
<td>0.1846(0.43)</td>
</tr>
<tr>
<td>500</td>
<td>200</td>
<td>90.9963(20.61)</td>
<td>0.2519(0.41)</td>
<td>0.2535(0.43)</td>
<td>0.1845(0.36)</td>
<td>0.1863(0.38)</td>
<td>0.1836(0.35)</td>
<td>0.1853(0.37)</td>
</tr>
</tbody>
</table>
to DCM2, on average DCM1 reduces the Frobenius norm-based IRSE loss by 99%. Compared to DCM1, on average tNCM0 and stNCM0 reduce the Frobenius norm-based IRSE loss by 23% and 25% respectively. tNCM1 and stNCM1 perform slightly better than tNCM0 and stNCM0 in some settings. Compared to tNCM0, on average stNCM0 reduces the Frobenius norm-based IRSE loss by 3%. In setting 2, compared to DCM1, on average tNCM0 and stNCM0 reduce the Frobenius norm-based IRSE loss by 12% and 16% respectively. tNCM1 and stNCM1 perform slightly better than tNCM0 and stNCM0. Compared to DCM2, on average DCM1 reduces the Frobenius norm-based IRSE loss by 99%. Compared to tNCM0, on average stNCM0 reduces the Frobenius norm-based IRSE loss by 3%. In setting 3, compared to DCM1, on average tNCM0 and stNCM0 reduce the Frobenius norm-based IRSE loss by 14% and 15% respectively. Compared to DCM2, on average DCM1 reduces the loss by 94%. Compared to tNCM0, on average stNCM0 reduces the Frobenius norm-based IRSE loss by 2%. tNCM1 and stNCM1 perform substantially better than their counterparts tNCM0 and stNCM0. A similar conclusion can be made for dependent samples when \( \rho = 0.3 \) and 0.8. In particular, the optimal shrinkage can reduce the serial correlation effect on the proposed procedures stNCM0 and stNCM1. Furthermore, Spectral norm-based IRSE has the same performance as Frobenius norm-based IRSE. see Tables A.18 ~ A.26 in Appendix A.2.

- Similar results are obtained in terms of ACC, see Tables A.9 ~ A.17 in Appendix A.2.
- The CPU-time costs of tNCM_m and stNCM_m, \( m = 0, 1 \), are less than those of DCM1 and DCM2. As example, for the 90 datasets simulated in setting 1 with \( n = p = 100 \), the CPU time required by DCM1, sDCM1, DCM2, tNCM_m and stNCM_m, \( m = 0, 1 \) to estimate the covariance matrix function are reported in Figure 3.1.

### 3.5.3 Asset Return Data

Capital asset pricing model (CAPM) is a model that describes the relationship between systematic risk and expected return for assets, which is widely used throughout finance for the pricing of risky assets. However, the assumption that asset returns are linearly related to the market return is imposed on the model. The primary goal of this study is to extend the CAPM to the nonlinear setting. In particular, we are interested in how the volatility and co-volatility of a group of asset returns depend on the market return.

For this purpose, from the database of Yahoo Finance\(^1\), we have collected monthly return data of 75 assets across 8 sectors over three time-periods, namely,

\(^{1}\text{https://finance.yahoo.com/?guccounter=1}\)
before-financial-crisis period from 02/2001 to 01/2007, in-financial-crisis period from 02/2007 to 01/2010 and after-financial-crisis period from 02/2010 to 12/2017. The sector distribution of these assets is listed as follows. Technology: AAPL, AMD, HPQ, IBM, IIN, INTC, LNGY, LOGI, MSFT, NTAP, NVDA, SNE, TACT and WDC. Health care: AET, AMGN, AZN, BAX, CVS, GILD, GSK, HUM, IMMU, JNJ, LLY, MRK, NVS, PFE, TECH and UNH. Energy: BP, CVX, OXY, RDS-B, SU and XOM. Financial services: C, GS, HSBC, JPM, MS, PGR, RF and THG. Communication services: SHEN, T and TEO. Consumer defensive: BIG, DLTR, FRED, KO, TGT, TUES, UN and WMT. Consumer cyclical: AMZN, EMMS, KSS, SIRI and TM. Industrial: BA, CAJ, DY, EME, FIX, GE, GVA, IR, MMM, MTZ, PWR, SKYW, UPS, UTX and VMI. We have also collected the index return of S&P 500 which is treated as the market’s return.

We apply the proposed \(\Re_{\text{NCM}}\) and \(\Re_{\text{NCM}}^1\) to the data for each time-period, obtaining almost the same result. Here, we report the corresponding estimates for mean \(\mu(u)\) and covariance matrix \(\Sigma(u)\). Note that the diagonals of estimated \(\Sigma(u)\) show the volatility of individual returns while estimated correlation coefficient matrix \(C_0(u)\) captures cross-sectional relationships in these returns.

We plot the estimated individual mean functions and the estimated volatility functions in Figures A.1–A.3, revealing a number of assets which have nonlinear relationships to the market return. The degree of this non-linearity significantly decreases after financial crisis, indicating that the CAPM fitted to the market is better than that before the financial crisis, see Zhang & Li (2021) and the online Supplementary Material for more details. Figures A.1–A.3 also show that the individual volatility of the assets increases a lot during the financial crisis period but returns to normal after the financial crisis. The pattern of the dependence of the volatility on the market also changes a lot after financial crisis: Changes from non-constant volatility functions before the financial crisis to almost constant volatility functions after the financial crisis. We have also investigated effects of the financial crisis on the co-volatility of the selected assets by the estimated nonzero correlation coefficient functions. By use of the estimated covariance matrix functions, in each time-period, we have identified the associated pairs of assets that are of nonzero market-dependent conditional correlation coefficients (and nonzero conditional co-volatility).

We further conduct asymptotic tests for significance of co-volatility for these pairs as follows. For any pair of assets \((a, b)\), let \(\text{Corr}_{(a,b)}(u)\) denote its correlation coefficient as a function of \(u\) (the market’s return) and with estimator \(\hat{\text{Corr}}_{(a,b)}(u)\). Let \(\hat{F}_{(a,b)}(u) = 0.5 \log((1 + \hat{\text{Corr}}_{(a,b)}(u))/(1 - \hat{\text{Corr}}_{(a,b)}(u)))\) be Fisher’s Z transfor-
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To test $H_0: \text{Corr}_{(a,b)}(u) = 0$, we consider the test statistics

$$
\text{Avec}_{(a,b)} = \sum_{i=1}^{n} |\hat{F}_{(a,b)}(u_i)|/n \approx N\left(E[|F_{(a,b)}(U)|], \text{Var}(|F_{(a,b)}(U)|)/n\right),
$$

and calculate the approximate P-value

$$
P\left(\sqrt{n}\text{Avec}_{(a,b)}/\sqrt{\text{Var}(|\text{Corr}_{(a,b)}(U)|)}N(0,1)\right),
$$

where the sample variance of $|\hat{F}_{(a,b)}(u_i)|$, $1 \leq i \leq n$ is denoted by $\text{Var}(|F_{(a,b)}(U)|)$ and $P(\cdot | N(0,1))$ is the cumulative distribution function of the standard normal $N(0,1)$. Then, even after Bonferroni correction for multiple testing, these P-values are all significant ($<10^{-2}$) for the above selected pairs of assets. The final list of significant pairs are as follows:

- **Before-financial-crisis.** There are 1, 14, 1 pairs existed within Technology, Energy and Consumer-Defensive respectively.

- **In-financial-crisis.** There are 4, 1, 8, 1, 4, 1, 1, 1, 1 pairs of correlated assets presented within Technology, Industrial, Energy, Consumer Defensive, Health Care and Financial Services respectively. Also, there is a pair of correlated assets belonging to different sectors: Industrial and Consumer cyclical, Consumer Cyclical and Consumer Defensive, and Financial Service and Industrial.

- **After-financial-crisis.** There are 3, 2, 10, 1, 11, and 12 pairs of assets within Technology, Industrial, Energy, Consumer defensive, Health care, and Financial services. There are 1, 1, 1, 1 and 2 pairs of assets between Financial service and Industrial, between consumer defensive and Financial services, between Consumer cyclical and Consumer defensive, between Technology and Industrial, and between Health Care and Consumer Defensive.

The results indicate that before financial crisis, there are only 16 significant within-sector co-volatility connections among these assets. In particular, there are no significant cross-sectional co-volatility connections among these assets. The number of co-volatility assets within and across sectors is significantly increasing during and after financial-crisis: The number of within-sector co-volatility connections increases from 16 to 22 during the financial crisis period and to 37 after the financial crisis. The number of between-sector co-volatility connections increases from 0 to 3 during the financial crisis period and to 7 after the financial crisis. This implies that in response to the financial crisis, the financial market has been more closely integrated than before the financial crisis.
3.6 Discussion and Conclusion

Estimating covariate-dependent covariance matrix $\Sigma(u)$ of a high-dimensional response vector poses a big challenge to contemporary statistical research. The existing kernel methods in Chen & Leng (2016) and Yin et al. (2010) might not be flexible enough to capture varying smoothness across key parts of the matrix as they used a single bandwidth for the entries of $\Sigma(u)$. Here, we have proposed a novel estimation procedure to overcome this obstacle, based on a variance-correlation factorization of $\Sigma(u)$, namely $\Sigma(u) = Q_0(u)C_0(u)Q^T_0(u)$, where $Q_0(u) = \text{Diag}(\Sigma(u))^{1/2}$ and the correlation matrix function $C_0(u)$ is further factorized into the product of multiple band matrices. The proposal has been implemented in two steps. In Step 1, we obtain robust estimators $Q_0(u)$ and $C_0(u)$ by use of separate bandwidths for band matrices, followed by thresholding entries of the estimated $C_0(u)$. In Step 2, we substitute these estimators in the above factorization formula to obtain a plug-in estimator, followed by an optimal shrinkage based on Frobenius norm.

We have conducted a set of simulations to demonstrate that the new proposal outperforms the existing DCM approach in terms of estimation loss and CPU-time cost. To illustrate our new proposal, we have applied it to a dataset of asset returns. We have developed a nonparametric capital asset pricing model to capture volatility and co-volatility among these risky assets. It shows that under some sparsity conditions, the proposed estimator is consistent with the underlying covariance matrix as both the sample size and the dimension tend to infinity. There are a few important topics which are remained to address but beyond the scope of this chapter, such as nonparametric nonlinear shrinkage.
Chapter 4

Divide-and-Combine Estimation of High-dimensional Nonparametric Covariance Models

4.1 Introduction

In Chapter 3, we have developed a factorized estimator of nonparametric covariance model. In this chapter, we will continue discussing the approaches that can further improve the estimation of nonparametric covariance model. Firstly, let us review the model in Chapter 3 again. Let \( \mathbf{Y} = (Y_1, \ldots, Y_p)^T \in \mathbb{R}^p \) be a \( p \)-dimensional random vector and \( U \in \mathbb{R} \) be the associated random variable. Denote \( \mu(u) = E[Y|U = u] \) and \( \Sigma(u) = \text{cov}(Y|U = u) \) as the conditional mean and covariance matrix of \( Y \) given \( U = u \). Each component of \( \mu(u) \) and \( \Sigma(u) \) is assumed to be an unknown smooth function of \( u \). Suppose that \( (y_i, u_i)_{i=1}^n \) are random observations from the model \( y_i = \mu(u_i) + \Sigma(u_i)^{1/2} \varepsilon_i, i = 1, \ldots, n \) where \( \varepsilon_i \) represents the noise.

As mentioned in Chapter 3, Chen & Leng (2016)’s method did not consider the effects of sparsity on the bandwidth selection, their covariance matrix estimation procedure includes two steps: the first step is bandwidth selection using the so-called subset-y-variables method; the second step is threshold using Bickel & Levina (2008b)’s method. The pilot study in Section 3.2.4 clearly illustrates how the zero entries in covariance matrix affect the bandwidth selection. In Chapter 3, we have proposed the factorized estimation of high-dimensional nonparametric covariance model which can solve the zero entries problem. Our factorized NCM includes five steps: standardization, factorization, bandwidth selection, threshold and shrinkage. Among these five steps, the factorization step plays a significant
role in solving zero entries problem by letting each factor $Q_k(u), k = 1, \ldots, m$
own unique bandwidth, see the discussion in Section 3.3.

Generally, the estimator $\hat{\Sigma}(u)$ does not perform well given $p \gtrsim n$ as it can
generate the estimation error (Kan & Zhou, 2007). The main reason is that
there exist many unknown parameters in $\Sigma(u)$ to be estimated but using only
the finite observations. To eliminate this issue, Zou et al. (2017) pointed out that
sparsity assumption is frequently imposed on either covariance matrix (Huang
et al., 2006; Bickel & Levina, 2008b) or its precision matrix (Dempster, 1972;
Meinshausen & Bühlmann, 2006; Yuan & Lin, 2007; Friedman et al., 2008).
Bickel & Levina (2008b)’s threshold approach is used both in DCM and our
factorized NCM methods. However, we notice that the threshold step is just
following the bandwidth selection step in the DCM and our factorized NCM
methods, this implies the zero entries still have effect on the bandwidth selection
of nonzero entries.

Wang & Kolar (2014) proposed a method to implement bandwidth selection
and zero entries identification simultaneously. They imposed the group graphical
lasso penalty (Yuan & Lin, 2007) on $\Sigma(u)$ during the bandwidth selection step.
To be concrete, the criterion of estimating the inverse matrix of $\Sigma(u_i)$ is

$$
\min_{\{\Omega(u_i) > 0\}} \sum_{i=1}^{n} \left[ \text{tr}\left(\hat{\Sigma}(u_i)\Omega(u_i)\right) - \log |\Omega(u_i)| \right] + \lambda \sum_{j_1 \neq j_2} \sqrt{\sum_{i=1}^{n} \Omega_{j_1,j_2}^2(u_i)}, \tag{4.1}
$$

where $\Omega(u_i)$ represents the matrix inversion of $\Sigma(u_i)$, $\Omega_{j_1,j_2}(u_i)$ is the entry located
in $j_1$-th row and $j_2$-th column of $\Omega(u_i)$ and item $\sum_{j_1 \neq j_2} \sqrt{\sum_{i=1}^{n} \Omega_{j_1,j_2}^2(u_i)}$ is called
the group graphical lasso penalty. Even though they proposed criterion (4.1),
they did not select the optimal bandwidth via (4.1) in practice, because cross-
validation and optimizing the penalty in high-dimensional setting will dramati-
cally increase the computational complexity. They directly set $h = n^{-1/5}$ in (4.1)
and concentrated on the penalty part throughout their research.

In this chapter, we propose the Divide-and-Combine estimation approach for
both mean function and covariance matrix function. The key idea of Divide-and-
Combine approach for the nonparametric covariance matrix is to identify the
locations of zero entries before the bandwidth selection of the nonzero entries.
To be concrete, our technical route has three steps:

1. The diagonal entries are estimated by using the local linear smoother, once
we obtain the diagonal estimators, we can standardize the covariance matrix
to get the correlation coefficient matrix.

2. We now only focus on the off-diagonal entries. There are $p(p - 1)/2$ non-
diagonal pairs $(j_1, j_2), 1 \leq j_1 < j_2 \leq p$ need to be identified. We assume
that the positions of zero entries do not change with the condition $u_i, i =
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1, \ldots, n. If the underlying correlation coefficient \( \rho_{j_1, j_2}(\cdot) = 0 \) for \( u_i, i = 1, \ldots, n \) at one specific pair \( (j_1, j_2) \), then we can carry out the multiple null hypothesis: \( \rho_{j_1, j_2}(\cdot) = 0 \). If we can not reject the null hypothesis at the significant level \( \alpha \), it is reasonable to treat this specific location \( (j_1, j_2) \) as zero entry; otherwise, nonzero entry. This procedure is implemented just one time for one pair \( (j_1, j_2) \). There are \( p(p-1)/2 \) non-diagonal pairs need to be tested using the same procedure. Typically, this is a multiple hypothesis testing, we use false discovery rate (FDR) here to keep the Type I error under an appropriate level. So far, we can identify the zero entries and nonzero entries.

3. Once obtaining the locations of nonzero entries, one can choose the bandwidth using nonparametric method based on the nonzero entries. Combining the main diagonal entries’ estimators and off-diagonal nonzero entries’ estimators, we can easily obtain the covariance matrix estimator. One can use shrinkage method (Ledoit & Wolf, 2004) or the method in Chen & Leng (2016) to make this covariance matrix estimator positive definite.

Next, we discuss the Divide-and-Combine method in the estimation of mean function.

4.1.1 Divide-and-Combine Estimation of Mean Function

In Chapter 3, we employ the local constant smoother (Nadaraya, 1964) to estimate both mean function and covariance matrix function. Fan & Gijbels (1996) suggested using the local linear smoother due to its minimax efficiency and the advantage of boundary effect auto-correction. However, if the components of underlying mean function consist of both the linear and nonlinear functions of \( u \), then the common bandwidth of the component functions is sensitive to the proportion of linear functions. For example, if the mean function \( \mu(u) \) is composed of linear functions (including constant functions), then the common bandwidth of local linear smoother will go to infinity (e.g., Fan & Gijbels, 1996, p. 20) as the linear functions dominate the convergence of bandwidth. From now on, we call each component of \( \mu(u) \) as entry-wise function (EWF) with respect to \( u \).

To solve the problem of infinite bandwidth, we first try to detect the linear and nonlinear EWFs of \( \mu(u) \), then split them into two groups: one is linear, and the other is nonlinear. For the linear EWFs of \( \mu(u) \), we directly use ordinary least square to evaluate them. For the nonlinear EWFs of \( \mu(u) \), we employ local linear smoother to estimate them. Hence, the key question is how to detect the linear EWFs of \( \mu(u) \) based on the observations.

We notice that Fan et al. (2001) proposed a generalized likelihood ratio statistic method, one application of this method is linearity test based on nonparamet-
ric maximum likelihood ratio statistic. The basic idea of generalized likelihood ratio statistic can be described as follows. Consider the null hypothesis:

\[ H_0 : m(x) = \alpha_0 + \alpha_1 x \quad \text{v.s.} \quad H_1 : m(x) \neq \alpha_0 + \alpha_1 x, \]

where \( x \) is a univariate variable, \( \alpha_0 \) and \( \alpha_1 \) are unknown parameters. Let \( \hat{m}_h(x_i) \) be the local linear fits and \( h \) is the nominal bandwidth, then generalized likelihood ratio test is given by

\[ \lambda_n = \frac{n}{2} \log \frac{\text{RSS}_0}{\text{RSS}_1}, \]

where \( \text{RSS}_0 = \sum_{i=1}^{n} (y_i - \hat{\alpha}_0 - \hat{\alpha}_1 x_i)^2 \) and \( \text{RSS}_1 = \sum_{i=1}^{n} (y_i - \hat{m}_h(x_i))^2 \). Under the null hypothesis, one obtains

\[ r_K \lambda_n \sim \chi^2_{a_K}, \]

where \( a_K \) is the degrees of freedom and \( r_K \) is a positive constant. For more details, see Fan et al. (2001).

Suppose that we have obtained the linear and nonlinear EWFs, denote them as \( \mathbf{y}^{(1)}_i, \mathbf{y}^{(2)}_i, i = 1, \ldots, n \) respectively, where \( \mathbf{y}^{(1)}_i \) is \( p_1 \)-dimensional column vector and \( \mathbf{y}^{(2)}_i \) is \( p_2 \)-dimensional column vector. \( p_1 \) and \( p_2 \) satisfy \( p_1 + p_2 = p \). The linear EWFs are estimated directly by \( \hat{\mu}^{(1)}(u_i) = \hat{\alpha} + \hat{\beta} u_i \), where \( \hat{\alpha}, \hat{\beta} \) are OLS estimators respectively. For the nonlinear EWFs, let \( h_1 \) be the bandwidth of kernel function. By the local linear smoother, the estimator can be expressed as

\[ \hat{\mu}^{(2)}(u) = \frac{\sum_{i=1}^{n} w_{h_1}(u_i - u) \mathbf{y}^{(2)}_i}{\sum_{i=1}^{n} w_{h_1}(u_i - u)}, \quad (4.2) \]

where \( w_{h_1}(u_i - u) = K_{h_1}(u_i - u)[S_{n,2} - (u_i - u)S_{n,1}] \) represents the equivalent kernel, and \( S_{n,j} = \sum_{i=1}^{n} K_{h_1}(u_i - u)(u_i - u)^j, \quad j = 1, 2 \). To demonstrate this idea, we set up a simple simulation in Section 4.2.1, Figure 4.5(a) shows that dividing the mean function estimation procedure into two steps performs better than estimating the mean function directly.

This idea is inspired by the computer algorithm divide-and-conquer (Cormen, 2009). We divide the mean function estimation into two sub-problems, then estimate each separately. Furthermore, we also apply this idea to the estimation of nonparametric covariance matrix, see the discussion in the previous subsection. Throughout this chapter, we call it Divide-and-Combine framework. Besides the Divide-and-Combine estimators of mean function and nonparametric covariance matrix, we also propose a nonparametric estimation of correlation coefficient by solving a cubic equation of correlation coefficient which will be discussed later.
4.1.2 Nonparametric Estimation of Correlation Coefficient

To demonstrate the motivation, we set up a simple example: Supposing $u \in [-1, 1]$ and the distribution of $(X_1, X_2)$ be a bivariate normal distribution,

$$N\left(\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 & \rho(u) \\ \rho(u) & 1 \end{pmatrix}\right),$$

where $\rho(u) = 1 - 2u^2$. Let $n = 200$, $u_i, i = 1, \ldots, n$ are randomly drawn from the uniform distribution $U(-1, 1)$. For each $u_i$, observation $(x_{i1}, x_{i2})$ is one random sample the above bivariate normal distribution. Given $u = u_0$, one can directly obtain the following nonparametric correlation coefficient estimator:

$$\hat{\rho}(u_0) = \frac{\sum_{i=1}^n x_{i1}x_{i2}K_h(u_i - u_0)}{\sum_{i=1}^n K_h(u_i - u_0)}. \quad (4.3)$$

However, estimator $(4.3)$ may be larger than 1 or smaller than -1, for example, see Figure 4.1. Hence, we need to impose a constraint on $(4.3)$ to guarantee $\rho(u_0) \in [-1, 1], \forall u_0 \in [-1, 1]$. We notice that the kernel weighted likelihood function of bivariate normal distribution at $u = u_0$ can be expressed as

$$L = \sum_{i=1}^n \left\{ \frac{x_{i1}^2 + x_{i2}^2 - 2\rho(u_0)x_{i1}x_{i2}}{1 - \rho^2(u_0)} + \log \left(1 - \rho^2(u_0)\right) \right\} K_h(u_i - u_0).$$

Let $\partial L/\partial \rho(u_0) = 0$, after some simple calculations, we get the so-called cubic equation of correlation coefficient as follows:

$$\rho^3(u_0) - B(u_0)\rho^2(u_0) + [A(u_0) - 1]\rho(u_0) - B(u_0) = 0, \quad (4.4)$$

where

$$A(u_0) = \frac{\sum_{i=1}^n x_{i1}^2 + x_{i2}^2}{\sum_{i=1}^n K_h(u_i - u_0)}, \quad B(u_0) = \frac{\sum_{i=1}^n x_{i1}x_{i2}K_h(u_i - u_0)}{\sum_{i=1}^n K_h(u_i - u_0)}.$$

Especially, if $A(u_0) = 2$, one real root of $(4.4)$ is equal to $B(u_0)$. Kendall et al. (1973) pointed out that there is at least one real root of equation $(4.4)$ lying in the interval $[-1, 1]$. The details of bandwidth selection and roots of equation $(4.4)$ are put off in Section 4.2.2. For each $u_i$, we can obtain two estimators: $(4.3)$ and the real root of $(4.4)$. We repeat the above simulation 100 times. Figure 4.1 summarizes this comparison study. The blue solid line represents the underlying correlation coefficient function. Each point of the red dash-dot line in Figures 4.1(a) and 4.1(b) represents the average of 100 estimators of $(4.3)$ or $(4.4)$. The grey
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ribons in Figures 4.1(a) and 4.1(b) are bounded by the maximum and minimum of 100 estimators of (4.3) and (4.4) respectively.

\[(a) \text{ Estimator (4.3)} \quad (b) \text{ The real root of (4.4)}\]

*Figure 4.1: The Comparison of Two Correlation Estimators.*

Apparently, the correlation coefficient estimated by (4.3) could be greater than 1 or smaller than -1 while the real root of (4.4) are definitely lying in \([-1, 1]\) as shown in Figure 4.1(b). Even comparing the red dash-dot lines in Figures 4.1(a) and 4.1(b), the real root of (4.4) still preforms better than estimator (4.3).

Our Divide-and-Combine estimation for high-dimensional nonparametric co-variance models needs to identify the zero entries based on the correlation matrix, see Section 4.2.2. To avoid the potential risk of estimator (4.3), we adopt the real root of cubic equation (4.4) as our nonparametric correlation coefficient estimator throughout this chapter.

The simulation result shows that our method is not only efficient for the sparse covariance matrix but also for the full covariance matrix. For example, the underlying full covariance matrix in scenario 4 decays at the exponential rate, however both the Frobenius norm-based IRSE and spectral norm-based IRSE are still less than those using the NCM method. In the previous paragraph, we assume the position of zero entries do not change with \(u_i\). To evaluate the effect of varying-zero-position, we also design the scenario 6, the result illustrates that our method also performs well under this circumstance. Even the assumptions are not satisfied in scenario 4 and 6, our method still performs better. This is not surprising because through identifying zeros entries, the nonzero entries again play the main role in bandwidth selection. It also indicates that we do not need to identify the zeros entries exactly, we just need to control the zero entries effect below an acceptable tolerance. In essence, our method reduces the influence of zero entries so that the nonzero entries can take over the bandwidth selection.

The rest of this chapter is organized as follows: Section 4.2 shows the details of our three-step nonparametric covariance model. Simulation studies and a real
4.2 Methodology

We briefly review our model. Let $Y = (Y_1, \ldots, Y_p)^T \in \mathbb{R}^p$ be a $p$-dimensional random vector and $U \in \mathbb{R}$ be the associated random variable. Denote $\mu(u) = E[Y|U = u]$ and $\Sigma(u) = \text{cov}(Y|U = u)$ as the conditional mean and covariance matrix of $Y$ given $U = u$. Each component of $\mu(u)$ and $\Sigma(u)$ is assumed to be an unknown smooth function of $u$. Suppose that $(y_i, u_i)_{i=1}^n$ are random observations from the following model

$$y_i = \mu(u_i) + \Sigma(u_i)^{1/2} \varepsilon_i, \quad i = 1, \ldots, n,$$

where $\mu(u_i) = (\mu_1(u_i), \ldots, \mu_p(u_i))^T$ and $(u_i)_{i=1}^n$ is an independent random sample of $U$. Also, given $(u_i)_{i=1}^n$, $\varepsilon_i$’s are dependent on each other and with zero means and identity matrices (i.e., $E[\varepsilon_i|u_i] = 0_p$, $\text{cov}(\varepsilon_i|u_i) = I_p$ and $E[\varepsilon_i \varepsilon_j^T] \neq 0, i \neq j$).

Let $K(u)$ be a kernel function, $K_h(u) = h^{-1}K(u/h)$ be the scaled kernel function with bandwidth $h > 0$ and $w_h(u_i - u) = K_h(u_i - u)/\sum_{k=1}^n K_h(u_k - u)$ be the weight function. Yin et al. (2010) considered the following kernel estimators of $\mu(\cdot)$ and $\Sigma(\cdot)$:

$$\hat{\mu}(u) = \sum_{i=1}^n w_h(u_i - u)y_i, \quad \hat{\Sigma}(u) = \sum_{i=1}^n w_h(u_i - u)[y_i - \hat{\mu}(u_i)] [y_i - \hat{\mu}(u_i)]^T \triangleq \hat{\sigma}_{j_1j_2}(u),$$

under independent and $n > p$ conditions where $h$ is a nominated bandwidth for both mean and covariance matrix functions.

We aim to use Divide-and-Combine method to estimate both conditional mean function $\mu(u)$ and conditional covariance matrix $\Sigma(u)$. In this section, we will introduce the estimation of mean function followed by a simple example to illustrate its performance. Thereafter, a new nonparametric covariance model to reduce the sparsity effects will be developed. Under the sparsity assumption, we adopt the FDR to keep Type I error under an appropriate level in identifying zero entries of covariance matrix estimator, then apply the local linear regression to those nonzero entries to obtain the estimator of covariance matrix.

1This repository (https://github.com/Jieli12/llfdr) is currently private, once this article is accepted online, this package will become open source under GPL-3 Licence.
4.2.1 Mean Function Estimation

We employ the generalized likelihood ratio statistic test to identify the linear and nonlinear mean functions. For more details of the generalized likelihood ratio statistic test, see Fan et al. (2001). We still use the notations introduced in Section 4.2.1. In terms of the bandwidth selection of nonlinear functions, we use the leave-one-out cross validation method to obtain the bandwidth. Define the cross validation function as

$$CV(h_1) = \frac{1}{np_2} \sum_{i=1}^{I_2} \left[ y_i^{(2)} - \hat{\mu}_i^{(2)}(u_i) \right]^T \left[ y_i^{(2)} - \hat{\mu}_i^{(2)}(u_i) \right],$$

where $I_1 = \lfloor 0.05n \rfloor$, $I_2 = \lfloor 0.95n \rfloor$ and $\hat{\mu}_i^{(2)}(\cdot)$ represents the duplication of equation (4.2) without the $i$-th observation. Finally, combining $\hat{\mu}_i^{(1)}(u_i)$ and $\hat{\mu}_i^{(2)}(u_i)$, we can obtain the mean function estimator $\hat{\mu}(u_i)$.

To demonstrate this idea, we set up a simple simulation. Let $n = 200$, $p = 100$. Without loss of generality, the first $p_1 = 60$ EWFs are linear, the rest are nonlinear. The underlying mean function is $y_i = \mu(u_i) + \epsilon_i$, where $\mu(u_i) = (\mu_1^{(1)}(u_i), \mu_2^{(1)}(u_i))^T$. The linear EWFs are $\mu_1^{(1)}(u_i) = \alpha + \beta u_i$, where $\alpha = 0.01 \times 1$, $1$ is a $p_1$ column vector with all entries 1, and $\beta = (\beta_1, \ldots, \beta_{p_1})^T$, the nonlinear EWFs $\mu_2^{(2)}(u_i)$ are $\sin(\pi (u_i + j/p))$, $j = 1, \ldots, p_2$ and $\mu^{(2)}(u_i) = (\mu_1^{(2)}(u_i), \ldots, \mu_{p_2}^{(2)}(u_i))^T$.

We randomly draw $u_i$ from the uniform distribution $U(0,1)$, $\beta$ is generated randomly from the uniform distribution $U(0.2, 0.5)$ and the noise $\epsilon_i$ is sampled from the multivariate normal distribution with zero mean and identity matrix. This procedure is repeated 90 times. We set up two different estimation methods, denoted as A and B respectively. Method A represents that we estimate the mean function without dividing the linear and nonlinear EWFs while Method B represents our Divide-and-Combine framework. For each method, we compute the average mean square error of mean function, Figure 4.5(a) displays the comparison results. Apparently, our new method performs better than Method A. Furthermore, we also calculate the sensitivity (or true positive rate) of linear functions identification, the average of 90 sensitivities is 0.9965 which means we can efficiently detect the linear EWFs by Fan et al. (2001)’s approach.

4.2.2 Covariance Matrix Estimation

4.2.2.1 Identifying Off-diagonal Zero Entries

Without loss of generality, in the rest of this section, we always assume $y_i, i = 1, \ldots, n$ is centralized by the Divide-and-Combine mean function esti-
mator in Section 4.2.1. First, we focus on the off-diagonal zero entries in covariance matrix $\Sigma(u)$, the diagonal and off-diagonal nonzero entries will be discussed afterwards. Let $(j_1, j_2), j_1 \neq j_2, 1 \leq j_1, j_2 \leq p$ denote the row and column indices of one off-diagonal zero entries of $\Sigma(u), u = u_1, \ldots, u_n$. For given $u_i$, let $\rho_{j_1j_2}(u_i)$ be the conditional correlation of $y_{ij_1}$ and $y_{ij_2}$. Clearly, if the $(j_1, j_2)$-entry of $\Sigma(u_i), i = 1, \ldots, n$ is 0, i.e., $\rho_{j_1j_2}(u_1) = \cdots = \rho_{j_1j_2}(u_n) = 0$, then we can treat these correlations as ‘unconditional’ because $u_i, i = 1, \ldots, n$ does not affect the value of conditional correlation. This inspires us to employ the hypothesis test for correlation coefficient to identify the indices pair $(j_1, j_2)$ of off-diagonal zero entries in covariance matrix $\Sigma(u_i), i = 1, \ldots, n$. The null hypothesis is $H_0 : \rho_{j_1j_2} = 0$ v.s. $H_1 : \rho_{j_1j_2} \neq 0$. Under $H_0$, the test statistic is

$$t_{j_1j_2} = \hat{\rho}_{j_1j_2} \sqrt{\frac{n-2}{1 - \hat{\rho}_{j_1j_2}^2}},$$

which follows $t$-distribution with $n - 2$ degrees of freedom. The estimator of correlation coefficient is $\hat{\rho}_{j_1j_2} = \frac{1}{n-1} \sum_{i=1}^{n} y_{ij_1}y_{ij_2}/\sqrt{\sigma_{j_1j_1}(u_i)\sigma_{j_2j_2}(u_i)}$ where $\sigma_{j_1j_1}(u_i)$ and $\sigma_{j_2j_2}(u_i)$ are the variance of $y_{ij_1}$ and $y_{ij_2}$ respectively. If $H_0$ is rejected at the significant level $\alpha_0$, then we denote $e_{j_1j_2} = 1$; otherwise $e_{j_1j_2} = 0$.

Totally, there exist $m = p(p - 1)/2$ combinations of $(j_1, j_2), j_1 \neq j_2, 1 \leq j_1, j_2 \leq p$. This leads to a typical multiple comparison problem. False Discovery Rate (FDR) can control Type I Error of multiple hypothesis tests. After the FDR process, we obtain the indicator matrix $E = (e_{j_1j_2})_{p \times p}$ (in graph theory, it is also called adjacency matrix), $E$ indicates the off-diagonal zero entries locations in covariance matrix $\Sigma$.

### 4.2.2.2 Estimation of Diagonal Entries

During the FDR step, we notice that $\sigma_{j_1j_1}(u)$ and $\sigma_{j_2j_2}(u)$ are unknown parameters. In fact, we need to estimate the diagonal entries $\sigma_{jj}(u_i), j = 1, \ldots, p$. In this section, we introduce two popular methods to estimate the diagonal entries: local linear and local maximum likelihood.

**Local Linear Method** For simplicity, we fix the index $j$, then the observations we need are $y_{ij}, i = 1, \ldots, n$. Given $u = u_0$, the objective function of local linear method can be expressed as

$$\sum_{i=1}^{n} \left\{ y_{ij}^2 - [\alpha_j^*(u_0) + \beta_j^*(u_0)(u_i - u_0)] \right\}^2 K_h(u_i - u_0),$$
where \( \alpha_j^*(u_0) + \beta_j^*(u_0)(u_i - u_0) \) is the local linear approximation of \( \sigma_{jj}(u_i) \) at \( u_0 \). One can easily obtain the local linear estimator, i.e.,

\[
\hat{\sigma}_{jj}(u_0) = \hat{\alpha}_j^*(u_0) = \frac{\sum_{i=1}^n w_{h_2}(u_i - u_0)y_{ij}^2}{\sum_{i=1}^n w_{h_2}(u_i - u_0)}, \tag{4.5}
\]

where \( w_{h_2}(u_i - u_0) = K_{h_2}(u_i - u_0)[S_{n,2} - (u_i - u_0)S_{n,1}] \), and \( S_{n,j} = \sum_{i=1}^n K_{h_2}(u_i - u_0)(u_i - u_0)^j \), \( j = 1, 2 \). We can get the estimators \( \hat{\sigma}_{jj}(u_0) \) for \( j = 1, \ldots, p \) when \( u_0 \) takes the values \( u_1, \ldots, u_n \) respectively. The bandwidth \( h_2 \) can be selected by the leave-one-out cross validation method:

\[
CV(h_2) = \sum_{j=1}^p \sum_{i=1}^n \left( y_{ij}^2 - \hat{\sigma}_{jj(-i)}(u_i) \right)^2,
\]

where \( \hat{\sigma}_{jj(-i)}(u_i) \) is the version of equation (4.5) when \( u_0 = u_i \) without the \( i \)-th observation. However, as we reviewed in Section 2.1.2, the equivalent kernel \( w_{h_2}(u_i - u_0) \) may be negative which can lead to negative variance (see Figure 2.1). In practice, one can either use the interpolation method to adjust the negative variance or use the local maximum likelihood method to satisfy the positive variance.

**Local Maximum Likelihood Method**  Given \( u = u_0 \), the likelihood objective function is

\[
\sum_{i=1}^n \left[ \frac{y_{ij}^2}{\sigma_{jj}(u_i)} + \log(\sigma_{jj}(u_i)) \right] K_{h_3}(u_i - u_0). \tag{4.6}
\]

Fan & Yao (1998) and Yu & Jones (2004) treated the estimation of \( \sigma_{jj}(\cdot) \) as a non-parametric regression problem. They applied the local linear regression smoother to \( \sigma_{jj}(\cdot) \). Inspired by their idea, we let \( \sigma_{jj}(u_i) = \exp(\alpha_j(u_0) + \beta_j(u_0)(u_i - u_0)) \), which can guarantee the estimator of variance positive. The likelihood objective function \( L_j \) can be expressed as

\[
\sum_{i=1}^n \left[ \frac{y_{ij}^2}{\exp(\alpha_j(u_0) + \beta_j(u_0)(u_i - u_0))} + \alpha_j(u_0) + \beta_j(u_0)(u_i - u_0) \right] K_{h_3}(u_i - u_0),
\]

where \( h_3 \) represents the bandwidth for diagonal entries. We take the partial differentiation of \( L_j \) with respect to \( \alpha_j(u_0) \) and \( \beta_j(u_0) \) respectively, and let them equal to zero. After some simple calculations, we obtain

\[
\sum_{i=1}^n \frac{y_{ij}^2}{\theta_j^*(u_0)} K_{h_3}(u_i - u_0) = \sum_{i=1}^n \frac{u_i}{\theta_j^*(u_0)} K_{h_3}(u_i - u_0).
\]

Equation (4.7) is a non-linear equation of \( \beta_j(u_0) \) where \( \theta_i = \exp(u_i) \).
Denote the real root of (4.7) as \( \hat{\beta}_j(u_0) \), then

\[
\hat{\alpha}_j(u_0) = \log \left[ \frac{\sum_{i=1}^{n} \left[ \frac{y_{ij}^2}{\exp[\hat{\beta}_j(u_0)(u_i-u_0)]} \right] K_{h_3}(u_i-u_0)}{\sum_{i=1}^{n} K_{h_3}(u_i-u_0)} \right],
\]

so

\[
\hat{\sigma}_{jj}(u_i, u_0) = \exp[\hat{\alpha}_j(u_0) + \hat{\beta}_j(u_0)(u_i-u_0)],
\]

where \( \hat{\sigma}_{jj}(u_i, u_0) \) represents the exponential approximation estimator of \( \sigma_{jj}(u_i) \) at \( u = u_0 \). In practice, we only need to compute the exponential approximation estimator of \( \sigma_{jj}(u_i) \) at \( u = u_i \), i.e., \( \hat{\sigma}_{jj}(u_i, u_i) \). From now on, we denote \( \hat{\sigma}_{jj}(u_i, u_i) \) as \( \hat{\sigma}_{jj}(u_i) \). Replacing \( u_0 \) with \( u_i \) in (4.8) and (4.9), after some simple calculations, we can obtain

\[
\hat{\sigma}_{jj}(u_i) = \frac{\sum_{s=1}^{n} \left[ \frac{y_{ij}^2}{\exp[\hat{\beta}(u_i)(u_s-u_i)]} \right] K_{h_3}(u_s-u_i)}{\sum_{s=1}^{n} K_{h_3}(u_s-u_i)}, \quad i = 1, \ldots, n.
\]

Hence, the key issue here is to find the real root of equation (4.7). Once this root is available, according to (4.10), we can finally get the estimators \( \hat{\sigma}_{jj}(u_i) \), \( i = 1, \ldots, n, \ j = 1, \ldots, p \). Furthermore, both \( \hat{\beta}_j(u_i) \) and \( \hat{\sigma}_{jj}(u_i) \) are related to the bandwidth \( h_3 \). In this section, we still use the leave-one-out cross validation method to construct the objective function

\[
CV(h_3) = \sum_{j=1}^{p} \sum_{i=1}^{n} \left[ \frac{y_{ij}^2}{\hat{\sigma}_{jj}(-i)(u_i)} + \log(\hat{\sigma}_{jj}(-i)(u_i)) \right],
\]

where \( \hat{\sigma}_{jj}(-i)(u_i) \) is the estimator of \( \sigma_{jj}(u_i) \) without the \( i \)-th observation. By equation (4.10), we have

\[
\hat{\sigma}_{jj}(-i)(u_i) = \frac{\sum_{s=1, s \neq i}^{n} \left[ \frac{y_{ij}^2}{\exp[\hat{\beta}_{j(-i)}(u_i)(u_s-u_i)]} \right] K_{h_3}(u_s-u_i)}{\sum_{s=1, s \neq i}^{n} K_{h_3}(u_s-u_i)},
\]

where \( \hat{\beta}_{j(-i)}(u_i) \) is the root of the function below:

\[
\frac{\sum_{s=1, s \neq i}^{n} \left[ \frac{y_{ij}^2 u_s}{\exp[\hat{\beta}_{j(-i)}(u_i)(u_s-u_i)]} \right] K_{h_3}(u_s-u_i)}{\sum_{s=1, s \neq i}^{n} K_{h_3}(u_s-u_i)} = \frac{\sum_{s=1, s \neq i}^{n} u_s K_{h_3}(u_s-u_i)}{\sum_{s=1, s \neq i}^{n} K_{h_3}(u_s-u_i)}.
\]

Furthermore, we re-parameterize \( \beta_{j(-i)}(u_i) \) as \( \beta_{j}^{*}(u) \), then equation (4.12) can be
4.2.2.3 Estimation of Off-diagonal Nonzero Entries

Once we obtain the bandwidth $h_3$ using the leave-one-out cross validation method, we can estimate the diagonal entries of $\Sigma(u_i)$, $i = 1, \ldots, n$ using equation (4.10). The FDR step can be implemented to get the adjacency matrix $E$. Next, we estimate the off-diagonal nonzero entries in matrix $\Sigma(\cdot)$. Recall that the adjacency matrix $E$ is a symmetric matrix with zero diagonal entries. For simplicity, we only focus on the strictly lower triangular part of $E$, denote it as $tril(E)$, let $p^s$ denote the number of nonzero entries in $tril(E)$. Furthermore, we vectorize $tril(E)$ column-wise by omitting the zeros entries. At the same time, we also record the corresponding row and column indices of nonzero entries by the vectors $r = (r_1, \ldots, r_{p^s})^T$ and $c = (c_1, \ldots, c_{p^s})^T$, where the pair $(r_s, c_s)$ is the $s$-th element of the set $J = \{(j_1, j_2) : e_{j_1j_2} \neq 0, j_2 = 1, \ldots, p - 1, j_2 < j_1 \leq p\}$.

We have completed the estimation of diagonal entries and the identification of zero entries. Next, we will develop a cubic equation-based method to achieve the estimation of off-diagonal nonzero entries.

Before introducing this method, let us concentrate on one pair $(j_1, j_2) \in J$, i.e., the entry crossed at $j_1$-th row and $j_2$-th column of $\Sigma(\cdot)$ is nonzero. Given $u = u_0$, we notice that the kernel weighted likelihood function of bivariate normal distribution of $y_{i j_1}$ and $y_{i j_2}$ can be expressed as

$$L(u_0, h_4) = \sum_{i=1}^{n} \left\{ \frac{1}{1 - \rho_{j_1j_2}(u_0)} \left[ \frac{y_{ij_1}^2}{\sigma_{ij_1}(u_i)} + \frac{y_{ij_2}^2}{\sigma_{ij_2}(u_i)} \right. \right. $$

$$- \left. \left. \frac{2 \rho_{ij_1}(u_0) y_{ij_1} y_{ij_2}}{\sqrt{\sigma_{ij_1}(u_i) \sigma_{ij_2}(u_i)}} \right] + \log \left[ 1 - \rho_{j_1j_2}^2(u_0) \right] \right\} K_{h_4}(u_i - u_0), \tag{4.14}$$

where $\rho_{j_1j_2}(u_0)$ is the correlation coefficient of $y_{ij_1}$ and $y_{ij_2}$ at $u_0$, $h_4$ is a new bandwidth. Let $\partial L(u_0, h_4)/\partial \rho_{j_1j_2}(u_0) = 0$, after some simple computations, we
get
\[ \rho_{j_1,j_2}^3(u_0) - B(u_0)\rho_{j_1,j_2}^2(u_0) + [A(u_0) - 1]\rho_{j_1,j_2}(u_0) - B(u_0) = 0, \quad (4.15) \]

where
\[
A(u_0) = \frac{\sum_{i=1}^{n} \left\{ \frac{y_{i,j_1}^2}{\hat{\sigma}_{j_1,j_1}(u_i)} + \frac{y_{i,j_2}^2}{\hat{\sigma}_{j_2,j_2}(u_i)} \right\} K_h(u_i - u_0)}{\sum_{i=1}^{n} K_h(u_i - u_0)},
\]
\[
B(u_0) = \frac{\sum_{i=1}^{n} \frac{y_{i,j_1} y_{i,j_2}}{\sqrt{\hat{\sigma}_{j_1,j_1}(u_i)\hat{\sigma}_{j_2,j_2}(u_i)}} K_h(u_i - u_0)}{\sum_{i=1}^{n} K_h(u_i - u_0)}.
\]

Equation (4.15) is a cubic equation of \( \rho_{j_1,j_2}(u_0) \), Kendall et al. (1973) pointed out that there is at least one real root of (4.15) lying in the interval \([-1, 1]\). If there are two or more real roots in the interval \([-1, 1]\), we can use (4.14) to justify which is the maximum likelihood estimator of correlation coefficient. Especially, if \( A(u_0) = 2 \), then \( \rho_{j_1,j_2}(u_0) = B(u_0) \). According to the results illustrated in Figure 4.1, we adopt the real root of equation (4.15) as our correlation coefficient estimator at \( u = u_0 \). For the bandwidth selection, we use the leave-one-out cross validation criterion:
\[
CV(h_4) = \sum_{(j_1,j_2) \in \mathcal{J}} \sum_{i=1}^{n} \left\{ \frac{1}{1 - \hat{\rho}_{j_1,j_2(-i)}^2(u_i,h_4)} \left[ \frac{y_{i,j_1}^2}{\hat{\sigma}_{j_1,j_1}(u_i)} + \frac{y_{i,j_2}^2}{\hat{\sigma}_{j_2,j_2}(u_i)} \right] + \frac{2\hat{\rho}_{j_1,j_2(-i)} y_{i,j_1} y_{i,j_2}}{\sqrt{\hat{\sigma}_{j_1,j_1}(u_i)\hat{\sigma}_{j_2,j_2}(u_i)}} \right\},
\]
\[
(4.16)
\]

where \( \hat{\rho}_{j_1,j_2(-i)}(u_i,h_4) \) is the real root of equation (4.15) given \( u_i \) and \( h_4 \) without the \( i \)-th observation. Once we obtain the bandwidth \( \hat{h}_4 \) by minimizing equation (4.16), we can solve equation (4.15) by substituting \( h_4 \) with \( \hat{h}_4 \) to obtain \( \hat{\rho}_{j_1,j_2}(u_i,\hat{h}_4) \), hence estimator \( \hat{\sigma}_{j_1,j_2}(u_i) = \hat{\rho}_{j_1,j_2}(u_i,\hat{h}_4)\sqrt{\hat{\sigma}_{j_1,j_1}(u_i)\hat{\sigma}_{j_2,j_2}(u_i)} \). According to the pair of row and column indices \((r, c)\) in the set \( \mathcal{J} \), we can obtain a strictly lower triangular matrix \( \mathbf{L}_i \). Finally, given \( u_i, i = 1, \ldots, n \), the estimator \( \hat{\Sigma}(u_i) = \mathbf{L}_i + \text{diag}(\hat{\sigma}_{11}(u_i), \ldots, \hat{\sigma}_{pp}(u_i)) + \mathbf{L}_i^T \). If \( \hat{\Sigma}(u_i) \) is negative definite, we modify it by subtracting \( \tau(u_i) - c_0 I_p \) where \( \tau(u_i) \) is the smallest eigenvalue of \( \hat{\Sigma}(u_i) \) and \( c_0 \) is a small positive constant, say \( 10^{-4} \).

In this section, we have developed Divide-and-Combine framework for both mean and covariance matrix functions estimation. For the mean function estimation, Fan et al. (2001)’s method can efficiently detect the linear EWFs. As for the covariance matrix estimation, we use three separate steps to estimate diagonal entries, identify zero entries and evaluate the off-diagonal nonzero entries respectively. Two estimators of diagonal entries are discussed, and we prefer the estimator (4.9) due to its positiveness. The FDR procedure is used to keep the Type I Error under an appropriate level in zero entries identification. Finally, we
obtain the estimator of off-diagonal nonzero entries by solving the cubic equations of correlation coefficient. To the best of our knowledge, there is no nonparametric theory related to our Divide-and-Combine estimation with solving the cubic equations. Even though the unavailability of theory, the seven scenarios in Section 4.3 show that our Divide-and-Combine method performs better than factorized NCM method in Chapter 3 in terms of Frobenius and spectral norm-based loss.

4.3 Numerical Study

In this section, we use seven scenarios to illustrate the performance of our method.

Scenario 1

To illustrate the influence of sparsity on optimal bandwidth selection like the pilot study in Section 3.2.4, we design a simple example as well: let the sample size $n$ be 100, the number of variable $p$ be 100. Samples $u_i, i = 1, \ldots, n$ are evenly drawn from the uniform distribution over $[-0.95, 0.95]$. Then, given $u_i$, we define $\Sigma(u_i)$ through its square root matrix $R(u_i) = (r_{kj})_{p \times p}$. For a pre-selected $\theta \in [0, 1]$, we randomly select $p \theta = [p \theta]$ entries from the strictly lower triangle part of $R(u_i)$ and assign zeros to them. To keep the symmetry of $R(u_i)$, we reflect these zero entries to the upper triangle part of $R(u_i)$. For the remaining entries, if $(k, j)$-th entry is nonzero, then we set $r_{kj}(u_i) = \exp(0.5 \times u_i \sin(kj)) \sin(\pi u_i)$. Therefore, $\Sigma(u_i) = R(u_i) \times R(u_i)$. Furthermore, we convert covariance matrix to correlation matrix by

$$\text{Corr}(u_i) = \left[ \text{Diag}(\Sigma(u_i)) \right]^{-\frac{1}{2}} \Sigma(u_i) \left[ \text{Diag}(\Sigma(u_i)) \right]^{-\frac{1}{2}}.$$ 

$y_i, i = 1, \ldots, n$ are random samples from multivariate norm distribution with zero mean and covariance matrix $\text{Corr}(u_i)$. Let $\mathcal{S}_R$ be the sparsity of $R(u_i)$, then $\theta = \frac{p \theta}{p-1} \mathcal{S}_R$. In this example, we take $\mathcal{S}_R = 0.98$, then the sparsity of $\Sigma(u)$ is 0.97.

To discuss the effect of zero entries, we simply compare three methods here. Method A uses the local linear smoother to estimate the whole entries of $\Sigma(u)$ supposing the zero entries unknown. Method B uses the Divide-and-Combine approach without zero entries identification step supposing the zero entries are known. Method C implements the Divide-and-Combine approach steps supposing the zero entries unknown.

Figure 4.2(a) shows the value of cross validation objective function against the bandwidth if we use Method A. Figure 4.2(b) shows the same results of Method B and C, the left $y$-axis represents the CV values using Method B, the right
y-axis is for Method C. The optimal bandwidth in Figure 4.2(b) is finite while in Figure 4.2(a) the optimal bandwidth goes to infinity. Because massive zero entries dominate the convergence of bandwidth, i.e., \( h \to \infty \) when one applies the local linear smoother to the entries of the covariance matrix. We can predict that Method B and C should significantly reduce the Frobenius norm-based loss, see the red dot dash line and yellow dash line in Figure 4.2(c).

Sample size \( n \), variable dimension \( p \) and the sparsity of covariance \( S_\Sigma \) also have effects on the bandwidth selection. To obtain insight into these effects, we design 3 cases: (1) Given \( p = 100, S_R = 0.98 \), let the sample size \( n \) be 100, 150 and 200 respectively, for each \( n \) the procedure is repeated 90 times. The sparsity of covariance \( S_\Sigma \) is 0.97, see Figure 4.3(a); (2) Given \( n = 200, S_R = 0.98 \), let \( p \) be 100, 150 and 200 respectively, for each \( p \) it is also repeated 90 times. The sparsity of covariance \( S_\Sigma \) are 0.97, 0.9532 and 0.9361, see Figure 4.3(b); (3) Given \( n = 100, p = 100 \), let \( S_R \) are 0.98, 0.96 and 0.94 respectively. The sparsity of covariance \( S_\Sigma \) are 0.97, 0.9306 and 0.8774, each case is repeated 90 times, see Figure 4.3(c).

Figure 4.3(c) clearly shows that the optimal bandwidth increases when the sparsity \( S_\Sigma \) decreases. This result is not surprising because the number of parameters (or the number of nonzero entries) increases if the sparsity decreases. In this circumstance, it needs more information from local neighbours which widens the optimal bandwidth. On the contrary, given the sparsity and \( p \), the optimal
bandwidth becomes shorter if we enlarge the sample size \( n \), see Figure 4.3(a). Because, large \( n \) provides more local neighbours than small \( n \), which indicates the bandwidth go to zero when \( n \to \infty \). Lastly, given sparsity and sample size \( n \), the optimal bandwidth increases when \( p \) increases, see Figure 4.3(b). The number of parameters, i.e., \( p^2 \times (1 - S_\Sigma) \) and sample size \( n \) have a great effect on the bandwidth selection. We also illustrate the corresponding CV values of previous examples, see Figure 4.4. We can conclude that the minimum CV value increases with the sample size \( n \) and \( p \) increasing, see Figures 4.4(a) and 4.4(b); The minimum CV value decreases with the sparsity \( S_\Sigma \) increasing.

Scenario 2

Our basic idea of Divide-and-Combine framework is to divide the mean function and covariance function into different parts. For mean function, we use Fan et al. (2001)’s method to detect the linear and nonlinear EWFs, while for covariance function, we estimate the zero entries and nonzero entries separately. To illustrate the advantage of our method for mean function estimation, we introduce Scenario 2 here, the basic model is

\[
y_i = \mu(u_i) + \varepsilon_i, \quad i = 1, \ldots, n,
\]

where \( \mu(u_i) \) is the mean function with \( p \) components and \( \varepsilon_i \) represents Gaussian noise. We suppose the mean function components including linear and nonlinear EWFs. To satisfy our demands, without loss of generality, we always assume that the linear EWFs ranking before nonlinear EWFs. The portion of linear EWFs, denoted as \( r \), is 10\%, 30\%, 50\%, 70\%, 90\% respectively. The linear EWFs are generated from the simple model \( \mu_j(u_i) = \beta u_i \), where \( \beta \) is the slope which is randomly generated from \( U[2, 8] \). For the nonlinear EWFs, following Yuan & Cai (2010) and Chen & Leng (2016), each nonlinear component of \( \mu(u) \) is generated independently by

\[
\mu_j(u) = \sum_{k=1}^{50} \frac{(-1)^{k+1}}{k^2} Z_j \cos(k\pi u),
\]
where \( \{Z_j : 1 \leq j \leq p\} \) are independently sampled from the uniform distribution over \([-5, 5]\). The noise \( \varepsilon \) is randomly generated from multivariate normal distribution with zero mean and covariance matrix \( \Sigma(u) \). We assume that 
\[
\Sigma(u) = 0.5 \times \{ \sigma_{ij}(u) \}_{1 \leq i,j \leq p}, \quad \text{where} \quad \sigma_{ij}(u) = \exp(u/2)[\{ \phi(u) + 0.1 \} I(|i - j| = 1) + \phi(u)I(|i - j| = 2) + I(i = j)]
\]
and \( \phi(u) \) is the standard normal probability density function, the \( u, i = 1, \ldots, n \) are randomly drawn from uniform distribution \( U[-1, 1] \). Finally, we set the sample size \( n = 200 \), the dimension \( p = 150 \) and repeat the above procedure 90 times. Figure 4.5(b) displays the box-plots of mean square error for two different mean function estimations. Label Divided in Figure 4.5(b) stands for the method described in Section 4.2.1. Label Direct represents the direct local linear estimation of \( \mu(u) \) without linear EWFs detection. The MSE of our method consistently decreases deeper than the Direct method with the linear portion increasing from 10% to 90%. Apparently, our two-step mean function estimation indeed performs better than Direct method. Throughout this chapter, we let \( \text{DAC}_1 \) and \( \text{DAC}_2 \) represent the Divide-and-Combine estimation method with the diagonal entries estimated by (4.5) and (4.9) respectively. Furthermore, we also obtain the Frobenius norm-based loss of covariance matrix estimated by \( \text{stNCM}_1 \), \( \text{DAC}_1 \) and \( \text{DAC}_2 \) respectively, see Table B.1. We can see that the Divided method performs better (but not too much) than the Direct method for both \( \text{DAC}_1 \) and \( \text{DAC}_2 \) estimation procedure in terms of Frobenius norm-based loss. However, compared with \( \text{stNCM}_1 \), the Frobenius norm-based loss of \( \text{DAC}_1 \) and \( \text{DAC}_2 \) are significantly smaller than \( \text{stNCM}_1 \)'s, and \( \text{DAC}_2 \) is a slightly better than \( \text{DAC}_1 \). The most contribution comes from our Divide-and-Combine estimation of nonparametric covariance matrix, see the loss comparison among \( \text{stNCM}_1 \), \( \text{DAC}_1 \) and \( \text{DAC}_2 \) in Table B.1. These conclusions coincide our logical thinking of Divide-and-Combine both in mean and covariance matrix function estimation.

For simplicity, in the next five scenarios, we let the mean function compo-
ments be nonlinear functions, but we still adopt Divide-and-Combine method to estimate the mean function.

Scenario 3

Following Yuan & Cai (2010) and Chen & Leng (2016), the component $\mathbf{\mu}(u) = (\mu_1(u), \ldots, \mu_p(u))^T$ is generated independently as follows:

\[
\mu_j(u) = \sum_{k=1}^{50} \frac{(-1)^{k+1}}{k^2} Z_j \cos(k\pi u), \quad j = 1, \ldots, p,
\]

(4.17)

where $\{Z_j : 1 \leq j \leq p\}$ are independently sampled from the uniform distribution over $[-5, 5]$. We assume that $\Sigma(u) = 0.5 \times \{\sigma_{ij}(u)\}_{1 \leq i,j \leq p}$, where $\sigma_{ij}(u) = \exp(u/2)\{[\phi(u) + 0.1]I(|i - j| = 1) + \phi(u)I(|i - j| = 2) + I(i = j)\}$ and $\phi(u)$ is the standard normal probability density function.

Scenario 4

This scenario is originated from Zhang & Liu (2015) in simulation of the source signal in Beamforming method. In this circumstance, given $u$, we simulate $\mathbf{\mu}(u) = (\mu_1(u), \ldots, \mu_p(u))^T$ using the following model

\[
\mu_j(u) = Z_j \exp\left(-\frac{(u - \tau_j)^2}{4}\right) \sin(2\pi(u - \tau_j)), \quad j = 1, \ldots, p,
\]

where $Z_j, j = 1, \ldots, p$ are independently sampled from uniform distribution $U(-5, 5)$, $\tau = (\tau_1, \ldots, \tau_p)$ is a row vector of $p$ evenly spaced points between -1 and 1. Let $\Sigma(u) = \{\sigma_{ij}(u)\}_{1 \leq i,j \leq p}$, where $\sigma_{ij}(u) = 0.5 \times \exp(u/2)\phi(u)^{|i-j|}$.

Scenario 5

This scenario is similar to Scenario 3 except the covariance $\Sigma(u) = 0.1 \times A^T(u)A(u)$, where the $(i, j)$-th entry of $A(u)$ is defined as:

\[
a_{ij}(u) = \exp\left(\frac{u \sin(ij)}{2}\right) \{[\sin(\pi u) + 0.1]I(|i - j| = 1)
\]

\[
+ \sin(\pi u)I(|i - j| = 2) + I(i = j)\},
\]

the mean function is the same as equation (4.17).

For each combination of $(n, p)$ with $n = 100, 200, 500$ and $p = 50, 100, 150, 300$, we repeat the experiment 90 times, generating 90 datasets of $(y_i, u_i), 1 \leq i \leq n$. Each dataset is obtained in two steps. In step 1, we randomly draw $u_i, i = 1, \ldots, n$
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from the uniform distribution $U(-1, 1)$. In step 2, for each given $u_i$, we draw $y_i$ from the covariance model $y_i = \mu(u_i) + \Sigma(u_i)^{1/2}\varepsilon_i$, where $\varepsilon_i, i = 1, \ldots, n$ are iteratively drawn from the vector VAR(1) model

$$\varepsilon_0 = \xi_0, \quad \varepsilon_i = \rho \varepsilon_{i-1} + \xi_i, \quad i = 1, \ldots, n,$$

with $0 \leq \rho \leq 1$ and $\xi_k, k = 0, 1, \ldots$ are independently sampled from the standard $p$-dimensional normal $N(0, I_p)$. We consider $\rho = 0, 0.3, 0.8$ for the Scenarios 3–5.

**Scenario 6**

The mean function is same as (4.17) in Scenario 3. The sparse covariance is generated by $\Sigma(u) = 0.1 \times R(u) \times R(u)$, where $R(u)$ is a sparse symmetry matrix and is generated by the method in Scenario 1. For specificity, we let $S_R$ be 0.96, $n = 100, 200, 500$ and $p = 50, 100, 150, 300$. For each combination $(n, p)$, we repeat it 90 times in this simulation as well.

For simplicity, we compare three estimators $stNCM_1$, $DAC_1$ and $DAC_2$ here. We use $stNCM_1$ to represent our $Q_1$-based nonparametric covariance estimation using the local constant smoother in Chapter 3. We employ the spectral and Frobenius norm-based integrated root-squared error (IRSE) as the criteria. Specifically, we generate $u^*_i, i = 1, \ldots, 25$ evenly from interval $[-0.9, 0.9]$ for Scenarios 3–6. Then for each $u^*_i$, the spectral and Frobenius norm-based IRSE are:

$$\text{IRSE}_F(u^*_i) = \frac{1}{K_0} \sum_{i=1}^{K_0} \left\| \hat{\Sigma}(u^*_i) - \Sigma(u^*_i) \right\|_F,$$

$$\text{IRSE}_S(u^*_i) = \frac{1}{K_0} \sum_{i=1}^{K_0} \left\| \hat{\Sigma}(u^*_i) - \Sigma(u^*_i) \right\|_S,$$

where $K_0 = 25$ and $\hat{\Sigma}(u^*_i)$ is the estimator of underlying covariance matrix $\Sigma(u^*_i)$.

In the step of estimating the off-diagonal zeros entries, the results of FDR procedure depend on the significant level $\alpha$. To test the effect of $\alpha$, we let $\alpha = 0.01, 0.02, \ldots, 0.1$ respectively. We apply $stNCM_1$, $DAC_1$ and $DAC_2$ to the 90 datasets for each combination of $(n, p, \rho)$. Their Frobenius and spectral norm-based IRSE are also calculated at the same time for different $\alpha$. Furthermore, we also have a great interest in the accuracy of zero entries identification. Let $p_1$ ($p_2$) be the number of nonzero (zero) entries in $\Sigma(u)$. For any estimator $\hat{\Sigma}(u)$ of $\Sigma(u)$, let $n_{11}$ be the number of true discoveries of nonzero entries in $\Sigma(u)$ by $\hat{\Sigma}(u)$. Similarly, let $n_{22}$ denote the number of true discoveries of zero entries in $\Sigma(u)$ by $\hat{\Sigma}(u)$. Let
SEN, SPE and ACC denote sensitivity, specificity and accuracy in the above testing,

\[ \text{SEN} = \frac{n_{11}}{p_1}, \quad \text{SPE} = \frac{n_{22}}{p_2}, \quad \text{ACC} = \frac{n_{11} + n_{22}}{p_1 + p_2}. \]

The significant level \( \alpha \) is selected automatically by the minimum IRSE.

Furthermore, to evaluate the performance of our method when the locations of zero entries vary with \( u \), we design the Scenario 7.

**Scenario 7**

The idea of this case originates from the random graph model (Zhou et al., 2010) with a slight modification. We assume the nonzero entries’ locations will change at the points: \(-0.9, -0.7, -0.5, -0.3, -0.1, 0, 0.1, 0.3, 0.5, 0.7, 0.9\). Firstly, we generate the full matrix \( R(u) \) with

\[ r_{ij}(u) = \exp(0.5u \sin(ij))(1 - u^2) + 0.1. \]

Let \( u_k^* = -1.1 + 0.2k, k = 1, \ldots, 10, R_L(u) \) be strictly lower triangular matrix of \( R(u) \). Denote the set of \( R_L(u) \) indices as \( S \), namely, \( S = \{(i, j) : 1 \leq i < j \leq p\} \). When \( k = 1 \), we randomly choose \( p \) elements from \( S \), denote these \( p \) elements as a new subset \( S_1 \), and let \( S_0 = S \setminus S_1 \). If \( (i, j) \in S_0 \), then let the \((i,j)\)-th entry of \( R_L(-0.9) \) be zero. Now \( R_L(-0.9) \) is sparse and has \( p \) nonzero entries. Next, we will discuss how to generate \( R_L(u) \), \( \forall \ u \in [-1, 1] \) through the following steps:

1. \( \forall \ u \in [-1, -0.9) , R_L(u) \) shares the same nonzero locations as \( R_L(-0.9) \); 
2. When \( k = 1 \), for any \( u \in [u_k^*, u_{k+1}^*] \), we randomly choose \( p/10 \) elements from current subset \( S_1 \), and let them decrease to zero by \((u_{k+1}^* - u) \times r_{ij}(u_k^*)/5\); on the other side, we randomly choose \( p/10 \) entries from the subset \( S_0 \) as well and let them increase to \( r_{ij}(u_{k+1}^*) \) by \((u - u_k^*) \times r_{ij}(u_{k+1}^*)/5\). At \( u_{k+1}^* \), update both \( S_0 \) and \( S_1 \); 
3. Repeat the step 2 until \( k = 9 \); 
4. For any \( u \in (0.9, 1] \), \( R_L(u) \) shares the same nonzero locations as \( R_L(0.9) \).

After obtaining the sparse lower triangular matrix \( R_L(u) \), we can easily get matrix \( R(u) \). Note that, except the change-points \( u_k^* \), there always are \( 3p + p/5 \) nonzero entries in \( R(u) \). Lastly, we let \( \Sigma(u) = 0.1 \times R(u) \times R(u) \).

In this Scenario, we let \( n = 100, p = 100, 150, 300 \) and repeat each parameter setting 90 times. We compare the performance of the Frobenius and spectral norm-based IRSE, SEN, SPE and ACC in Tables 4.10 ~ 4.18.
Result

The average (standard error in %) of both Frobenius and spectral norm-based IRSE, $\text{sen}$, $\text{spe}$ and $\text{acc}$ for Scenarios 1–7 are displayed in Tables 4.1 $\sim$ 4.18 and Tables B.1 $\sim$ B.22. Tables 4.1 $\sim$ 4.6 and Tables B.2 $\sim$ B.4 display the 12 combinations of pair $(n, p, \rho)$ in Scenario 3. Tables B.5 $\sim$ B.13 display the 12 combinations of pair $(n, p, \rho)$ in Scenario 4 and Tables B.14 $\sim$ B.22 display the 12 combinations of pair $(n, p, \rho)$ in Scenario 5. Tables 4.7 $\sim$ 4.9 display the 12 combinations of pair $(n, p, \rho)$ in Scenario 6 with $S_R = 0.96$. The results can be summarized as follows:

- Both DAC$_1$ and DAC$_2$ perform consistently better than the method stNCM$_1$ for each parameter sets $(n, p, \rho)$ of these seven simulations in terms of both Frobenius and spectral norm-based IRSE, see Tables 4.1 $\sim$ 4.18 and Tables B.1 $\sim$ B.22 in Appendix B.

- On average, the spectral and Frobenius norm-based IRSE of each parameter sets $(n, p, \rho)$ increase with the dimension $p$ and the degree of serial correlation $\rho$ but decrease with sample size $n$, see Tables 4.1 $\sim$ 4.3.

- The sparsity of $\Sigma(u)$ also has an effect on the performance of the spectral and Frobenius norm-based IRSE when one compares stNCM$_1$ with DAC$_1$ and DAC$_2$. For instance, in Table 4.7, the sparsity of covariance matrix varies from 0.944 to 0.6413. We can see that both Frobenius and spectral norm-based IRSE increase when the sparsity decreases. Furthermore, Tables 4.7 and 4.9 show that the Frobenius and spectral norm-based IRSE of DAC$_1$ and DAC$_2$ are consistently better than those in stNCM$_1$ method. On average, compared with stNCM$_1$, the improvements of DAC$_1$ and DAC$_2$ are 20.06%, 33.18% respectively in Table 4.7.

- We also compare three criteria: $\text{sen}$, $\text{spe}$ and $\text{acc}$ for each scenario. For example, in Table 4.4, the $\text{spe}$s of DAC$_1$ and DAC$_2$ are almost equivalent to stNCM$_1$, however, the $\text{sen}$s of DAC$_1$ and DAC$_2$ are significantly larger than the $\text{sen}$s of stNCM$_1$ method. This is not surprising because we implement the zero entries detection before bandwidth selection step rather than after the bandwidth selection step as stNCM$_1$ method. The similar conclusion can be made for dependent samples when $\rho = 0.3$ and 0.8, see Tables 4.5 and 4.6.

- In Scenario 6, we notice that the $\text{sen}$ of stNCM$_1$ is quite small compared with DAC$_1$ and DAC$_2$, for example, when $n = 200, p = 100$ in Table 4.8, the value of $\text{sen}$ in stNCM$_1$ is just 0.2097, while the value of DAC$_1$ is 0.8076. This means stNCM$_1$ method can not identify the nonzero entries efficiently, this can also be confirmed by the $\text{acc}$ column in the same table.

- In Scenario 7, the global sparsity of underlying covariance matrix for $p =
100, 150 and 300 are 0.8542, 0.8982 and 0.9471 respectively. The nonzero entries vary with the condition \( u \) described in Scenario 7. Tables 4.10 \( \sim \) 4.18 summarize the Frobenius and spectral norm-based IRSE, \( \text{SEN} \), \( \text{SPE} \) and \( \text{ACC} \) at each changing point \( u_k^* = -1.1 + 0.2k, k = 1, \ldots, 10 \). We can conclude that \( \text{DAC}_1 \) and \( \text{DAC}_2 \) perform uniformly better than \( \text{stNcm}_1 \) method even under location-varying nonzero entries circumstances.

Table 4.1: The Average (standard error in \%) of Frobenius Norm-based IRSE for Scenario 3

<table>
<thead>
<tr>
<th>( n )</th>
<th>( p )</th>
<th>( \text{stNcm}_1 )</th>
<th>( \text{DAC}_1 )</th>
<th>( \text{Sig.} )</th>
<th>( \text{DAC}_2 )</th>
<th>( \text{Sig.} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>50</td>
<td>0.3412(4.67)</td>
<td>0.2160(1.52)</td>
<td>0.06</td>
<td>0.2132(1.39)</td>
<td>0.05</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.3280(1.08)</td>
<td>0.2324(1.47)</td>
<td>0.06</td>
<td>0.2290(1.18)</td>
<td>0.05</td>
</tr>
<tr>
<td>100</td>
<td>150</td>
<td>0.3471(1.02)</td>
<td>0.2453(1.92)</td>
<td>0.06</td>
<td>0.2395(0.99)</td>
<td>0.05</td>
</tr>
<tr>
<td>100</td>
<td>300</td>
<td>0.3672(0.55)</td>
<td>0.2606(1.00)</td>
<td>0.06</td>
<td>0.2564(0.59)</td>
<td>0.06</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.2197(3.84)</td>
<td>0.1325(1.11)</td>
<td>0.01</td>
<td>0.1330(1.03)</td>
<td>0.01</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>0.2247(1.61)</td>
<td>0.1399(0.75)</td>
<td>0.02</td>
<td>0.1395(0.82)</td>
<td>0.01</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>0.2273(1.18)</td>
<td>0.1418(0.70)</td>
<td>0.02</td>
<td>0.1418(0.61)</td>
<td>0.02</td>
</tr>
<tr>
<td>200</td>
<td>300</td>
<td>0.2423(0.70)</td>
<td>0.1484(1.01)</td>
<td>0.02</td>
<td>0.1470(0.43)</td>
<td>0.02</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>0.1070(0.80)</td>
<td>0.0849(0.56)</td>
<td>0.01</td>
<td>0.0863(0.52)</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td>0.1092(0.69)</td>
<td>0.0856(0.38)</td>
<td>0.01</td>
<td>0.0873(0.37)</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>150</td>
<td>0.1109(0.55)</td>
<td>0.0858(0.33)</td>
<td>0.01</td>
<td>0.0873(0.33)</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>300</td>
<td>0.1198(0.49)</td>
<td>0.0864(0.25)</td>
<td>0.01</td>
<td>0.0877(0.24)</td>
<td>0.01</td>
</tr>
</tbody>
</table>

### 4.4 Real Data Analysis

We apply our Divide-and-Combine estimation method to the stock prices. The dataset contains 421 stocks daily closed price and volume from 01/01/2005 to 31/12/2010. For each week, we calculate the volume weighted average price (VWAP) as the price of this week. We take logarithm of the ratio of VWAP at week \( t \) and \( t-1 \). In this real data analysis, according to economic depression period, we divide the whole data into three periods, namely, before-financial-crisis period from 01/01/2005 to 31/12/2006, in-financial-crisis period from 01/01/2007 to 31/12/2008 and after-financial-crisis period from 01/01/2009 to 31/12/2010. We also collect the daily closed price and volume of index S&P 500.

We apply the proposed Divide-and-Combine estimation method to the data from each time-period, obtaining the corresponding estimators of mean \( \mu(u) \) and covariance matrix \( \Sigma(u) \). Here, the diagonal estimators of \( \Sigma(u) \) show the
Table 4.2: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 3 (continued)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$\text{stNCM}_1$</th>
<th>DAC$_1$</th>
<th>Sig.</th>
<th>DAC$_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\rho = 0.3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.2908(2.02)</td>
<td>0.2462(1.60)</td>
<td>0.04</td>
<td>0.2464(1.55)</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.3049(1.36)</td>
<td>0.2661(1.14)</td>
<td>0.04</td>
<td>0.2633(1.13)</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.3143(1.00)</td>
<td>0.2719(1.31)</td>
<td>0.04</td>
<td>0.2699(0.87)</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.3346(0.63)</td>
<td>0.2883(0.67)</td>
<td>0.04</td>
<td>0.2864(0.59)</td>
<td>0.04</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.2440(2.08)</td>
<td>0.1610(0.95)</td>
<td>0.01</td>
<td>0.1618(0.98)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.2452(1.29)</td>
<td>0.1669(0.96)</td>
<td>0.01</td>
<td>0.1676(0.94)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.2469(1.11)</td>
<td>0.1719(0.69)</td>
<td>0.01</td>
<td>0.1717(0.63)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.2561(0.78)</td>
<td>0.1820(0.53)</td>
<td>0.01</td>
<td>0.1816(0.50)</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>0.2284(1.28)</td>
<td>0.1121(0.72)</td>
<td>0.01</td>
<td>0.1163(0.76)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.2352(0.84)</td>
<td>0.1141(0.59)</td>
<td>0.01</td>
<td>0.1181(0.61)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.2332(0.74)</td>
<td>0.1140(0.51)</td>
<td>0.01</td>
<td>0.1181(0.53)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.2340(0.49)</td>
<td>0.1122(0.30)</td>
<td>0.01</td>
<td>0.1157(0.31)</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 4.3: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 3 (continued)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$\text{stNCM}_1$</th>
<th>DAC$_1$</th>
<th>Sig.</th>
<th>DAC$_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\rho = 0.8$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.5888(3.20)</td>
<td>0.4895(0.80)</td>
<td>0.06</td>
<td>0.4884(0.83)</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.5928(2.68)</td>
<td>0.5022(0.60)</td>
<td>0.06</td>
<td>0.5014(0.65)</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.5901(2.39)</td>
<td>0.5028(0.52)</td>
<td>0.03</td>
<td>0.5026(0.39)</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.5980(2.35)</td>
<td>0.5069(0.40)</td>
<td>0.02</td>
<td>0.5066(0.32)</td>
<td>0.02</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.5903(1.50)</td>
<td>0.4637(0.77)</td>
<td>0.01</td>
<td>0.4568(0.61)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.5895(1.32)</td>
<td>0.4737(0.58)</td>
<td>0.01</td>
<td>0.4654(0.48)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.5936(1.29)</td>
<td>0.4746(0.46)</td>
<td>0.01</td>
<td>0.4671(0.34)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.5936(1.09)</td>
<td>0.4812(0.34)</td>
<td>0.01</td>
<td>0.4747(0.25)</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>0.5887(0.93)</td>
<td>0.4725(0.68)</td>
<td>0.01</td>
<td>0.4679(0.53)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.5920(0.34)</td>
<td>0.4769(0.52)</td>
<td>0.01</td>
<td>0.4696(0.26)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.5923(0.49)</td>
<td>0.4772(0.36)</td>
<td>0.01</td>
<td>0.4704(0.23)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.5931(0.19)</td>
<td>0.4753(0.31)</td>
<td>0.01</td>
<td>0.4676(0.14)</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Table 4.4: The Average SEN, SPE and ACC for Scenario 3 ($\rho = 0$)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>SEN</th>
<th>SPE</th>
<th>ACC</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>stNCM</td>
<td>DAC</td>
<td>DAC</td>
<td>stNCM</td>
</tr>
<tr>
<td>50</td>
<td>0.8377</td>
<td>0.9154</td>
<td>0.9168</td>
<td>0.8058</td>
<td>0.9871</td>
</tr>
<tr>
<td>100</td>
<td>0.6487</td>
<td>0.9094</td>
<td>0.9010</td>
<td>0.9934</td>
<td>0.9896</td>
</tr>
<tr>
<td>150</td>
<td>0.5845</td>
<td>0.8850</td>
<td>0.8705</td>
<td>0.9964</td>
<td>0.9929</td>
</tr>
<tr>
<td>300</td>
<td>0.4159</td>
<td>0.8380</td>
<td>0.8279</td>
<td>0.9977</td>
<td>0.9969</td>
</tr>
<tr>
<td>50</td>
<td>0.9422</td>
<td>0.9856</td>
<td>0.9867</td>
<td>0.9307</td>
<td>0.9981</td>
</tr>
<tr>
<td>100</td>
<td>0.8739</td>
<td>0.9839</td>
<td>0.9893</td>
<td>0.9924</td>
<td>0.9979</td>
</tr>
<tr>
<td>150</td>
<td>0.8419</td>
<td>0.9797</td>
<td>0.9818</td>
<td>0.9973</td>
<td>0.9986</td>
</tr>
<tr>
<td>300</td>
<td>0.8022</td>
<td>0.9806</td>
<td>0.9793</td>
<td>0.9990</td>
<td>0.9985</td>
</tr>
<tr>
<td>50</td>
<td>0.9949</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9974</td>
<td>0.9982</td>
</tr>
<tr>
<td>100</td>
<td>0.9918</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9988</td>
<td>0.9989</td>
</tr>
<tr>
<td>150</td>
<td>0.9858</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9988</td>
<td>0.9993</td>
</tr>
<tr>
<td>300</td>
<td>0.9570</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9998</td>
<td>0.9997</td>
</tr>
</tbody>
</table>
Table 4.5: The Average SEN, SPE and ACC for Scenario 3 ($\rho = 0.3$)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>SEN</th>
<th>SPE</th>
<th>ACC</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>0.8462</td>
<td>0.9006</td>
<td>0.9081</td>
<td>0.9854</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>0.7700</td>
<td>0.8633</td>
<td>0.8755</td>
<td>0.9962</td>
</tr>
<tr>
<td>150</td>
<td>2</td>
<td>0.7309</td>
<td>0.8831</td>
<td>0.8726</td>
<td>0.9979</td>
</tr>
<tr>
<td>300</td>
<td>2</td>
<td>0.6229</td>
<td>0.8194</td>
<td>0.8299</td>
<td>0.9993</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>0.9730</td>
<td>0.9802</td>
<td>0.9827</td>
<td>0.9959</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
<td>0.9602</td>
<td>0.9827</td>
<td>0.9841</td>
<td>0.9982</td>
</tr>
<tr>
<td>150</td>
<td>2</td>
<td>0.9487</td>
<td>0.9762</td>
<td>0.9784</td>
<td>0.9988</td>
</tr>
<tr>
<td>300</td>
<td>2</td>
<td>0.9233</td>
<td>0.9717</td>
<td>0.9672</td>
<td>0.9995</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>0.9998</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9997</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
<td>0.9995</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9999</td>
</tr>
<tr>
<td>150</td>
<td>2</td>
<td>0.9991</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9999</td>
</tr>
<tr>
<td>300</td>
<td>2</td>
<td>0.9988</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Table 4.6: The Average SEN, SPE and ACC for Scenario 3 ($\rho = 0.8$)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>SEN</th>
<th></th>
<th>SPE</th>
<th></th>
<th>ACC</th>
<th></th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$n_{stNCM1}$</td>
<td>DAC1</td>
<td>DAC2</td>
<td>$n_{stNCM1}$</td>
<td>DAC1</td>
<td>DAC2</td>
<td>$n_{DAC1}$</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>0.6549</td>
<td>0.8391</td>
<td>0.8424</td>
<td>0.9386</td>
<td>0.9652</td>
<td>0.9670</td>
<td>0.9109</td>
</tr>
<tr>
<td>100</td>
<td>0.4841</td>
<td>0.8062</td>
<td>0.8095</td>
<td>0.9906</td>
<td>0.9784</td>
<td>0.9791</td>
<td>0.9656</td>
<td>0.9698</td>
</tr>
<tr>
<td>150</td>
<td>0.4208</td>
<td>0.7957</td>
<td>0.7974</td>
<td>0.9981</td>
<td>0.9816</td>
<td>0.9830</td>
<td>0.9790</td>
<td>0.9754</td>
</tr>
<tr>
<td>300</td>
<td>0.3087</td>
<td>0.6951</td>
<td>0.7255</td>
<td>0.9997</td>
<td>0.9934</td>
<td>0.9915</td>
<td>0.9882</td>
<td>0.9884</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>0.8572</td>
<td>0.9511</td>
<td>0.9574</td>
<td>0.9666</td>
<td>0.9822</td>
<td>0.9794</td>
<td>0.9559</td>
</tr>
<tr>
<td>100</td>
<td>0.7487</td>
<td>0.9365</td>
<td>0.9475</td>
<td>0.9933</td>
<td>0.9891</td>
<td>0.9861</td>
<td>0.9812</td>
<td>0.9865</td>
</tr>
<tr>
<td>150</td>
<td>0.6861</td>
<td>0.9279</td>
<td>0.9383</td>
<td>0.9957</td>
<td>0.9913</td>
<td>0.9887</td>
<td>0.9854</td>
<td>0.9892</td>
</tr>
<tr>
<td>300</td>
<td>0.5665</td>
<td>0.9087</td>
<td>0.9226</td>
<td>0.9988</td>
<td>0.9941</td>
<td>0.9921</td>
<td>0.9917</td>
<td>0.9927</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>0.9940</td>
<td>0.9995</td>
<td>0.9999</td>
<td>0.9979</td>
<td>0.9833</td>
<td>0.9801</td>
<td>0.9975</td>
</tr>
<tr>
<td>100</td>
<td>0.9905</td>
<td>0.9993</td>
<td>0.9996</td>
<td>0.9993</td>
<td>0.9895</td>
<td>0.9870</td>
<td>0.9988</td>
<td>0.9900</td>
</tr>
<tr>
<td>150</td>
<td>0.9890</td>
<td>0.9994</td>
<td>0.9996</td>
<td>0.9994</td>
<td>0.9915</td>
<td>0.9895</td>
<td>0.9991</td>
<td>0.9917</td>
</tr>
<tr>
<td>300</td>
<td>0.9839</td>
<td>0.9992</td>
<td>0.9995</td>
<td>0.9997</td>
<td>0.9938</td>
<td>0.9919</td>
<td>0.9995</td>
<td>0.9939</td>
</tr>
</tbody>
</table>
Table 4.7: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 6 with $S_R = 0.96$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$S_2$</th>
<th>$stNCM_1$</th>
<th>$DAC_1$</th>
<th>Sig.</th>
<th>$DAC_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.9440</td>
<td>0.1295(0.58)</td>
<td>0.0829(0.46)</td>
<td>0.01</td>
<td>0.0814(0.47)</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.8828</td>
<td>0.3169(0.86)</td>
<td>0.2261(0.69)</td>
<td>0.05</td>
<td>0.2150(0.50)</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.8149</td>
<td>0.5118(1.24)</td>
<td>0.4078(0.68)</td>
<td>0.06</td>
<td>0.3828(0.54)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.6431</td>
<td>1.0284(1.55)</td>
<td>0.9075(0.72)</td>
<td>0.01</td>
<td>0.9034(0.30)</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.9424</td>
<td>0.0939(0.37)</td>
<td>0.0663(0.94)</td>
<td>0.01</td>
<td>0.0617(0.38)</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.8782</td>
<td>0.2628(0.48)</td>
<td>0.1747(1.51)</td>
<td>0.09</td>
<td>0.1639(0.49)</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.8152</td>
<td>0.4325(0.70)</td>
<td>0.3157(2.52)</td>
<td>0.10</td>
<td>0.2947(0.49)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.6418</td>
<td>0.9734(1.33)</td>
<td>0.8263(2.23)</td>
<td>0.10</td>
<td>0.7842(0.76)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.9432</td>
<td>0.0745(0.22)</td>
<td>0.0847(1.47)</td>
<td>0.01</td>
<td>0.0747(0.24)</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.8804</td>
<td>0.2269(0.17)</td>
<td>0.1944(3.19)</td>
<td>0.01</td>
<td>0.1103(0.30)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.8186</td>
<td>0.3854(0.11)</td>
<td>0.3040(7.37)</td>
<td>0.10</td>
<td>0.2021(0.39)</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.6413</td>
<td>0.8817(0.21)</td>
<td>0.7289(8.39)</td>
<td>0.10</td>
<td>0.5868(0.68)</td>
<td>0.10</td>
<td></td>
</tr>
</tbody>
</table>

volatility of individual returns while correlation coefficient matrix estimator of $\Sigma(u)$ captures cross-sectional relationships in these returns. As the number of observations in this real dataset is 312, for each S&P 500 index in each period, we obtain the corresponding covariance matrix estimators of $\Sigma(u)$.

To analyse the structure and difference between these three periods, we employ four basic concepts of Graphic Model: Edge Density, Vertex Strength, Clustering Coefficient and Centrality, see the review in Section 2.4.3. Figure 4.6 shows these four terminologies for each period and makes comparison over three periods. For simplicity, Periods 1, 2 and 3 represent the before-financial-crisis period, in-financial-crisis period and after-financial-crisis period respectively. The number of observations in each period are not equal in this real data analysis. Hence, for each terminology, we use the Dwass-Steel-Crichtlow-Fligner pairwise ranking nonparametric method (Douglas & Michael, 1991) to compare the period difference. We employ the Bonferroni method (Dunn, 1961) to correct the $p$-value. Furthermore, we also implement the pairwise comparison for each graphical terminology. The comparison of Centrality Index, Clustering Coefficient and Vertex Strength are significantly different at the level 0.001. The Edge Density difference between Period 1 and 2 is not significant at level 0.001. However, they are both significantly different compared with Period 2. And the $p$-value for each comparison is also less than 0.001. That means the graphic structure or connection changed significantly before, during and after financial-crisis. Centrality, Edge Density and Vertex Strength have the same tendency of mean and median. We
Table 4.8: The Average SEN, SPE and ACC for Scenario 6 with $S_R = 0.96$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$s_C$</th>
<th>$\text{SEN}$</th>
<th>$\text{SPE}$</th>
<th>$\text{ACC}$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$s_{\text{NCM}_1}$</td>
<td>DAC 1</td>
<td>DAC 2</td>
<td>$s_{\text{NCM}_1}$</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>6.9440</td>
<td>0.7332</td>
<td>0.9043</td>
<td>0.9437</td>
<td>0.7819</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>0.8828</td>
<td>0.2637</td>
<td>0.6110</td>
<td>0.6177</td>
<td>0.8407</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>0.8149</td>
<td>0.1982</td>
<td>0.3544</td>
<td>0.3597</td>
<td>0.8421</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>0.6431</td>
<td>0.1278</td>
<td>0.0935</td>
<td>0.0904</td>
<td>0.8812</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>0.9424</td>
<td>0.7229</td>
<td>0.9606</td>
<td>0.9878</td>
<td>0.8498</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>0.8782</td>
<td>0.2097</td>
<td>0.8076</td>
<td>0.8108</td>
<td>0.9178</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>0.8152</td>
<td>0.1378</td>
<td>0.5951</td>
<td>0.5979</td>
<td>0.9019</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>0.6418</td>
<td>0.0912</td>
<td>0.2311</td>
<td>0.2275</td>
<td>0.9178</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>0.9432</td>
<td>0.7586</td>
<td>0.9726</td>
<td>0.9997</td>
<td>0.9080</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>0.8804</td>
<td>0.2878</td>
<td>0.8430</td>
<td>0.9664</td>
<td>0.8886</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>0.8186</td>
<td>0.1544</td>
<td>0.8503</td>
<td>0.8937</td>
<td>0.8884</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>0.6413</td>
<td>0.0968</td>
<td>0.5668</td>
<td>0.5453</td>
<td>0.9121</td>
</tr>
</tbody>
</table>
Table 4.9: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 6 with $S_R = 0.96$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$s_2$</th>
<th>$stNCM_1$</th>
<th>DAC$_1$</th>
<th>Sig.</th>
<th>DAC$_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>50</td>
<td>0.9440</td>
<td>0.1295(0.58)</td>
<td>0.0829(0.46)</td>
<td>0.01</td>
<td>0.0814(0.47)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.8828</td>
<td>0.3169(0.86)</td>
<td>0.2261(0.69)</td>
<td>0.05</td>
<td>0.2150(0.50)</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.8149</td>
<td>0.5118(1.24)</td>
<td>0.4078(0.68)</td>
<td>0.06</td>
<td>0.3828(0.54)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.6431</td>
<td>1.0284(1.55)</td>
<td>0.9075(0.72)</td>
<td>0.01</td>
<td>0.9034(0.30)</td>
<td>0.04</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.9424</td>
<td>0.0939(0.37)</td>
<td>0.0663(0.94)</td>
<td>0.01</td>
<td>0.0617(0.38)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.8782</td>
<td>0.2628(0.48)</td>
<td>0.1747(1.51)</td>
<td>0.09</td>
<td>0.1639(0.49)</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.8152</td>
<td>0.4325(0.70)</td>
<td>0.3157(2.52)</td>
<td>0.10</td>
<td>0.2947(0.49)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.6418</td>
<td>0.9734(1.33)</td>
<td>0.8263(2.23)</td>
<td>0.10</td>
<td>0.7842(0.76)</td>
<td>0.10</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>0.9432</td>
<td>0.0745(0.22)</td>
<td>0.0847(1.47)</td>
<td>0.01</td>
<td>0.0477(0.24)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.8804</td>
<td>0.2269(0.17)</td>
<td>0.1944(3.19)</td>
<td>0.01</td>
<td>0.1103(0.30)</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.8186</td>
<td>0.3854(0.11)</td>
<td>0.3040(7.37)</td>
<td>0.10</td>
<td>0.2021(0.39)</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.6413</td>
<td>0.8817(0.21)</td>
<td>0.7289(8.39)</td>
<td>0.10</td>
<td>0.5868(0.68)</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 4.10: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 7 with $p = 100$

<table>
<thead>
<tr>
<th>$u_0$</th>
<th>$stNCM_1$</th>
<th>DAC$_1$</th>
<th>Sig.</th>
<th>DAC$_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.9</td>
<td>0.4932(4.18)</td>
<td>0.0358(0.32)</td>
<td>0.01</td>
<td>0.0305(0.08)</td>
<td>0.05</td>
</tr>
<tr>
<td>-0.7</td>
<td>0.1807(1.32)</td>
<td>0.1230(0.35)</td>
<td>0.05</td>
<td>0.1269(0.42)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.3277(2.70)</td>
<td>0.2194(0.58)</td>
<td>0.09</td>
<td>0.2253(0.66)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.3</td>
<td>0.4059(2.90)</td>
<td>0.2819(0.83)</td>
<td>0.10</td>
<td>0.2837(0.80)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.3912(1.72)</td>
<td>0.2967(1.09)</td>
<td>0.10</td>
<td>0.2961(1.02)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.1</td>
<td>0.3695(1.10)</td>
<td>0.2940(0.98)</td>
<td>0.10</td>
<td>0.2920(1.00)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.3</td>
<td>0.3245(1.16)</td>
<td>0.2583(0.77)</td>
<td>0.10</td>
<td>0.2582(0.80)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2458(0.99)</td>
<td>0.1970(0.59)</td>
<td>0.08</td>
<td>0.1981(0.60)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.7</td>
<td>0.1465(0.91)</td>
<td>0.1170(0.37)</td>
<td>0.07</td>
<td>0.1198(0.36)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.9</td>
<td>1.0921(7.05)</td>
<td>0.0348(0.29)</td>
<td>0.02</td>
<td>0.0308(0.11)</td>
<td>0.08</td>
</tr>
</tbody>
</table>
Table 4.11: The Average SEN, SPE and ACC for Scenario 7 with $p = 100$

<table>
<thead>
<tr>
<th>$u_0$</th>
<th>SEN</th>
<th>SPE</th>
<th>ACC</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>stNCM</td>
<td>DAC1</td>
<td>DAC2</td>
<td>stNCM</td>
</tr>
<tr>
<td>-0.9</td>
<td>0.9908</td>
<td>0.3498</td>
<td>0.4043</td>
<td>0.0085</td>
</tr>
<tr>
<td>-0.7</td>
<td>0.2296</td>
<td>0.4309</td>
<td>0.4839</td>
<td>0.9786</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.2022</td>
<td>0.5072</td>
<td>0.5239</td>
<td>0.9835</td>
</tr>
<tr>
<td>-0.3</td>
<td>0.2237</td>
<td>0.5289</td>
<td>0.5356</td>
<td>0.9858</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.2294</td>
<td>0.5818</td>
<td>0.5877</td>
<td>0.9933</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2128</td>
<td>0.5656</td>
<td>0.5710</td>
<td>0.9961</td>
</tr>
<tr>
<td>0.3</td>
<td>0.1987</td>
<td>0.5476</td>
<td>0.5548</td>
<td>0.9953</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1884</td>
<td>0.4962</td>
<td>0.5267</td>
<td>0.9935</td>
</tr>
<tr>
<td>0.7</td>
<td>0.1444</td>
<td>0.4403</td>
<td>0.4784</td>
<td>0.9837</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9893</td>
<td>0.3649</td>
<td>0.4327</td>
<td>0.0115</td>
</tr>
</tbody>
</table>
Table 4.12: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 7 with \( p = 100 \)

<table>
<thead>
<tr>
<th>( u_0 )</th>
<th>( \text{stNCM}_1 )</th>
<th>DAC1</th>
<th>Sig.</th>
<th>DAC2</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.9</td>
<td>4.7625(42.12)</td>
<td>0.1240(2.43)</td>
<td>0.01</td>
<td>0.1063(0.67)</td>
<td>0.05</td>
</tr>
<tr>
<td>-0.7</td>
<td>0.6000(11.82)</td>
<td>0.4054(3.12)</td>
<td>0.05</td>
<td>0.4505(2.94)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.5</td>
<td>1.1940(24.63)</td>
<td>0.7872(6.28)</td>
<td>0.09</td>
<td>0.8456(6.32)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.3</td>
<td>1.4632(23.33)</td>
<td>1.0676(8.06)</td>
<td>0.10</td>
<td>1.0876(7.81)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.1</td>
<td>1.4498(18.38)</td>
<td>1.1199(12.62)</td>
<td>0.10</td>
<td>1.1018(11.99)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.1</td>
<td>1.2996(9.91)</td>
<td>1.0716(9.57)</td>
<td>0.10</td>
<td>1.0474(8.62)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.3</td>
<td>1.1210(5.71)</td>
<td>0.9068(6.28)</td>
<td>0.10</td>
<td>0.9186(5.84)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.5</td>
<td>0.8850(7.53)</td>
<td>0.7283(6.91)</td>
<td>0.08</td>
<td>0.7486(6.83)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.7</td>
<td>0.5722(8.16)</td>
<td>0.4567(4.85)</td>
<td>0.07</td>
<td>0.5199(4.56)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.9</td>
<td>10.8086(71.34)</td>
<td>0.1351(3.41)</td>
<td>0.02</td>
<td>0.1271(1.10)</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 4.13: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 7 with \( p = 150 \)

<table>
<thead>
<tr>
<th>( u_0 )</th>
<th>( \text{stNCM}_1 )</th>
<th>DAC1</th>
<th>Sig.</th>
<th>DAC2</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.9</td>
<td>0.5661(3.37)</td>
<td>0.0347(0.21)</td>
<td>0.01</td>
<td>0.0312(0.07)</td>
<td>0.06</td>
</tr>
<tr>
<td>-0.7</td>
<td>0.1761(1.27)</td>
<td>0.1215(0.26)</td>
<td>0.05</td>
<td>0.1235(0.25)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.3332(3.03)</td>
<td>0.2142(0.46)</td>
<td>0.09</td>
<td>0.2181(0.49)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.3</td>
<td>0.4135(2.63)</td>
<td>0.2785(0.66)</td>
<td>0.09</td>
<td>0.2809(0.68)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.4130(1.37)</td>
<td>0.3210(0.76)</td>
<td>0.09</td>
<td>0.3208(0.75)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.1</td>
<td>0.3882(0.85)</td>
<td>0.3127(0.81)</td>
<td>0.10</td>
<td>0.3113(0.82)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.3</td>
<td>0.3436(0.98)</td>
<td>0.2750(0.65)</td>
<td>0.09</td>
<td>0.2743(0.70)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2714(1.11)</td>
<td>0.2177(0.44)</td>
<td>0.09</td>
<td>0.2205(0.50)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.7</td>
<td>0.1497(0.80)</td>
<td>0.1227(0.34)</td>
<td>0.05</td>
<td>0.1264(0.27)</td>
<td>0.08</td>
</tr>
<tr>
<td>0.9</td>
<td>1.1283(5.18)</td>
<td>0.0354(0.19)</td>
<td>0.02</td>
<td>0.0325(0.07)</td>
<td>0.07</td>
</tr>
</tbody>
</table>
Table 4.14: The Average SEN, SPE and ACC for Scenario 7 with $p = 150$

<table>
<thead>
<tr>
<th>$u_0$</th>
<th>SEN</th>
<th>SPE</th>
<th>ACC</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>stNCM</td>
<td>DAC</td>
<td>DAC</td>
<td>stNCM</td>
</tr>
<tr>
<td>-0.9</td>
<td>0.9921</td>
<td>0.3138</td>
<td>0.3754</td>
<td>0.0076</td>
</tr>
<tr>
<td>-0.7</td>
<td>0.1881</td>
<td>0.3840</td>
<td>0.4290</td>
<td>0.9862</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.1577</td>
<td>0.4572</td>
<td>0.4719</td>
<td>0.9877</td>
</tr>
<tr>
<td>-0.3</td>
<td>0.1829</td>
<td>0.4761</td>
<td>0.4906</td>
<td>0.9892</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.1952</td>
<td>0.4819</td>
<td>0.4948</td>
<td>0.9954</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1789</td>
<td>0.5052</td>
<td>0.5098</td>
<td>0.9973</td>
</tr>
<tr>
<td>0.3</td>
<td>0.1751</td>
<td>0.4960</td>
<td>0.5121</td>
<td>0.9970</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1581</td>
<td>0.4645</td>
<td>0.4819</td>
<td>0.9956</td>
</tr>
<tr>
<td>0.7</td>
<td>0.1050</td>
<td>0.4119</td>
<td>0.4469</td>
<td>0.9969</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9925</td>
<td>0.3615</td>
<td>0.4169</td>
<td>0.0074</td>
</tr>
</tbody>
</table>
Table 4.15: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 7 with $p = 150$

<table>
<thead>
<tr>
<th>$u_0$</th>
<th>$st_{NCM1}$</th>
<th>DAC$_1$</th>
<th>Sig.</th>
<th>DAC$_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.9</td>
<td>6.7739(41.48)</td>
<td>0.1348(1.54)</td>
<td>0.01</td>
<td>0.1324(0.96)</td>
<td>0.06</td>
</tr>
<tr>
<td>-0.7</td>
<td>0.6844(11.88)</td>
<td>0.4884(3.91)</td>
<td>0.05</td>
<td>0.5423(3.51)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.5</td>
<td>1.4133(36.88)</td>
<td>0.8983(7.51)</td>
<td>0.09</td>
<td>0.9446(7.44)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.3</td>
<td>1.5481(24.57)</td>
<td>1.0749(6.50)</td>
<td>0.09</td>
<td>1.1218(6.94)</td>
<td>0.10</td>
</tr>
<tr>
<td>-0.1</td>
<td>1.6588(9.04)</td>
<td>1.3373(8.57)</td>
<td>0.09</td>
<td>1.3575(8.68)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.1</td>
<td>1.4995(9.55)</td>
<td>1.2290(8.83)</td>
<td>0.10</td>
<td>1.2485(9.08)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.3</td>
<td>1.3996(14.69)</td>
<td>1.1495(12.59)</td>
<td>0.09</td>
<td>1.1426(12.19)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.5</td>
<td>1.1909(9.53)</td>
<td>0.9781(9.97)</td>
<td>0.09</td>
<td>1.0351(9.27)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.7</td>
<td>0.5634(8.52)</td>
<td>0.4783(4.14)</td>
<td>0.05</td>
<td>0.5334(3.61)</td>
<td>0.08</td>
</tr>
<tr>
<td>0.9</td>
<td>13.6906(63.99)</td>
<td>0.1354(1.81)</td>
<td>0.02</td>
<td>0.1365(0.83)</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 4.16: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 7 with $p = 300$

<table>
<thead>
<tr>
<th>$u_0$</th>
<th>$st_{NCM1}$</th>
<th>DAC$_1$</th>
<th>Sig.</th>
<th>DAC$_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.9</td>
<td>0.7955(3.60)</td>
<td>0.0369(0.21)</td>
<td>0.01</td>
<td>0.0325(0.05)</td>
<td>0.04</td>
</tr>
<tr>
<td>-0.7</td>
<td>0.2348(1.55)</td>
<td>0.1306(0.19)</td>
<td>0.04</td>
<td>0.1337(0.20)</td>
<td>0.07</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.4278(4.25)</td>
<td>0.2293(0.32)</td>
<td>0.06</td>
<td>0.2336(0.34)</td>
<td>0.09</td>
</tr>
<tr>
<td>-0.3</td>
<td>0.5150(3.78)</td>
<td>0.3012(0.44)</td>
<td>0.08</td>
<td>0.3033(0.46)</td>
<td>0.09</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.4584(1.61)</td>
<td>0.3334(0.50)</td>
<td>0.08</td>
<td>0.3328(0.52)</td>
<td>0.09</td>
</tr>
<tr>
<td>0.1</td>
<td>0.4103(0.99)</td>
<td>0.3240(0.51)</td>
<td>0.08</td>
<td>0.3228(0.53)</td>
<td>0.09</td>
</tr>
<tr>
<td>0.3</td>
<td>0.3652(1.12)</td>
<td>0.2898(0.44)</td>
<td>0.08</td>
<td>0.2899(0.45)</td>
<td>0.08</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2800(1.22)</td>
<td>0.2143(0.31)</td>
<td>0.06</td>
<td>0.2170(0.34)</td>
<td>0.08</td>
</tr>
<tr>
<td>0.7</td>
<td>0.1622(0.80)</td>
<td>0.1212(0.18)</td>
<td>0.04</td>
<td>0.1255(0.20)</td>
<td>0.08</td>
</tr>
<tr>
<td>0.9</td>
<td>1.6857(5.89)</td>
<td>0.0350(0.13)</td>
<td>0.01</td>
<td>0.0323(0.06)</td>
<td>0.06</td>
</tr>
</tbody>
</table>
Table 4.17: The Average SEN, SPE and ACC for Scenario 7 with $p = 300$

| $u_0$ | SEN | | | SPE | | | ACC | | | Sig. |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|       | stNCM | DAC | DAC | stNCM | DAC | DAC | stNCM | DAC | DAC | DAC | DAC | DAC |
| -0.9  | 0.9952 | 0.2984 | 0.3389 | 0.0042 | 0.9979 | 0.9963 | 0.0267 | 0.9820 | 0.9813 | 0.01 | 0.04 |
| -0.7  | 0.1927 | 0.3590 | 0.3882 | 0.9850 | 0.9967 | 0.9950 | 0.9670 | 0.9823 | 0.9813 | 0.04 | 0.07 |
| -0.5  | 0.1530 | 0.4046 | 0.4329 | 0.9882 | 0.9963 | 0.9943 | 0.9692 | 0.9830 | 0.9818 | 0.06 | 0.09 |
| -0.3  | 0.1788 | 0.4392 | 0.4516 | 0.9896 | 0.9956 | 0.9948 | 0.9712 | 0.9831 | 0.9826 | 0.08 | 0.09 |
| -0.1  | 0.1883 | 0.4462 | 0.4584 | 0.9959 | 0.9960 | 0.9952 | 0.9775 | 0.9834 | 0.9829 | 0.08 | 0.09 |
| 0.1   | 0.1744 | 0.4524 | 0.4654 | 0.9981 | 0.9962 | 0.9954 | 0.9794 | 0.9837 | 0.9832 | 0.08 | 0.09 |
| 0.3   | 0.1625 | 0.4308 | 0.4364 | 0.9980 | 0.9959 | 0.9957 | 0.9790 | 0.9826 | 0.9826 | 0.08 | 0.08 |
| 0.5   | 0.1504 | 0.3989 | 0.4216 | 0.9968 | 0.9965 | 0.9953 | 0.9776 | 0.9826 | 0.9819 | 0.06 | 0.08 |
| 0.7   | 0.0971 | 0.3606 | 0.3993 | 0.9976 | 0.9971 | 0.9948 | 0.9771 | 0.9822 | 0.9809 | 0.04 | 0.08 |
| 0.9   | 0.9959 | 0.2977 | 0.3549 | 0.0038 | 0.9981 | 0.9954 | 0.0263 | 0.9816 | 0.9803 | 0.01 | 0.06 |
Table 4.18: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 7 with $p = 300$

<table>
<thead>
<tr>
<th>$u_0$</th>
<th>$stNCM_1$</th>
<th>DAC1</th>
<th>Sig.</th>
<th>DAC2</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.9</td>
<td>13.5284(62.80)</td>
<td>0.1604(2.78)</td>
<td>0.01</td>
<td>0.1500(1.15)</td>
<td>0.04</td>
</tr>
<tr>
<td>-0.7</td>
<td>1.2325(20.08)</td>
<td>0.5689(4.58)</td>
<td>0.04</td>
<td>0.6230(4.16)</td>
<td>0.07</td>
</tr>
<tr>
<td>-0.5</td>
<td>2.4460(61.52)</td>
<td>1.0358(7.00)</td>
<td>0.06</td>
<td>1.0676(7.11)</td>
<td>0.09</td>
</tr>
<tr>
<td>-0.3</td>
<td>2.6054(61.06)</td>
<td>1.3276(8.01)</td>
<td>0.08</td>
<td>1.3402(8.18)</td>
<td>0.09</td>
</tr>
<tr>
<td>-0.1</td>
<td>2.0575(13.55)</td>
<td>1.7450(12.84)</td>
<td>0.08</td>
<td>1.7585(12.83)</td>
<td>0.09</td>
</tr>
<tr>
<td>0.1</td>
<td>1.7671(5.49)</td>
<td>1.4855(8.09)</td>
<td>0.08</td>
<td>1.5027(8.29)</td>
<td>0.09</td>
</tr>
<tr>
<td>0.3</td>
<td>1.5712(7.03)</td>
<td>1.3684(5.89)</td>
<td>0.08</td>
<td>1.3804(6.11)</td>
<td>0.08</td>
</tr>
<tr>
<td>0.5</td>
<td>1.1972(13.55)</td>
<td>0.9737(4.44)</td>
<td>0.06</td>
<td>1.0207(4.53)</td>
<td>0.08</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7810(18.00)</td>
<td>0.4929(2.18)</td>
<td>0.04</td>
<td>0.5547(1.92)</td>
<td>0.08</td>
</tr>
<tr>
<td>0.9</td>
<td>29.0120(102.74)</td>
<td>0.1468(2.22)</td>
<td>0.01</td>
<td>0.1515(1.20)</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Figure 4.6: Period Comparison

can see that during financial-crisis, both the connection of stocks (Edges) and the correlation coefficient of stocks (Vertex Strength) increase significantly. This is not surprising because during financial-crisis, the economy recession can increase the connection and correlation among stocks. After financial-crisis, the market tries to recover from the economy depression.

To verify this conjecture, we employ the network to represent the correlation coefficient matrix of the stocks prices. It is inconvenient to show all the networks obtained by the correlation coefficient matrices as one can obtain a network for
each day. Alternatively, we use the following way to show the changes of network in different periods. We use equation (2.29) to find the central stock of network given each S&P 500 index for every period. The central of Periods 1, 2, 3 are HAL, TFC and BAC respectively. Then we average the networks of which the centres are HAL, TFC and BAC. Figure 4.7 displays the average network for each period. The red nodes represent the central stocks. We can see that the edges in Periods 1 and 3 are more sparse than Period 2 which supports our conjecture.

Note: The initial graphical network is too dense. We trim the edge weight by 0.5 to display the networks clearly.

*Figure 4.7: Network Comparison*

Furthermore, we apply the fast greedy clustering method (Clauset et al., 2004) to the averaged networks (i.e., Figure 4.7) to find the communities in each period. The averaged networks in Period 1, 2 and 3 are divided into 31, 24 and 42 communities as shown in Figure 4.8. As the number of vertices in each period is different, the comparison among these three clustering results is unnecessary. However, we can see that the number of communities in before-financial-crisis and after-financial-crisis is bigger than the number of communities in-financial-crisis. This means that the market has recovered from economy depression and re-unions to more small communities, see Figure 4.8(c).
4.5 Discussion and Conclusion

In this chapter, inspired by the divide-and-conquer algorithm, we have developed the Divide-and-Combine framework of high-dimensional nonparametric covariance models combining False Discovery Rate procedure and local linear smoother. First, for mean function estimation, we identify the linear and nonlinear EWFs and split the mean function estimation into two parts. Second, we divide the procedure of covariance estimation into three steps: (1) estimation of the diagonal entries, (2) off-diagonal zero entries identification, (3) estimation of the off-diagonal nonzero entries.

Under the sparsity assumption, estimation of off-diagonal entries encounters the zero entries effect when we use the cross validation procedure to choose the bandwidth. Many zero entries will dominate the selection of bandwidth in local linear smoother, i.e., $h$ tends to infinity. It is necessary to eliminate the effect of zero entries before the application of local linear smoother. Hypothesis test can offer us a method to identify the zero entries. As there are $p_0$ null hypotheses, FDR is used in the second step to control the type I error.

We adopt the local maximum likelihood framework (Fan et al., 1997; Yu & Jones, 2004) to estimate the diagonal entries to make sure the variance is positive. To solve the nonlinear equations, we have developed an algorithm based on Newton-Raphson iteration, see Appendix B.2.

Lastly, to satisfy the correlation coefficient constraint, we have developed a new nonparametric framework based on solving a nonparametric cubic equation. Solving a cubic equation to obtain the estimator of correlation coefficient is not our contribution, but applying it to the nonparametric setting is our contribution. The simulation in Figure 4.1 clearly shows that the correlation estimator with constraint is better than the empirical one.

Our method can also be extended to the non-sparse covariance matrix without any further requirement. In this circumstance, we can just concentrate on the estimator of diagonal and non-diagonal respectively. The kernel we used is the standard normal density function, one can also replace it with the other kernel functions, such as Epanechnikov, Biweight, Triweight, etc. This replacement is beyond the scope of our discussion and will be argued elsewhere.
Chapter 5

Change-point Detection in Time Series Segments

5.1 Introduction

As we reviewed in Chapter 1, intermittent isometric experiment consists of several repeated segmentations of time series in signal processing (Rhea et al., 2011; Forrest et al., 2014; Taylor et al., 2016; Pethick et al., 2016). For example, in sports science, intermittent isometric contractions are widely employed in the study of muscle fatigue (Agre & Rodriquez, 1991; Enoka & Duchateau, 2008; Katayama et al., 2010; Pethick et al., 2016). Figure 5.2(a) shows 659977 output torques of muscle contractions from only one participant. Data acquisition is the same as described in Pethick et al. (2016). For simplicity, the participant performed the designed exercise for six seconds. Between every two exercises, there is a period (four seconds) for short break (see the gaps among the spikes in Figure 5.2(a)). The output data is sampled at 1 kHz. The intermittent isometric contractions last until the task failure (Pethick et al., 2016).

It is well known that the energy offered by Adenosine triphosphate (ATP) for muscle contraction will gradually reduce along the time. As a sequence, the output torques of muscle contraction could show different patterns, see Figure 5.4. The time series in Figure 5.4(c) are not as stable as those in Figures 5.4(a) and 5.4(b) because of the muscle fatigue. Therefore, sports scientists have a great interest in detecting the occurrence of muscle fatigue, i.e., when the muscle fatigue happens during a series of intermittent isometric contractions. It is easy to understand that the later muscle fatigue happens, the better athlete performs. Hence, it can evaluate the training effect by comparing the muscle fatigue change-points before and after training.

Generally, this problem can be described by the following mathematical notations. Let $x_t = (x_{t1}, \ldots, x_{tN})$ be a univariate time series with length $N$ where $t$
represents the time. Notation $T$ are the number of intermittent isometric contractions. Let $x_1, x_2, \ldots, x_T$ represent a series of intermittent isometric contractions. Mathematically, the change-point detection of muscle fatigue is equivalent to the change-points detection of $\{x_1, x_2, \ldots, x_T\}$. In particular, if $N = 1$, it degenerates to the classical change-point detection problem (Page, 1954; Killick et al., 2012; Fryzlewicz, 2014).

However, in this research, the $x_t$ is no longer a scalar but a time series with length $N$. Therefore, the classical change-point detection approaches, i.e., CUSUM method (Page, 1954), multiple change-points detection approach (Killick et al., 2012), multiple change-points detection for wild binary segmentation (Fryzlewicz, 2014) and frequentist change-points detection (Fryzlewicz, 2020) could not be applied to $\{x_1, x_2, \ldots, x_T\}$ directly.

To coordinate with the classical change-point detection approaches, we need to find an appropriate statistic that can map the time series $x_t$ to a scalar or score. Based on these scores, the classical change-point methods are applicable to address the above issue. Denote the statistic as the function $I: \mathbb{R}^N \rightarrow \mathbb{R}$. Next, we discuss the choice of $I(\cdot)$. The minimum requirements we expected are the transformation invariant and background-noise-free. The property of transformation invariant was proved by Kullback & Leibler (1951) as follows: Suppose the transformation $y_t = h(x_t)$ makes $y_t$ is a sufficient statistics of $x_t$, then the relative entropies (5.6) of $y_t$ and $x_t$ are same. To the best of our knowledge, we have not found the relevant articles about background noise in terms of relative entropy. To be specific, background-noise-free refers to $I(\cdot)$ is independent of the variance of noise throughout this thesis. The former property could eliminate the impact of unit while the latter property guarantees that the $I(\cdot)$ does not include the background noise.

The reasons that we use transformation invariant and background-noise-free to choose function $I(\cdot)$ are summarized in Table 5.1.

<table>
<thead>
<tr>
<th>Transformation invariant</th>
<th>Mean</th>
<th>Variance</th>
<th>En</th>
<th>CoEn</th>
<th>RlEn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background-noise-free</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

En, CoEn and RlEn represent entropy, conditional entropy and relative entropy respectively. We also suppose the noise has zero mean and variance $\sigma^2$.

1. Mean and Variance. Suppose $I(\cdot)$ represents mean function, $y_t = h(x_t) = \alpha x_t$ is a linear transformation, $\alpha \neq 0$. Then $\bar{y}_t = \bar{\alpha x}_t \neq \bar{x}_t$. If $x_t$ is independent of $\sigma^2$, then for any transformation $h(\cdot)$, $h(x_t)$ is also independent of $\sigma^2$. Similarly, one can easily verify that variance does not have these two properties.
2. Entropy (En) and Conditional Entropy (CoEn). Entropy and conditional entropy are inappropriate choice of $I(\cdot)$.

- Entropy is scale variant, for example, let $En(x)$ represent the entropy of variable $x$, for any scale transformation $y = \alpha x$, $\alpha \in \mathbb{R}$ and $\alpha \neq 0$ then the entropy of variable $y$ is $En(x) + \log |\alpha|$. More generally, entropy is not transformation invariant under change of variable as well, see Ihara (1993, p. 18).

- Conditional entropy is neither transformation invariant. In nonparametric settings, the four entropies: Approximate Entropy (ApEn), Sample Entropy (SpEn), Multi-scale Entropy (MsEn) and Fuzzy Entropy (FzEn) are the special cases of conditional entropy, see their reviews in Section 2.3. For instance, when one uses the multivariate uniform kernel to estimate the nonparametric CoEn, the difference between ApEn and CoEn is $\log(2h) = CoEn - ApEn$, see more details in Appendix C.5. In fact, the term $\log(2h)$ comes from the scale transformation in kernel function.

- Besides, entropy and conditional entropy are not background-noise-free. A counterfactual example can be found in Section 5.2.1. Equations (5.3) and (5.4) are entropy and conditional entropy respectively, however both are related to the $\sigma^2$.

3. Relative Entropy (RLEn). Kullback & Leibler (1951) have proved that RLEn has the property of transformation invariant. The discussion of background-noise-free property is put off in Propositions 5.1, 5.4 and 5.5.

Besides, in some specific circumstances, the mean and variance are not suitable choices of $I(\cdot)$. Suppose there are two stationary AR(2) processes:

Process 1: $x_i = \phi_{11}x_{i-1} + \phi_{12}x_{i-2} + \varepsilon_{1i}$,

Process 2: $y_i = \phi_{21}y_{i-1} + \phi_{22}y_{i-2} + \varepsilon_{2i}$,

where $\varepsilon_{1i}$ and $\varepsilon_{2i}$ are white noises with zero means and variances $\sigma^2_1$ and $\sigma^2_2$ respectively. Let $N = 500$, $T = 100$, we randomly generate 60 time series $x_1, \ldots, x_{60}$ from Process 1. The last 40 time series $x_{61}, \ldots, x_{100}$ are from Process 2.

If $E(x_i) = E(y_i) = 0$, then we cannot use the means of $x_t, 1 \leq t \leq 100$ to detect the change-point 61. Furthermore, if equation (5.1) holds,

$$\sigma^2_2 = \sigma^2_1 \frac{\phi_{12} - 1)(\phi_{22} + 1)(\phi_{21}^2 - \phi_{22}^2 + 2 \phi_{22} - 1)}{\phi_{22} - 1)(\phi_{12} + 1)(\phi_{11}^2 - \phi_{12}^2 + 2 \phi_{12} - 1)},$$

then $\text{Var}(x_i) = \text{Var}(y_i)$. In this case, it is also difficult to detect the change-point based on the variances of time series $x_t, 1 \leq t \leq 100$ as they are identical in theory. Note that (5.1) stands for numerous combinations of Process 1 and
Process 2 as long as \( \phi_{11}, \phi_{12}, \phi_{21} \) and \( \phi_{22} \) satisfy (5.1).

In this chapter, we will use the relative entropy (RIEn) as the statistic for \( z_t \) in ARMA processes and nonparametric settings. Relative entropy is also called Kullback-Leibler divergence (Kullback & Leibler, 1951). It is a measure to describe the distance between two probability distributions. In Section 5.2.1, we reveal the nature and superiority of relative entropy in the context of autoregressive-moving-average processes. The relative entropy is not only transformation invariant but also background-noise-free. For instance, the relative entropy (5.5) of the AR(2) in Section 5.2.1 is only determined by the autoregression coefficient \( \phi_1 \) and \( \phi_2 \). More generally, we extend the relative entropy to the nonparametric case. It employs the kernel density estimation (KDE) method to complete the estimation of relative entropy. We have not only clarified the detailed steps of the nonparametric RIEn estimation, but also developed a consistency theory of nonparametric RIEn. Under certain assumptions, the limiting distribution of nonparametric RIEn is Gaussian with convergence rate \( \sqrt{n}h^{(m+1)/2} \) where \( m \) has an upper bound. Furthermore, we recommend using the BIC criterion to select the pre-determined parameter \( m \). The consistency theory of BIC is developed to ensure that the estimator of lag order converges to the true order with probability 1. The theories are summarized in Section 5.3, and the detailed proofs are put off into Appendix C. In Section 5.4, we list the simulation studies and the results. The results show that our algorithms for lag order selection and change-point detection using the RIEn are efficient in nonparametric settings. Lastly, we apply our method to two real datasets: muscle contraction and Covid-19 dataset respectively to verify the performance of our approach in practice.

### 5.2 Methodology

As aforementioned, the change-point detection in time series segments has two steps: the determinant of function \( I(\cdot) \) and change-point detection. In this section, we first discuss the properties of relative entropy as function \( I(\cdot) \) for stationary ARMA process and nonparametric settings. Second, we propose a BIC criterion for the selection of lag order and develop a consistency theory for relative entropy. Finally, the optimal change-point detection method (Killick et al., 2012) is applied to the scores to find the change-points.
5.2.1 Relative Entropy

5.2.1.1 Relative Entropy for Stationary ARMA Process

First, we introduce the relative entropy for stationary AR(2) process, then we extend it to the general stationary AR(p), MA(q) and ARMA(p, q) processes.

**AR(2) Process** Without loss of generality, let

\[ x_i = \phi_1 x_{i-1} + \phi_2 x_{i-2} + \varepsilon_i, \quad (5.2) \]

represent the AR(2) process without intercept, where \( \varepsilon_i \) is Gaussian white noise with zero mean and variance \( \sigma^2 \). Suppose \(-1 < \phi_2 < 1 - |\phi_1|, \) then process (5.2) is stationary. Let \( \gamma_0 = E(X_i^2), \gamma_1 = E(X_i X_{i-1}) \) and \( \gamma_2 = E(X_i X_{i-2}) \). By (5.2), we have the following Yule-Walker equations: \( \gamma_0 = \gamma_0 \phi_1^2 + 2 \gamma_1 \phi_1 \phi_2 + \gamma_0 \phi_2^2 + \sigma^2, \)
\( \gamma_1 = \gamma_0 \phi_1 + \gamma_1 \phi_2 \) and \( \gamma_2 = \gamma_1 \phi_1 + \gamma_0 \phi_2 \). Solving the above linear equations, we can get \( \gamma_0 = \sigma^2 (\phi_2 - 1)/\phi_c, \gamma_1 = -\phi_1 \sigma^2/\phi_c \) and \( \gamma_2 = -\sigma^2 (\phi_1^2 - \phi_2^2 + \phi_2)/\phi_c \)
where \( \phi_c = (\phi_2 + 1) (\phi_1^2 - \phi_2^2 + 2 \phi_2 - 1) \). As \( \varepsilon_i \) is the Gaussian white noise, \( X_i, X_{i-1}, X_{i-2} \) have the following density function, namely,

\[ f(x_i, x_{i-1}, x_{i-2}) = (2\pi)^{-3} |\Sigma|^{-\frac{1}{2}} \exp \left( -\frac{1}{2} (x_i, x_{i-1}, x_{i-2}) \Sigma^{-1} (x_i, x_{i-1}, x_{i-2})^T \right), \]

where

\[ \Sigma = \begin{bmatrix} \gamma_0 & \gamma_1 & \gamma_2 \\ \gamma_1 & \gamma_0 & \gamma_1 \\ \gamma_2 & \gamma_1 & \gamma_0 \end{bmatrix}, \quad \Sigma^{-1} = \frac{1}{\sigma^2} \begin{pmatrix} 1 & -\phi_1 & -\phi_2 \\ -\phi_1 & \phi_1^2 - \phi_2^2 + 1 & -\phi_1 \\ -\phi_2 & -\phi_1 & 1 \end{pmatrix}, \]

and \( |\Sigma| = -\sigma^6/(\phi_c (\phi_2 + 1)) \). Therefore, the entropy of \( f(x_i, x_{i-1}, x_{i-2}) \) is

\[ \text{En}(f) = -\int \int \int f(x_i, x_{i-1}, x_{i-2}) \log (f(x_i, x_{i-1}, x_{i-2})) \, dx_i \, dx_{i-1} \, dx_{i-2}, \]

\[ = 2^{-1} \log \left( (2\pi e)^3 |\Sigma| \right). \]

By (5.2) and given \( x_{i-1}, x_{i-2}, \) we can obtain the conditional density:

\[ g(x_i|x_{i-1}, x_{i-2}) = (2\pi)^{-1/2} |\sigma|^{-1} \exp \left( -\frac{1}{2\sigma^2} (x_i - \phi_1 x_{i-1} - \phi_2 x_{i-2})^2 \right). \]
The conditional entropy is

\[
\text{CoEn}(f,g) = -\int \int f(x_i, x_{i-1}, x_{i-2}) \log(g(x_i | x_{i-1}, x_{i-2})) \, dx_i \, dx_{i-1} \, dx_{i-2},
\]

\[
= \frac{1}{2} \log(2\pi) + \log(\sigma) + \frac{1}{2\sigma^2} E \left[ (x_i - \phi_1 x_{i-1} - \phi_2 x_{i-2})^2 \right],
\]

\[
= \frac{1}{2} \log(2\pi) + \log(\sigma) + \frac{1}{2\sigma^2} E \left[ y^2 \right],
\]

where \( y = c^T x, \) \( c^T = (1, -\phi_1, -\phi_2), \) \( x = (x_i, x_{i-1}, x_{i-2})^T. \) Apparently, \( y \sim N(0, c^T \Sigma c). \) It is easy to verify that \( c^T \Sigma c = \sigma^2, \) so

\[
\text{CoEn}(f,g) = 2^{-1} \log(2\pi) + \log(\sigma).
\] (5.4)

We also notice that the density of \( x_i \) is \( g(x_i) = (2\pi)^{-1/2} |\gamma_0|^{-1/2} \exp(-x_i^2/2\gamma_0). \) Finally, one can obtain the relative entropy

\[
\text{RIEn}(f,g) = 2^{-1} \log((\phi_2 - 1)/\phi_c).
\] (5.5)

Comparing Entropy (5.3), Conditional Entropy (5.4) with Relative Entropy (5.5), we conclude that RIEn is determined by the coefficients of autoregression coefficients and does not include the variance of noise in the AR(2) process. Next, we give more general RIEn results for AR(p), MA(q) and ARMA(p, q) processes.

We first generalize the relative entropy in the context of AR(p) process, then extend the theory to MA(q) and ARMA(p, q) processes. From now on, we simply use \( \mathcal{I}(\cdot) \) to represent the RIEn. For the consecutive variable vector \( x^{(m+1)} = (x_i, x_{i+1}, \ldots, x_{i+m})^T, m \geq 1, \) we try to find a statistic \( \mathcal{I}(\cdot) \) such that \( \mathcal{I}(x^{(m+1)}) \) is transformation invariant and background-noise-free (i.e., independent of \( \sigma^2). \) From AR(2) process, we know the relative entropy is transformation invariant and background-noise-free, see equation (5.5). Based on this fact, we divide variable vector \( x^{(m+1)} \) into two consecutive parts, i.e., \( x^{(m+1)} = ((x^{(m+1-s)})^T, (x^s)^T)^T, \) where \( x^{(m+1-s)} = (x_i, x_{i+1}, \ldots, x_{i+m-s})^T \) and \( x^s = (x_{i+m+s}, x_{i+m+2-s}, \ldots, x_{i+m})^T, 1 \leq s \leq m. \) Under the stationary assumption, we define the relative entropy as

\[
\mathcal{I}_s(x^{(m+1)}) = \text{RIEn}_{s}(f,g)
\]

\[
= \int_{\mathbb{R}^{(m+1)}} f(x^{(m+1)}) \log \left( \frac{f(x^{(m+1)})}{g(x^{(m+1-s)}) \, g(x^s)} \right) \, dx^{(m+1)},
\] (5.6)

where \( f(\cdot) \) and \( g(\cdot) \) are the corresponding probability density functions. The RIEn (5.6) defines the divergence between \( f(x^{(m+1)}) \) and \( g(x^{(m+1-s)}) \, g(x^s). \) Furthermore, let \( R_{ss}, R_{11:ms}, R_{22:ms} \) be the autocorrelation matrices of vectors \( x^{(m+1)}, x^{(m+1-s)} \) and \( x^s \) respectively, see the explicit expression in Appendix C.1.
AR\((p)\) Process Without loss of generality, let the AR\((p)\) process with zero mean be
\[
x_i = \phi_1 x_{i-1} + \phi_2 x_{i-2} + \cdots + \phi_p x_{i-p} + \varepsilon_i,
\]
where \(\phi_1, \ldots, \phi_p\) are autoregression coefficients, \(\varepsilon_i\) is the Gaussian white noise with zero mean and variance \(\sigma^2\), \(\{x_i\}_{1 \leq i \leq n}\) and \(\{\varepsilon_i\}_{1 \leq i \leq n}\) are dependent. Let \(\gamma_k = E(x_i x_{i-k})\), \(k = 0, \pm 1, \pm 2, \ldots\) represent the auto-covariance functions, apparently \(\gamma_k = \gamma_{-k}\). Next, define \(\rho_k = \gamma_k / \gamma_0\), \(k = 0, \pm 1, \pm 2, \ldots\) as the auto-correlation functions. Hence, we have the following proposition.

**Proposition 5.1.** Suppose \(\{x_i\}\) is a time series from the stationary AR\((p)\) process defined in (5.7), \(\varepsilon_i\) is the Gaussian white noise with zero mean and variance \(\sigma^2\), then we have
\[
I_s(x^{(m+1)}) = \frac{1}{2} \log \left( \frac{|R_{11:ms}| |R_{22:ms}|}{|R_m|} \right), \quad 1 \leq s \leq m,
\]
which is independent of \(\sigma^2\), where \(|\cdot|\) is a matrix determinant operator.

The proof of Proposition 5.1 can be found in Appendix C.1. Proposition 5.1 demonstrates the background-noise-free property. Clearly, \(I_s(x^{(m+1)})\) depends on two parameters: \(m\) and \(s\), \(m\) is the lag order and \(s\) represents the partition way of two consecutive variable vectors. It seems that for any \(m \geq 1\), \(1 \leq s \leq m\), the relative entropy (5.8) can characterize the information of AR\((p)\) process. However, Proposition 5.2 indicates that when \(m < p\), the relative entropy only contains part information of AR\((p)\) process.

**Proposition 5.2.** For \(x^{(m+1)}\), \(x^{(m+1-s)}\) and \(x^{(s)}\) defined in equation (5.6), \(p\) is the order of AR\((p)\) process (5.7). If \(m < p\), then for any \(1 \leq s \leq m\), \(I_s(x^{(m+1)})\) is a function of \(\rho_1, \ldots, \rho_m\) only.

Proposition 5.2 can be directly proved by Proposition 5.1 and Yule-Walker equations. Proposition 5.2 implies one cannot distinguish the change-point using the relative entropy in practice, if the choice of \(m\) is inappropriate. For instance, the two AR\((2)\) processes in (5.33) and (5.34), if we let \(\phi_{11} = 3/4\), \(\phi_{21} = 1/4\) and \(\phi_{12} = -1/4\), \(\phi_{22} = 7/12\), then Process 1 and Process 2 represent two different processes. However, if we let \(m = 1\), then \(s\) must be 1. Following Proposition 5.1, the relative entropy \(I_1(x^{(2)})\) of Processes 1 and 2 are both equal to \(\log(5/4)\), hence one fails to separate Process 1 from Process 2.

However, if we let \(m = 2\), \(s = 1\), \(I_1(x^{(3)})\) of Process 1 is 2.3684 while \(I_1(x^{(3)})\) of Process 2 is 1.6667, then we can distinguish Process 1 and Process 2. Proposition 5.2 also means that \(I_s(x^{(m+1)})\) is a function of \(\rho_1, \ldots, \rho_p\) when \(m \geq p\) as the partial auto-correlation function (PACF) of AR\((p)\) is cut-off at \(p\). In practice, we can let \(m = p\) and \(p\) is determined by AIC or BIC in the context of stationary AR processes.

\(I_s(x^{(m+1)})\) is not only dependent on \(m\) but also on \(s\). Since \(R\) is symmetric,
for \( s = 1 \) and \( s = m \), we have \( \mathcal{I}_1(x^{(m+1)}) = \mathcal{I}_m(x^{(m+1)}) \). More generally, if \( m \) is odd, then we have \((m + 1)/2 \) ways to divide \( x^{(m+1)} \) into two consecutive parts, if \( m \) is even, then the number of division ways is \( m/2 \). Proposition 5.3 gives an explicit relative entropy when \( s = 1 \).

**Proposition 5.3.** For AR\((p)\) process and variable vector \( x^{(m+1)} \), if \( s = 1 \) and \( m = p \), then the relative entropy defined in (5.6) is

\[
\mathcal{I}_1(x^{(p+1)}) = -2^{-1} \log \left( 1 - \sum_{k=1}^p \phi_k \rho_k \right),
\]

where \( \phi_k \) and \( \rho_k \), \( k = 1, \ldots, p \) are the autoregression and autocorrelation coefficient respectively. Furthermore, for any \( m > p \), \( \mathcal{I}_1(x^{(m+1)}) = \mathcal{I}_1(x^{(p+1)}) \).

The proof of Proposition 5.3 can be found in Appendix C.1. Proposition 5.3 gives an explicit form of relative entropy for the stationary AR\((p)\) process. When \( m \geq p \) and \( s = 1 \), \( \mathcal{I}_1(x^{(m+1)}) \) is no longer relevant to \( m \), this result is not surprising because the partial correlation of AR\((p)\) process is cut-off at order \( p \). This property can also be extended to \( s = 2, 3, \ldots, [p/2] \). For example,

**Corollary 5.1.** For AR\((p)\) process and variable vector \( x^{(m+1)} \), if \( s = 2 \) and \( m = p + 1 \), then the relative entropy defined in (5.6) is

\[
\mathcal{I}_2(x^{(p+2)}) = \frac{1}{2} \log \left( \frac{1 - \rho_1^2}{(1 - \sum_{k=1}^p \phi_k \rho_k)^2 - (\rho_1 - \sum_{k=1}^p \phi_k \rho_{k+1})^2} \right),
\]

where \( \phi_k \) and \( \rho_k \) are the autoregression and autocorrelation coefficient respectively. Furthermore, for any \( m > p + 1 \), \( \mathcal{I}_2(x^{(m+1)}) = \mathcal{I}_2(x^{(p+2)}) \).

The proof of Corollary 5.1 is similar to that of Proposition 5.3, we will omit the proof. \( \mathcal{I}_2(x^{(m+1)}) \) is more complex than \( \mathcal{I}_1(x^{(m+1)}) \) when \( m > p + 1 \). In practice, we suggest using \( m = p \) and \( s = 1 \).

**MA\((q)\) Process** Without loss of generality, let the MA\((q)\) process with zero mean be

\[
x_i = \varepsilon_i + \theta_1 \varepsilon_{i-1} + \theta_2 \varepsilon_{i-2} + \cdots + \theta_q \varepsilon_{i-q}, \tag{5.9}
\]

where \( \theta_1, \ldots, \theta_q \) are parameters. \( \{\varepsilon_i\}_{1 \leq i \leq n} \) are the i.i.d. Gaussian process with zero mean and variance \( \sigma^2 \). Let \( \gamma_k \) and \( \rho_k \), \( k = 0, \pm 1, \pm 2, \ldots \) still represent the auto-covariance and auto-correlation functions of MA\((q)\), then we have

**Proposition 5.4.** If \( x_i \) is a stationary moving average process of order \( q \) defined as (5.9), \( R^{(1)}_m, R^{(1)}_{11;ms}, R^{(1)}_{22;ms} \) are the autocorrelation matrices of vectors \( x^{(m+1)} \),
Propositions 5.10, C.1 can be found in Appendix 5.11. Wold, 1948

The orders (gence) is 0 if \( x \) more, if \( \sigma \) which is independent of \( x \) the autocorrelation matrices of vectors \( R \). Wold representation (Wold, 1948) and stationary assumption, the RIEn is irrelevant to \( m \) and no longer changes. Next, we show that ARMA(\( p,q \)) process also has the background-noise-free property.

**ARMA(\( p,q \)) Process** Suppose the stationary ARMA(\( p,q \)) be

\[
x_i = \phi_1 x_{i-1} + \phi_2 x_{i-2} + \cdots + \phi_p x_{i-p} + \varepsilon_i + \theta_1 \varepsilon_{i-1} + \theta_2 \varepsilon_{i-2} + \cdots + \theta_q \varepsilon_{i-q},
\]

where \( \phi_1, \ldots, \phi_p \) and \( \theta_1, \ldots, \theta_q \) are parameters. \( \{\varepsilon_i\}_{1 \leq i \leq n} \) are the i.i.d. Gaussian process with zero mean and variance \( \sigma^2 \). Let \( \gamma_k \) and \( \rho_k \) still represent the auto-covariance and auto-correlation functions of ARMA(\( p,q \)), then we have

**Proposition 5.5.** For stationary ARMA(\( p,q \)) process, let \( R_{11}^{(2)}, R_{12:q:1}^{(2)}, R_{22:ms}^{(2)} \) be the autocorrelation matrices of vectors \( x^{(m+1)}, x^{(m+1-s)} \) and \( x^{(s)} \) in ARMA(\( p,q \)) process, then we have

\[
I_s (x^{(m+1)}) = \frac{1}{2} \log \left( \frac{|R_{11:ms}^{(2)}|}{|R_{22:ms}^{(2)}|} \right), \quad 1 \leq s \leq m,
\]

which is independent of \( \sigma^2 \), where \( |\cdot| \) is a matrix determinant operator. Furthermore, if \( s = 1 \), then \( I_s (x^{(m+1)}) = -2^{-1} \log(1 - R_{12:q:1}^{(1)}(R_{11:q:1}^{(1)})^{-1}R_{21:q:1}^{(1)}) \) where \( R_{12:q:1}^{(1)} = (\rho_1, \ldots, \rho_q) \) and \( R_{21:q:1}^{(1)} = (R_{12:q:1}^{(1)})^T \).

The proof of Proposition 5.4 can be found in Appendix C.1. Similar to AR(\( p \)), when \( s = 1 \) and \( m \geq q_1 \), the RIEn is irrelevant to \( m \) and no longer changes. Next, we show that ARMA(\( p,q \)) process also has the background-noise-free property.

Remark 5.1. The orders \( p \) and \( q \) are finite in Propositions 5.5. In fact, by Wold representation (Wold, 1948) and stationary assumption, the RIEns in equations (5.8), (5.10) and (5.11) still hold when \( p \) or/and \( q \) are infinite. So the background-noise-free property is true. Furthermore, the form of RIEns in equations (5.8), (5.10) and (5.11) can be regarded as the statistics for testing the independency between \( x^{(m+1-s)} \) and \( x^{(s)} \). The RIEn (or Kullback–Leibler divergence) is 0 if \( x^{(m+1-s)} \) and \( x^{(s)} \) are independent.

So far, we have discussed the relative entropy for stationary AR(\( p \)), MA(\( q \)) and ARMA(\( p,q \)) processes. In literature, there are plenty of nonlinear time series topics, for example, Fan & Yao (2003) listed various models and estimation...
approaches for nonlinear time series in their book. Next, we will introduce the method of relative entropy estimation under the nonparametric circumstance. As discussed above, the tuning parameters \( m \) and \( s \) are also related to the relative entropy. For simplicity, we let \( s = 1 \) in the nonparametric settings.

### 5.2.1.2 Nonparametric Relative Entropy

Let \( X_1, \ldots, X_N \) represent the time-varying scalar measurements, which form a strictly stationary process. Denote \( X^{(m)} = (X_i, \ldots, X_{i+m-1})^T \) as the \( m \) consecutive variables vector where \( m \) could be sufficiently large but be bounded by \( M \). The density function of \( X^{(m)} \) is defined as \( g(X^{(m)}) \). Furthermore, let \( X^{(m+1)} = (X_i, \ldots, X_{i+m})^T \) and \( f(X^{(m+1)}) \) be the \( m + 1 \) consecutive variables vector and its probability density function. Note that \( X^{(m+1)} = (X^{(m)}T, X_{i+m})^T \), given the first vector \( X^{(m)} \), the conditional probability density function can be expressed as \( f(x_{i+m} | X^{(m)}) = f(X^{(m+1)})/g(X^{(m)}) \). And let \( g_1(x_{i+m}) \) be the density function of \( X_{i+m} \), the relative entropy of system can be expressed as

\[
\text{RlEn} = E \left[ \log \left( \frac{f(X^{(m+1)})}{g(X^{(m)})g_1(X_{i+m})} \right) \right].
\]

Estimation of RlEn can be divided into two parts: the density estimation and expectation estimation. For density estimation, we use nonparametric kernel method to estimate \( f(X^{(m+1)}), g(X^{(m)}) \) and \( g_1(X_{i+m}) \). Let \( x_1, \ldots, x_N \) be the observations of \( X_1, \ldots, X_N \), \( X^{(m)}_i = (x_i, \ldots, x_{i+m-1})^T \), \( X^{(m+1)}_i = (x^{(m)}_iT, x_{i+m})^T \), \( i = 1, \ldots, n \) where \( n = N - m \). Next we employ the Jackknife kernel to estimate the densities. Jackknife kernel has been proposed to eliminate the boundaries effect for the kernel with bounded support (e.g., John, 1984; Härdle, 1990; Jones, 1993, and the references therein). Without loss of generality, we suppose Assumption 1 holds throughout this chapter.

**Assumption 1.** The domain of kernel function \( K(\cdot) \) is \([-1, 1]\) and \( K(\cdot) \) satisfies \( K(-x) = K(x) \) for any \( x \in [-1, 1] \), \( \int_{-1}^{+1} K(x) \, dx = 1 \) and \( \int_{-1}^{+1} x^2 K(x) \, dx < +\infty \). In fact, the Jackknife kernel is a linear combination of two different self-normalized kernel, namely,

\[
k_{\rho}(u) = (1 + \beta(\rho)) \frac{K(u)}{\omega_0(\rho)} - \frac{\beta(\rho)}{\alpha} \frac{K(u/\alpha)}{\omega_0(\rho/\alpha)},
\]

where \( \omega_1(\rho) = \int_{-1}^{\rho} u^l K(u) \, du \), \( l = 0, 1, 2 \), \( 0 \leq \rho \leq 1 \) and \( \beta(\rho) = \frac{R_1(\rho)}{\alpha R_1(\rho/\alpha) - R_1(\rho)} \), where \( R_l(\rho) = \omega_l(\rho)/\omega_0(\rho) \), \( l = 1, 2 \). In this chapter, we follow the choice of \( \alpha \) in John (1984) and let \( \alpha = 2 - \rho \). Finally, for univariate \( x \) and \( y \), the Jackknife
kernel is
\[ K_h^J(x - y) = \begin{cases} 
    h^{-1}k(x/h) \left( \frac{x-y}{h} \right), & \text{if } x \in [0, h), \\
    h^{-1}K \left( \frac{x-y}{h} \right), & \text{if } x \in [h, 1 - h), \\
    h^{-1}k_{[1-x]/h} \left( \frac{x-y}{h} \right), & \text{if } x \in (1 - h, 1].
\end{cases} \]

For more details of Jackknife kernel, see Section 2.4.4 and Hong & White (2005). Next, for vectors \( \mathbf{x} = (x_1, \ldots, x_m) \) and \( \mathbf{y} = (y_1, \ldots, y_m) \), we define the scaled multivariate kernel as
\[
K_h^{(m)}(\mathbf{x} - \mathbf{y}) = K_h^J(x_1 - y_1) \times K_h^J(x_2 - y_2) \times \cdots \times K_h^J(x_m - y_m). \tag{5.12}
\]

The bandwidths of \( x_1, \ldots, x_m \) in equation (5.12) are same following the assumption in Hong & White (2005).

Define the “leave-one-out” kernel density estimators:
\[
\hat{f}_i^{(m+1)} = \frac{1}{n-1} \sum_{j=1}^{n} K_h^{(m+1)} \left( x_i^{(m+1)} - x_j^{(m+1)} \right) \mathbb{1}(j \neq i), \\
\hat{g}_i^{(m)} = \frac{1}{n-1} \sum_{j=1}^{n} K_h^{(m)} \left( x_i^{(m)} - x_j^{(m)} \right) \mathbb{1}(j \neq i), \\
\hat{g}_1(x_{i+m}) = \frac{1}{n-1} \sum_{j=1}^{n} K_h^J(x_{i+m} - x_{j+m}) \mathbb{1}(j \neq i),
\]

then the nonparametric estimator of RfEn can be expressed as
\[
\hat{L}_n(m, h) = \frac{1}{n} \sum_{i \in S_n(m)} \log \frac{\hat{f}_i^{(m+1)}}{\hat{g}_i^{(m)} \hat{g}_1(x_{i+m})}, \tag{5.13}
\]

where \( S_n(m) = \{i \in \mathbb{N} : 1 \leq i \leq n, \hat{f}_i^{(m+1)} > 0, \hat{g}_i^{(m)} > 0, \hat{g}_1(x_{i+m}) > 0\} \).

We select the bandwidth by maximizing estimator (5.13) given \( m \), namely, \( \hat{h} = \arg \max_h \hat{L}_n(m, h) \).

However, given \( h \), maximization of estimator (5.13) with respect to \( m \) is an inappropriate criterion to select \( m \), because the curve of \( \hat{L}_n(m, h) \) against \( m \) changes dramatically for different bandwidths, see Figure C.1. In practice, the lag order \( m \) should be determined before relative entropy computation. In next section, we use BIC criterion to select the optimal lag order based on the general nonlinear autoregression model.

### 5.2.1.3 Lag Order Selection

For simplicity, the general nonlinear autoregression model studied in this circumstance is
\[
x_{i+m} = \mathbf{3}(x_i^{(m)}) + \varepsilon_i, \tag{5.14}
\]
where \(1 \leq m \leq M\), \(\varepsilon_i\) is Gaussian white noise and \(\hat{f}(\cdot)\) is an unknown function. The Nadaraya-Watson estimator of \(\hat{f}(x_i^{(m)})\) can be expressed as:

\[
\hat{f}(x_i^{(m)}, h_s) = \sum_{j=1}^{n} l_j(x_i^{(m)}, h_s) x_{j+m},
\]

(5.15)

where

\[
l_j(x_i^{(m)}, h_s) = \frac{K_{h_s}^{(m)}(x_j^{(m)} - x_i^{(m)})}{\sum_{s=1}^{n} K_{h_s}^{(m)}(x_s^{(m)} - x_i^{(m)})}, \quad j = 1, \ldots, n.
\]

Denote \(L(h_s)\) as

\[
L(h_s) = \begin{bmatrix}
    l_1(x_1^{(m)}, h_s) & l_2(x_1^{(m)}, h_s) & \cdots & l_n(x_1^{(m)}, h_s) \\
    l_1(x_2^{(m)}, h_s) & l_2(x_2^{(m)}, h_s) & \cdots & l_n(x_2^{(m)}, h_s) \\
    \vdots & \vdots & \ddots & \vdots \\
    l_1(x_n^{(m)}, h_s) & l_2(x_n^{(m)}, h_s) & \cdots & l_n(x_n^{(m)}, h_s)
\end{bmatrix}.
\]

(5.16)

Then we have the following Lemma.

**Lemma 5.1.** For the multivariate kernel \(K_{h_s}^{(m)}(\cdot)\) and Nadaraya-Watson estimator \((5.15)\), \(L(h_s)\) is defined as equation \((5.16)\), the effective degrees of freedom \(v\) can be explicitly expressed as

\[
v(m, h_s) = \text{tr}(L(h_s)) = K_{h_s}^{(m)}(0) \sum_{i=1}^{n} \left( \sum_{s=1}^{n} K_{h_s}^{(m)}(x_s^{(m)} - x_i^{(m)}) \right)^{-1} = O(h_s^{-m}).
\]

The proof is straightforward which will be omitted here. The bandwidth is selected by so-called leave-one-out cross validation method, i.e., minimizing

\[
CV(m, h_s) = \sum_{i=1}^{n} \left( x_{i+m} - \hat{f}_{-i}(x_i^{(m)}, h_s) \right)^2,
\]

where

\[
\hat{f}_{-i}(x_i^{(m)}, h_s) = \frac{1}{n} \sum_{j=1, s \neq i}^{n} \frac{K_{h_s}^{(m)}(x_j^{(m)} - x_i^{(m)})}{\sum_{s=1}^{n} K_{h_s}^{(m)}(x_s^{(m)} - x_i^{(m)})} x_{j+m}.
\]

Given \(m = 1, 2, \ldots, M\), let \(\hat{h}_m = \arg \min_{h_s} CV(m, h_s)\) be the optimal bandwidth, define the average square predict error as

\[
\hat{\sigma}^2(m) = \frac{1}{n} \sum_{i=1}^{n} \left( x_{i+m} - \hat{f}_{-i}(x_i^{(m)}, \hat{h}_m) \right)^2 = n^{-1}CV(m, \hat{h}_m),
\]

and the BIC is

\[
BIC(m) = n \log(\hat{\sigma}^2(m)) + v(m, \hat{h}_m) \log(n), \quad m = 1, 2, \ldots, M.
\]

(5.17)
Supposing $m_0$ be the underlying lag order and $m_0 \in \{1, 2, \ldots, M\}$. Let $\hat{m} = \arg \min_m BIC(m)$, then we have Theorem 5.1.

**Theorem 5.1.** Under conditions (C11)-(C17), $\hat{m}$ converges to $m_0$ in probability, i.e.,

$$P(\hat{m} = m_0) \to 1.$$ 

The proof details of Theorem 5.1 can be found in Appendix C.2. There exist various criteria proposed to address the lag order selection problem (e.g., Shibata, 1981; Vieu, 1995; Shao, 1997). This proof follows the framework of Vieu (1995) combining the discussion in Shao (1997). We can use criterion (5.17) to choose $m$ in advance, then implement the computation of relative entropy.

### 5.2.2 Change-points Detection

In the previous subsection, we have discussed the relative entropy of a time series segment for ARMA processes and nonparametric settings. Similarly, we can apply the same procedure to the other time series segments. Once we obtain the relative entropies of time series segments, denoted as $R_{lEn_1}, R_{lEn_2}, \ldots, R_{lEn_J}$ where $J$ represents the number of time series segments. Then, we can apply the existing detection methods such as CUSUM (Page, 1954) and its variants (Inclán & Tiao, 1994; Picard et al., 2011), quasi-likelihood (Braun et al., 2000). In this chapter, we employ the proposed detection method (Killick et al., 2012) to search the change-points as they pointed out that the optimal change-points can be detected with a linear computational cost. Furthermore, their method is officially adopted in the function `findchangepts` by MATLAB since 2018, which is convenient in the context of our algorithms below.

### 5.2.3 Algorithms

In practice, let $\mathcal{X} = (x_{ij})_{N \times J}$. Each column of $\mathcal{X}$ represents a time series with length $N$. Suppose $\mathcal{X}$ has been transformed by the following logistic function,

$$\mathcal{X} = \frac{1}{1 + \exp(-\mathcal{Y})},$$

(5.18)

where $\mathcal{Y}$ represents the original time series observations without bounded support. Similar to Hong & White (2005), we use the logistic function (5.18) to ensure the compact support in Assumption 2 throughout this chapter.

Finally, we summarize our approach using the following two algorithms:

In Algorithm 1, one can specify the initial value of $M$. We take 10 as the default value following the suggestion from Section 4.5 in Wasserman (2006). The bandwidth selection consumes most computation time. To reduce the time
Algorithm 1: \textit{m}-selection step
\begin{itemize}
\item \textbf{Data:} Matrix observation $\mathcal{X}$ with size $N \times J$.
\item \textbf{Result:} $m^*$, the optimal lag order of $\mathcal{X}$.
\item \textbf{Init:} $M \leftarrow 10$
\end{itemize}
\begin{algorithmic}[1]
\For{$j \leftarrow 1$ to $J$}
\State $m_j \leftarrow 0$
\State $\mathcal{X}_j \leftarrow \mathcal{X}(:,j)$
\For{$m \leftarrow 1$ to $M$}
\State $n \leftarrow N - m$
\For{$i \leftarrow 1$ to $n$}
\State $\mathbf{x}^{(m)}_i \leftarrow \mathcal{X}_j(i : (i + m - 1))$
\State $x_{i+m} \leftarrow \mathcal{X}_j(i+m)$
\EndFor
\State $h_* \leftarrow \arg\min_{h_*} \frac{1}{n} \sum_{i=1}^{n} \left( x_{i+m} - \hat{g}_{i-1} \left( \mathbf{x}^{(m)}_i, h_* \right) \right)^2$
\State $v(m,h_*) \leftarrow \text{tr}(L(h_*))$
\State $\hat{\sigma}_e^2 \leftarrow \frac{1}{n} \sum_{i=1}^{n} \left( x_{i+m} - \hat{g} \left( \mathbf{x}^{(m)}_i, h_* \right) \right)^2$
\State $\text{BIC}_j(m) \leftarrow n \log(\hat{\sigma}_e^2) + v(m,h_*) \log(n)$
\EndFor
\EndFor
\State $BIC(m) = \frac{1}{J} \sum_{j=1}^{J} \text{BIC}_j(m)$
\State $m^* \leftarrow \arg\min_m \{ BIC(m), m = 1, \ldots, M \}$
\end{algorithmic}

Algorithm 2: RiEn Step
\begin{itemize}
\item \textbf{Data:} Matrix observation $\mathcal{X}$ with size $N \times J$.
\item \textbf{Result:} $j^*$, the change-points.
\item \textbf{Init:} $m \leftarrow m^*$ from Algorithm 1
\end{itemize}
\begin{algorithmic}[1]
\For{$j \leftarrow 1$ to $J$}
\State $\text{rlen}_j \leftarrow 0$
\State $n \leftarrow N - m$
\State $\mathcal{X}_j \leftarrow \mathcal{X}(:,j)$
\State $h \leftarrow \arg\min_h \left\{ \hat{I}_n(m,h) \right\}$ from equation (5.13)
\State $\text{rlen}_j \leftarrow \hat{I}_n(m,h)$
\EndFor
\State $j^* \leftarrow \text{change point detected from rlen}_j, j = 1, \ldots, J$ using the proposed method (Killick \textit{et al.}, 2012)
\end{algorithmic}
of selection \( h_\ast \), one can choose \( h_\ast \) moderately at the order \( O(n^{-1/(4+m)}) \) as an initial value, see Section 8.2 in Fan & Yao (2003) for more details.

In Algorithm 2, we implement the bandwidth selection as well. The main difference is that the Algorithm 1 includes the multivariate nonparametric regression but in Algorithm 2, RIEn includes the multivariate nonparametric kernel density estimation.

5.3 Theory

Hong & White (2005) have proved that the relative entropy of pairwise variable \((X_t, X_{t-j})\) has a normal limiting distribution. The basic idea of Hong & White (2005)’s proof is to decompose the relative entropy into some different items, then expand each item to different parts by neglecting the smaller ones. Heuristically, the main parts can be expressed by the \( U \)-statistics. By discussing the limiting distribution of these \( U \)-statistics, they finally established consistency theory of relative entropy for pairwise variables.

In this section, we develop a consistency theory of the relative entropy for \( m \) consecutive variables. By using their proving skills and ideas, we show that the limiting distribution of consecutive variable is Gaussian as well if \( m \) has an upper bound, say \( M \). The framework of our proof is very similar to that of Hong & White (2005)’s proof. Hence, the notations and most Lemmas and Theorems below originate from the theory and Appendix in Hong & White (2005). However, our theory is not a straightforward extension from pairwise variables to \( m \) consecutive variable. There are some key points that need to be emphasized in our theory because they are different from those in Hong & White (2005)’s proof. In the following Lemmas, Theorems and the proofs in Appendix C.3, we will highlight these key points where they need to be emphasized.

From now on, we abbreviate \( \hat{I}_n(m, h) \) as \( \hat{I}_n(m) \). Next we rewrite the estimator (5.13), namely

\[
\hat{I}_n(m) = \frac{1}{n} \sum_{i \in S_n(m)} \left\{ \log \left[ \frac{f(x_i^{(m+1)})}{g(x_i^{(m)}) g_1(x_{i+m})} \right] + \log \left[ \frac{\hat{f}(x_i^{(m+1)})}{\hat{f}(x_i^{(m+1)})} \right] \right. \\
- \log \left[ \frac{\hat{g}(x_i^{(m)})}{g(x_i^{(m)})} \right] \left. - \log \left[ \frac{\hat{g}_1(x_{i+m})}{g_1(x_{i+m})} \right] \right\}, \tag{5.19}
\]

\[
= \hat{I}_{nm}(f, g \cdot g_1) + \hat{I}_{nm}(\hat{f}, f) - \hat{I}_{nm}(\hat{g}, g) - \hat{I}_{n1}(g_1, g_1).\]
Under the following null hypothesis:

\[ H_0 : f(X_i^{(m+1)}) = g(X_i^{(m)}) g_1(X_{i+m}), \]

the first term in equation (5.19), \( \hat{I}_{nm}(f, g \cdot g_1) = 0 \) almost surely. Note that for \( |x| < 1 \), we have the inequality \( \log(1 + x) - x + \frac{1}{2}x^2 \leq |x|^3 \), so the third term in equation (5.19) can be expressed as

\[
\hat{I}_{nm}(g, g) = \frac{1}{n} \sum_{i \in S_n(m)} \log \left[ 1 + \frac{\hat{g}(x_i^{(m)}) - g(x_i^{(m)})}{g(x_i^{(m)})} \right],
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \left[ \frac{\hat{g}(x_i^{(m)}) - g(x_i^{(m)})}{g(x_i^{(m)})} \right]^2 + \text{remainder},
\]

\[
= \hat{W}_1(m) - \frac{1}{2} \hat{W}_2(m) + \text{remainder}. \tag{5.20}
\]

To obtain the order of the remainder term in equation (5.20), we need the following assumption.

**Assumption 2.** Suppose \( \{X_t\} \) is strictly stationary time series with the support \( I = [0, 1] \). Let \( \mathcal{G} : \mathbb{I} \to \mathbb{R}^+ \) be the marginal density of \( X_t \). On support \( \mathbb{I} \), \( \mathcal{G} \) is away from 0 and has twice continuously differentiation \( \mathcal{G}^{(2)}(\cdot) \). Furthermore, \( \mathcal{G}^{(2)}(\cdot) \) satisfies the Lipschitz condition, i.e., for any \( x_1, x_2 \in \mathbb{I} \), \( |\mathcal{G}^{(2)}(x_1) - \mathcal{G}^{(2)}(x_2)| \leq \mathcal{L} |x_1 - x_2| \), where \( \mathcal{L} \) is the Lipschitz constant.

Moreover, at the bounds 0 and 1, the first and second derivatives of \( \mathcal{G}(\cdot) \) are defined by their right-hand derivative and left-hand derivative respectively. **Assumption 2** is quite general and can avoid the slower convergence rate at the bounds of \( \mathbb{I} \) (e.g., Hall, 1988; Robinson, 1991; Hong & White, 2005).

For the remainder term in equation (5.20), we have

**Lemma 5.2.** Given \( H_0 \), under **Assumptions 1 and 2**, if \( nh^m / \log n \to \infty \), \( h \to 0 \) and \( m < M \). The order of the remainder term in equation (5.20) is

\[
O_p \left( n^{-3/2}h^{-3m/2}(\log n)^{1/2} + m^2h^6 \right).
\]

**Remark 5.2.** The powers of \( h \) and \( \log(n) \) in **Lemma 5.2** are different to the powers in **Lemma A.5** (Appendix A, Hong & White, 2005, p. 871), because Equation (B11) (Hong & White, 2005, p. 897) quoted the results of Theorem 5.3 (Fan &
Yao, 2003, p. 208). However, Hong & White (2005) claimed the uniform convergence rate (for univariate) as $O_p(n^{-1/2}h^{-1}\log(n_j) + h^2)[n_j = n - j]$. According to Li & Racine (2007), pp. 30–32, the uniform convergence rate for univariate should be $O_p(n^{-1/2}h^{-1/2}\log(n)^{1/2} + h^2)$. We also notice that Hong & White (2005) put $\max_{1 \leq t \leq n}$ in Equation (B11) where index $t$ indicates a density function depending on $t$. By reading the detailed proof of uniform rate of convergence for kernel density estimation (KDE), the uniform rate does not depend on $f(\cdot)$, see Section 1.12 in Li & Racine (2007). Considering that Hong & White (2005) did not clarify how to obtain the Equation (B11) and our theory did not include the parameter $t$, so we adopt the uniform rate of convergence result proposed for univariate (Li & Racine, 2007, p. 32), see also equation (C.9). Hence, from now on, even our framework of theory is as same as Hong & White (2005)'s, but the convergence rate is different (not just bringing in $m$) for each Lemma and Theorem below.

To expand the term $\hat{W}_1(m)$, we need to introduce some notations: for any vector $z_1, z_2 \in \mathbb{R}^m$, define $\tilde{g}(z_1) = \int_{\mathbb{R}^m} K_h^{(m)}(z_1, z_2)g(z_2)dz_2$, where $K_h^{(m)}(z_1, z_2) = K_h^{(m)}(z_1 - z_2)$. Let

$$
\tilde{K}_h^{(m)}(z_1, z_2) = K_h^{(m)}(z_1, z_2) - \int_{\mathbb{R}^m} K_h^{(m)}(z, z_2)dz,
$$

$$
\tilde{A}_{nm}(z_1, z_2) = \left[ \tilde{K}_h^{(m)}(z_1, z_2) - \int_{\mathbb{R}^m} \tilde{K}_h^{(m)}(z_1, z)g(z)dz \right] / g(z_1),
$$

$$
A_{nm}(z_1, z_2) = \left[ K_h^{(m)}(z_1, z_2) - \int_{\mathbb{R}^m} K_h^{(m)}(z_1, z)g(z)dz \right] / g(z_1), \quad (5.21)
$$

$$
\gamma_{nm}(z_1, z_2) = \int_{\mathbb{R}^m} \left[ K_h^{(m)}(z, z_2) - \int_{\mathbb{R}^m} K_h^{(m)}(z, z_1)g(z)dz \right] dz / g(z_1),
$$

$$
B_{nm}(z_1) = \left[ \int_{\mathbb{R}^m} K_h^{(m)}(z_1, z)g(z)dz - g(z_1) \right] / g(z_1),
$$

$$
H_{1nm}(z_1, z_2) = \tilde{A}_{nm}(z_1, z_2) + \tilde{A}_{nm}(z_2, z_1), \quad (5.22)
$$

$$
H_{2nm}(z_1, z_2) = \int_{\mathbb{R}^m} A_{nm}(z, z_1)A_{nm}(z, z_2)g(z)dz,
$$

$$
\hat{C}_n(m) = \frac{1}{n} \sum_{i=1}^{n} \int_{\mathbb{R}^m} A_{nm}(z, x_i^{(m)})B_{nm}(z)g(z)dz, \quad (5.23)
$$

1In fact, the order in Theorem 5.3 should be $O_p(\log^{1/2}(T)/(Th)^{1/2})$, the power should be 1/2 which is mended in Section 5.7 in Fan & Yao (2003, p. 212).
then, we have

\[
\hat{W}_1(m) = \frac{1}{2} \binom{n}{2}^{-1} \sum_{j=2}^{n} \sum_{i=1}^{n-j+1} \left[ \hat{A}_{nm}(x_i^{(m)}, x_j^{(m)}) + \hat{A}_{nm}(x_j^{(m)}, x_i^{(m)}) \right] \\
+ \frac{1}{2} \binom{n}{2}^{-1} \sum_{j=2}^{n} \sum_{i=1}^{n-j+1} \left[ \gamma_{nm}(x_i^{(m)}, x_j^{(m)}) + \gamma_{nm}(x_j^{(m)}, x_i^{(m)}) \right] \\
+ \frac{1}{n} \sum_{i=1}^{n} B_{nm}(x_i^{(m)}),
\]

\[= \frac{1}{2} \hat{H}_{1n}(m) + \frac{1}{2} \hat{\Gamma}_n(m) + \hat{B}_n(m). \tag{5.24}\]

Next, we discuss the expansion of second term in equation (5.20). We write

\[
\hat{W}_2(m) = \hat{W}_{21}(m) + \hat{W}_{22}(m) + \hat{W}_{23}(m),
\]

where

\[
\hat{W}_{21}(m) = n^{-1} \sum_{i=1}^{n} \left[ \left( \hat{g}(x_i^{(m)}) - \bar{g}(x_i^{(m)}) \right) / g(x_i^{(m)}) \right]^2,
\]

\[
\hat{W}_{22}(m) = n^{-1} \sum_{i=1}^{n} \left[ \left( \bar{g}(x_i^{(m)}) - g(x_i^{(m)}) \right) / g(x_i^{(m)}) \right]^2,
\]

and

\[
\hat{W}_{23}(m) = \frac{2}{n} \sum_{i=1}^{n} \left[ \frac{\hat{g}(x_i^{(m)}) - \bar{g}(x_i^{(m)})}{g(x_i^{(m)})} \right] \left[ \frac{\bar{g}(x_i^{(m)}) - g(x_i^{(m)})}{g(x_i^{(m)})} \right].
\]

Let \(D_{nm}(z_1, z_2) = A_{nm}^2(z_1, z_2) + A_{nm}^2(z_2, z_1)\) and

\[
\hat{H}_{2nm}(z_1, z_2, z_3) = \hat{A}_{nm}(z_1, z_2)A_{nm}(z_1, z_3) + \hat{A}_{nm}(z_2, z_3)A_{nm}(z_2, z_1) + \hat{A}_{nm}(z_3, z_1)A_{nm}(z_3, z_2),
\]

then after some simple calculations, we can obtain

\[
\hat{W}_{21}(m) = \frac{1}{2(n-1)} \hat{D}_n(m) + \frac{1}{3} \frac{n-2}{n-1} \hat{H}_2n(m),
\]

where \(\hat{D}_n(m) = \binom{n}{2}^{-1} \sum_{j=2}^{n} \sum_{i=1}^{n-j+1} D_{nm}(x_i^{(m)}, x_j^{(m)})\) and

\(\hat{H}_2n(m) = \binom{n}{3}^{-1} \sum_{k=3}^{n} \sum_{j=2}^{n-k+1} \sum_{i=1}^{n-j+1} \hat{H}_{2nm}(x_k^{(m)}, x_i^{(m)}, x_j^{(m)})\). Combining Equations
(5.20), (5.24), (5.25) and (5.26), we finally have
\[
\hat{I}_{nm}(g, g) = \frac{1}{2} \hat{H}_1(n) + \frac{1}{2} \hat{\Gamma}_n(m) + \hat{B}_n(m) - \frac{1}{4(n-1)} \hat{D}_n(m) \\
- \frac{n-2}{6(n-1)} \hat{H}_n(m) - \frac{1}{2} \hat{W}_{22}(m) - \frac{1}{2} \hat{W}_{23}(m) \\
+ O_p\left(\frac{\log n}{n^{3/2}h^{3m/2} + m^2h^6}\right).
\] (5.27)

Next, we will consider each term in equation (5.27) one by one.

**Lemma 5.3.** Given Assumptions 1 and 2, if \(h \to 0\) and \(m < M\). Then under \(H_0\), we have \(P(\lim_{n \to \infty} \hat{\Gamma}_n(m) = 0) = 1.\)

**Remark 5.3.** Lemma 5.3 is the version of Lemma A.6 in Hong & White (2005).

**Lemma 5.4.** Given Assumptions 1 and 2, if \(nh^m \to \infty, h \to 0\) and \(m < M\), then under \(H_0\),
\[
\hat{D}_n(m) = 2EA^2_{nm}(z_1, z_2) + O_p(n^{-1/2}m^{1/2}h^{-m}),
\] (5.28)

where \(z_1, z_2\) have no overlap variable.

**Remark 5.4.** In Lemma A.7 (Hong & White, 2005, p. 872), the remainder of \(\hat{D}_n(j)\) has of order \(O_p(n_j^{-1}h^{-3})\). However, the proof of Lemma A.7 (Hong & White, 2005, p. 898) shows that the order is \(O_p(n_j^{-1/2}h^{-2})\). We have checked and confirmed that the proof of Lemma A.7 (Hong & White, 2005, p. 898) is correct. Therefore, the remainder in Lemma 5.4 is of order \(O_p(n^{-1/2}m^{1/2}h^{-m})\).

**Lemma 5.5.** Given Assumptions 1 and 2, if \(nh^m \to \infty, h \to 0\) and \(m < M\), then under \(H_0\),
\[
\hat{H}_2n(m) = 3\hat{H}_2n(m) + O_p(n^{-3/2}m^{3/2}h^{-m}),
\] (5.29)

where \(\hat{H}_2n(m)\) is defined in equation (5.30).

\[
\hat{H}_2n(m) = \sum_{j=2}^{n} \sum_{i=1}^{j-1} H_{2nm} \left( x^{(m)}_i, x^{(m)}_j \right).
\] (5.30)

**Remark 5.5.** Lemma 5.5 is the version of Lemma A.8 in Hong & White (2005).

**Lemma 5.6.** Given Assumptions 1 and 2, if \(nh^m \to \infty, h \to 0\) and \(m < M\), then under \(H_0\),
\[
\hat{W}_{22}(m) = EB^2_{nm} \left( x^{(m)}_1 \right) + O_p(n^{-1/2}h^4).
\]

**Remark 5.6.** Lemma 5.6 is the version of Lemma A.9 in Hong & White (2005).

**Lemma 5.7.** Given Assumptions 1 and 2, if \(nh^m \to \infty, h \to 0\) and \(m < M\),
then under $\mathbb{H}_0$, 
\[ \hat{W}_{23}(m) = 2\hat{C}_n(m) + O_p(n^{-1/2}m h^{2-m/2}), \]
where $\hat{C}_n(m)$ is defined in equation (5.23).

**Remark 5.7.** Lemma 5.7 is the version of Lemma A.10 in Hong & White (2005).

Based on Lemma 5.3-Lemma 5.7, we immediately have Theorem 5.2.

**Theorem 5.2.** Given Assumptions 1 and 2, if $2 \leq m < M$, $nh^m \to \infty$, $nh^{m+12} \to 0$ and $(\log n)^{1/2}/(nh^m) \to 0$, then under $\mathbb{H}_0$, 
\[ \hat{I}_{nm}(g, g) = \frac{1}{2} \hat{H}_n(m) - \frac{1}{2} L_n(m) + \left[ \hat{B}_n(m) - \hat{C}_n(m) \right] + o_p(n^{-1/2}h^{-m/2}), \]
where $\hat{H}_n(m) = \hat{H}_1(n) - (n-2)/(n-1) \hat{H}_2(n)$, $L_n(m) = (n-1)^{-1} EA^2_{nm}(\mathbf{z}_1, \mathbf{z}_2) + EB^2_{nm}(\mathbf{z}_1)$, $\mathbf{z}_1, \mathbf{z}_2 \in \mathbb{I}^m$ and $\mathbf{z}_1, \mathbf{z}_2$ have no overlap variable,
\[ \hat{H}_1(n) = \left( \frac{n}{2} \right)^{-1} \sum_{j=2}^{n} \left[ H_{nm}(\mathbf{x}_i^{(m)}, \mathbf{x}_j^{(m)}) \right], \]
\[ \hat{H}_2(n) = \left( \frac{n}{2} \right)^{-1} \sum_{j=2}^{n} \left[ H_{nm}(\mathbf{x}_i^{(m)}, \mathbf{x}_j^{(m)}) \right]. \]

The proof of Theorem 5.2 is straightforward which we omit here. Note that, due to Remarks 5.1 and 5.2, the remainder in Theorem 5.2 is of order $o_p(n^{-1/2}h^{-1})$ when $m = 2$ rather than $o_p(n^{-1}h^{-1})$ (Theorem A.1 Hong & White, 2005, p. 868). It needs to point out that if the uniform rate of convergence claimed in Equation (B11) (Hong & White, 2005, p. 897) is correct, then the condition $nh^4/\log(n) \to \infty$ in Theorem A.1 (Hong & White, 2005, p. 868) should be $nh^4/(\log(n))^2 \to \infty$.

Similarly, we can obtain the corresponding results with $g(\cdot)$ being replaced by $g_1(\cdot)$ and $f(\cdot)$ respectively. Specifically, we have the following two theorems.

**Theorem 5.3.** Given Assumptions 1 and 2, if $nh^{m+1} \to \infty$, $nh^{m+13} \to 0$, $(\log n)^{1/2}/(nh^{m+1}) \to 0$ and $1 \leq m < M$, for any vector $\mathbf{z}_1, \mathbf{z}_2 \in \mathbb{I}^{m+1}$, define
\[ \tilde{f}(\mathbf{z}_1) = \int_{\mathbb{I}^{m+1}} K_h^{(m+1)}(\mathbf{z}_1, \mathbf{z}_2) f(\mathbf{z}_2) d\mathbf{z}_2, \]
where $K_h^{(m+1)}(\mathbf{z}_1, \mathbf{z}_2) = K_h^{(m+1)}(\mathbf{z}_1 - \mathbf{z}_2)$. Let
\[ \tilde{K}_h^{(m+1)}(\mathbf{z}_1, \mathbf{z}_2) = \int_{\mathbb{I}^{m+1}} K_h^{(m+1)}(\mathbf{z}_1, \mathbf{z}_2) d\mathbf{z}_2, \]
\[ \tilde{A}_{n(m+1)}(\mathbf{z}_1, \mathbf{z}_2) = \left[ \tilde{K}_h^{(m+1)}(\mathbf{z}_1, \mathbf{z}_2) - \int_{\mathbb{I}^{m+1}} \tilde{K}_h^{(m+1)}(\mathbf{z}_1, \mathbf{z}) f(\mathbf{z}) d\mathbf{z} \right] / f(\mathbf{z}_1), \]
\[ A_{n(m+1)}(\mathbf{z}_1, \mathbf{z}_2) = \left[ K_h^{(m+1)}(\mathbf{z}_1, \mathbf{z}_2) - \int_{\mathbb{I}^{m+1}} K_h^{(m+1)}(\mathbf{z}_1, \mathbf{z}) f(\mathbf{z}) d\mathbf{z} \right] / f(\mathbf{z}_1), \]
\[ \gamma_{n(m+1)}(\mathbf{z}_1, \mathbf{z}_2) = \int_{\mathbb{I}^{m+1}} \left[ K_h^{(m+1)}(\mathbf{z}_1, \mathbf{z}_2) - \int_{\mathbb{I}^{m+1}} K_h^{(m+1)}(\mathbf{z}, \mathbf{z}') f(\mathbf{z}') d\mathbf{z}' \right] d\mathbf{z} / f(\mathbf{z}_1), \]
\[ B_{n(m+1)}(\mathbf{z}_1) = \int_{\mathbb{I}^{m+1}} K_h^{(m+1)}(\mathbf{z}_1, \mathbf{z}) f(\mathbf{z}) d\mathbf{z} - f(\mathbf{z}_1) / f(\mathbf{z}_1). \]
\[ H_{1n(m+1)}(\mathbf{z}_1, \mathbf{z}_2) = \tilde{A}_{n(m+1)}(\mathbf{z}_1, \mathbf{z}_2) + \hat{A}_{n(m+1)}(\mathbf{z}_2, \mathbf{z}_1), \]

\[ H_{2n(m+1)}(\mathbf{z}_1, \mathbf{z}_2) = \int_{\mathbb{I}^{m+1}} A_{n(m+1)}(\mathbf{z}, \mathbf{z}_1) A_{n(m+1)}(\mathbf{z}_2, f(\mathbf{z})) d\mathbf{z}, \]

then under \( H_0 \), we have

\[ \hat{I}_{nm}(\hat{f}, f) = \frac{1}{2} \hat{H}_n(m + 1) - \frac{1}{2} L_n(m + 1) \]

\[ + \left[ \hat{B}_n(m + 1) - \hat{C}_n(m + 1) \right] + o_p(n^{-1/2}h^{-(m+1)/2}), \]

where \( \hat{H}_n(m + 1) = \hat{H}_{1n}(m + 1) - (n - 2)/(n - 1)\hat{H}_{2n}(m + 1), \)

\[ L_n(m + 1) = (n - 1)^{-1} EA_{n(m+1)}^2(\mathbf{z}_1, \mathbf{z}_2) + EB_{n(m+1)}^2(\mathbf{z}_1), \]

\( \mathbf{z}_1, \mathbf{z}_2 \in \mathbb{I}^{m+1} \) and \( \mathbf{z}_1, \mathbf{z}_2 \) have no overlap variable.

\[ \hat{H}_{1n}(m + 1) = \left( \frac{n}{2} \right)^{-1} \sum_{j=2}^{n} \sum_{i=1}^{j-1} H_{1n(m+1)}(\mathbf{x}_i^{(m+1)}, \mathbf{x}_j^{(m+1)}), \]

\[ \hat{H}_{2n}(m + 1) = \left( \frac{n}{2} \right)^{-1} \sum_{j=2}^{n} \sum_{i=1}^{j-1} H_{2n(m+1)}(\mathbf{x}_i^{(m+1)}, \mathbf{x}_j^{(m+1)}), \]

\[ \hat{B}_{n(m+1)} = n^{-1} \sum_{i=1}^{n} B_{n(m+1)}(\mathbf{x}_i^{(m+1)}), \]

and \( \hat{C}_n(m + 1) = n^{-1} \sum_{i=1}^{n} \int_{\mathbb{I}^{m+1}} A_{n(m+1)}(\mathbf{z}, \mathbf{x}_i^{(m+1)}) B_{n(m+1)}(\mathbf{z}) f(\mathbf{z}) d\mathbf{z}. \)

**Theorem 5.4.** Given Assumptions 1 and 2, if \( nh \to \infty, (\log n)^{1/2}/(nh) \to 0, \)

\( nh^{13} \to 0, \) for any vector \( z_1, z_2 \in \mathbb{I}, \) define \( \hat{g}_1(z_1) = \int_0^1 K^f_h(z_1, z_2) g_1(z_2) dz_2, \)

where \( K^f_h(z_1, z_2) = K^f_h(z_1 - z_2). \) Let

\[ \hat{K}^f_h(z_1, z_2) = K^f_h(z_1, z_2) - \int_0^1 K^f_h(z, z_2) dz, \]

\[ \tilde{a}_n(z_1, z_2) = \left[ \hat{K}^f_h(z_1, z_2) - \int_0^1 \hat{K}^f_h(z_1, z) g_1(z) dz \right] / g_1(z_1), \]

\[ a_n(z_1, z_2) = \left[ K^f_h(z_1, z_2) - \int_0^1 K^f_h(z_1, z) g_1(z) dz \right] / g_1(z_1), \]

\[ \gamma_n(z_1, z_2) = \int_0^1 \left[ K^f_h(z, z_2) - \int_0^1 K^f_h(z, z') g_1(z') dz' \right] dz / g_1(z_1), \]

\[ b_n(z_1) = \left[ \int_0^1 K^f_h(z_1, z) g_1(z) dz - g_1(z_1) \right] / g_1(z_1), \]

\[ v_{1n}(z_1, z_2) = \tilde{a}_n(z_1, z_2) + \tilde{a}_n(z_2, z_1), \]

\[ v_{2n}(z_1, z_2) = \int_0^1 a_n(z, z_1) a_n(z, z_2) g_1(z) dz, \]
then under $\mathbb{H}_0$, we have

$$\hat{I}_{n1}(\hat{g}_1, g_1) = 2^{-1}(\hat{V}_n - l_n) + [\hat{b}_n - \hat{c}_n] + o_p(n^{-1/2}h^{-1/2}),$$

where $\hat{V}_n = \hat{V}_{1n} - (n-2)/(n-1)\hat{V}_2n, l_n = (n-1)^{-1}Ea_n^2(z_1, z_2) + Eb_n^2(z_1), z_1, z_2 \in \mathbb{I},$

$$\hat{V}_{1n} = \left(\frac{n}{2}\right)^{-1}\sum_{j=2}^{n}\sum_{i=1}^{j-1}v_{1n}(x_{i+m}, x_{j+m}),$$

$$\hat{V}_{2n} = \left(\frac{n}{2}\right)^{-1}\sum_{j=2}^{n}\sum_{i=1}^{j-1}v_{2n}(x_{i+m}, x_{j+m}),$$

$$\hat{b}_n = n^{-1}\sum_{i=1}^{n}b_n(x_{i+m}),$$

and $\hat{c}_n = n^{-1}\sum_{i=1}^{n}\int_{z \in \mathbb{I}} a_n(z, x_{i+m})b_n(z)g_1(z)\,dz.$

By Theorems 5.2, 5.3 and 5.4, we have

$$2\hat{\hat{I}}_n(m) = \hat{I}_{nm}(f, g \cdot g_1) + \hat{I}_{nm}(\hat{f}, f) - \hat{I}_{nm}(\hat{g}, g) - \hat{I}_{n1}(\hat{g}_1, g_1),$$

$$= \left[\hat{H}_n(m+1) - \hat{H}_n(m) - \hat{V}_n\right]$$

$$- (n-1)^{-1}\left[EA_n^2(z_{1(m+1)}(z_1, z_2) - EA_n^2(y_1, y_2) - Ea_n^2(z_{1m}, z_{2m})\right]$$

$$- \left[EB_n^2(z_{1(m+1)} z_1) - EB_n^2(y_1) - Eb_n^2(z_{1m})\right]$$

$$+ 2\left[\hat{B}_n(m+1) - \hat{B}_n(m) - \hat{b}_n\right]$$

$$- 2\left[\hat{C}_n(m+1) - \hat{C}_n(m) - \hat{c}_n\right]$$

$$+ o_p(n^{-1/2}h^{-(m+1)/2}),$$

(5.31)

where $z_1 = (z_{10}, \ldots, z_{1(m-1)}, z_{1m})^T = (y_1^T, z_{1m})^T, z_2 = (z_{20}, \ldots, z_{2(m-1)}, z_{2m})^T = (y_2^T, z_{2m})^T$. Next, we summarize the expansion of the items in equation (5.31) in Lemmas 5.8, 5.9 and 5.10 respectively. The proofs can be found in Appendix C.3.

Lemma 5.8. Given Assumptions 1 and 2, under $\mathbb{H}_0$, we have

$$(n-1)^{-1}\left[EA_n^2(z_{1(m+1)} z_1, z_2) - EA_n^2(y_1, y_2) - Ea_n^2(z_{1m}, z_{2m})\right] = d_0 + O(n^{-1}h^{-m}),$$

where $\kappa = \int_{1}^{1} K^2(u)\,du$ and $d_0 = (n-1)^{-1}\kappa^{m+1}h^{-(m+1)}$.

Remark 5.8. Lemma 5.8 is the version of Lemma A.1 in Hong & White (2005).

Lemma 5.9. Given $\mathbb{H}_0$ and $1 \leq m < M$,

$$2\left[\hat{B}_n(m+1) - \hat{B}_n(m) - \hat{b}_n\right]$$

$$- \left[EB_n^2(z_{1(m+1)} z_1) - EB_n^2(y_1) - Eb_n^2(z_{1m})\right]$$

$$= O(h^6) + O_p(n^{-1/2}h^4).$$

Remark 5.9. Lemma 5.9 is the combination of Lemma A.2 and Lemma A.3
Lemma 5.10. Given $H_0$ and $1 \leq m < M$,

$$\hat{C}_n(m + 1) - \hat{C}_n(m) - \check{c}_n = O_p(n^{-1/2}h^4),$$

where $\hat{C}_n(m + 1) = n^{-1} \sum_{i=1}^{n} \tilde{C}_{m+1}(x_i^{(m+1)})$, $\hat{C}_n(m) = n^{-1} \sum_{i=1}^{n} \tilde{C}_m(x_i^{(m)})$, $\check{c}_n = n^{-1} \sum_{i=1}^{n} \check{c}(x_{i+m})$, $z_1 = (z_{10}, \ldots, z_{1(m-1)}, z_{1m})^T = (y_1^T, z_{1m})^T$.

$$\tilde{C}_{m+1}(x_i^{(m+1)}) = \int_{z_1 \in \mathbb{R}^m+} A_{n(m+1)}(z_1, x_i^{(m+1)}) B_{n(m+1)}(z_1) f(z_1) dz_1,$$

$$\tilde{C}_m(x_i^{(m)}) = \int_{y_1 \in \mathbb{R}^m} A_{nm}(y_1, x_i^{(m)}) B_{nm}(y_1) g(y_1) dy_1,$$

$$\check{c}(x_{i+m}) = \int_{0}^{1} a_n(z_{1m}, x_{i+m}) b_n(z_{1m}) g_1(z_{1m}) dz_{1m}.$$

Remark 5.10. Lemma 5.10 is the version of Lemma A.4 in Hong & White (2005).

By Lemmas (5.8)–(5.10), we have

$$2\hat{L}_n(m) + d_0 = \hat{H}_n(m + 1) - \hat{H}_n(m) - \hat{V}_n + o_p(n^{-1/2}h^{-(m+1)/2}).$$

Recalling that $z_1$ and $z_2$ may have common variables in multivariate $U$-statistics, it is impossible to apply the central limit theorem of $U$-statistics to our case directly. So we need to divide $\hat{H}_n(m + 1) - \hat{H}_n(m) - \hat{V}_n$ into two parts: one part includes independent components of $z_1$ and $z_2$, the other part includes dependent components of $z_1$ and $z_2$. We rewrite

$$\hat{H}_{1n}(m) = \left(\frac{n}{2}\right)^{-1} \sum_{j=1+m}^{n} \sum_{i=1}^{j-m} H_{1nm}(x_i^{(m)}, x_j^{(m)})$$

$$+ \left(\frac{n}{2}\right)^{-1} \sum_{j=2}^{n} \sum_{i=1}^{j-1} H_{1nm}(x_i^{(m)}, x_j^{(m)}),$$

$$= T_{1n}(m) + T_{1n0}(m),$$

$$\hat{H}_{2n}(m) = \left(\frac{n}{2}\right)^{-1} \sum_{j=1+m}^{n} \sum_{i=1}^{j-m} H_{2nm}(x_i^{(m)}, x_j^{(m)})$$

$$+ \left(\frac{n}{2}\right)^{-1} \sum_{j=2}^{n} \sum_{i=1}^{j-1} H_{2nm}(x_i^{(m)}, x_j^{(m)}),$$

$$= T_{2n}(m) + T_{2n0}(m).$$

Similarly, $\hat{H}_{1n}(m + 1) = T_{1n}(m + 1) + T_{1n0}(m + 1)$, $\hat{H}_{2n}(m + 1) = T_{2n}(m + 1) +$
T_{2n0}(m + 1). We have the following Lemma:

**Lemma 5.11.** Given $H_0$, **Assumptions 1 and 2**, if $nh^{m+1} \to \infty$, $nh^{m+13} \to 0$, $(\log n)^{1/2}/(nh^{m+1}) \to 0$ and $1 \leq m < M$, we have $E \hat{H}_n = -d_1 + o_p(n^{-1/2}h^{-(m+1)/2})$ where $\tau = \int_{-1}^{1} \int_{-1}^{1} K(u)K(u+v) \, du \, dv$, $d_1 = (n-2)/(n-1)[c_1(\tau^{m+1} - 1) - c_2(\tau^{m} - 1)]$ and $\tilde{H}_n = \tilde{H}_n(m + 1) - \tilde{H}_n(m) - \tilde{V}_n$.

Finally, we prove the limiting distribution of $\hat{R}_n$ is Gaussian with the rate $\sqrt{nh^{(m+1)/2}}$ in Theorem 5.5.

**Theorem 5.5.** Given **Assumptions 1 and 2**, if $nh^{m+1} \to \infty$, $nh^{m+13} \to 0$, $(\log n)^{1/2}/(nh^{m+1}) \to 0$ and $1 \leq m < M$, under $H_0$, we have

$$
\sqrt{nh^{(m+1)/2}} \left[ 2\hat{I}_n(m) + d_0 + d_1 \right] \overset{d}{\to} N(0, \sigma^2_\alpha), \tag{5.32}
$$

where $\sigma^2_\alpha = 2\beta \kappa^m + \beta_1 \tau^m_1 + 2\beta_2 \tau^m_2$, $\tau_1 = \int_{-1}^{1} \left[ \int_{-1}^{1} K(u)K(u+v) \, du \right]^2 \, dv$, $\tau_2 = \int_{-1}^{1} \int_{-1}^{1} K(u)K(v)K(u+v) \, du \, dv$ and $\beta = 2n(m+1)/(n-m+1)/[\alpha^2(n-1)]$, $\beta_1 = \beta(n-2)/\alpha^2(n-1)$ and $\beta_2 = \beta(n-2)/(n-1)$.

The proofs of above Lemmas and Theorems are in Appendix C.3. $U$-statistics plays a significant role in the proof of $R_lEn$ consistency, Appendix C.4 includes two lemmas about the second and third-order $U$-statistics. In this section, we assume $m$ can be arbitrarily large but be bounded by $M$. It is desirable to relieve this limitation and let $M$ go to infinity at a suitable rate, say $M = O(\log(\log(n)))$. This type extension of our theory is trivial and the effect of $M \to \infty$ needs to be carefully scrutinized, which will not be discussed here. Next, we carry out several numerical examples and real dataset analysis to evaluate our theory.

## 5.4 Numerical Study

### 5.4.1 Case 1

This case is related to the nonlinear time series. Model 1 comes from Section 8.4 in Fan & Yao (2003), we change Model 2 according to Mode 1 to make them different.

Model 1: $x_i = -x_{i-2} \exp(-x_{i-2}^2/2) + (1 + x_{i-2}^2)^{-1} \cos(\alpha x_{i-2}) x_{i-1} + \varepsilon_{1i}$,

Model 2: $y_i = -y_{i-2} \exp(-y_{i-2}^2/2) + (1 + y_{i-2}^2)^{-1} \sin(\alpha y_{i-2}) y_{i-1} + \varepsilon_{2i}$,

where $\varepsilon_{1i}$ and $\varepsilon_{2i}$ are Gaussian white noise with zero mean and variance $0.1^2$ and $\alpha = 1.5$. Let $N = 400$, we generate $P_1 = 30$ time series from Model 1 and another $P_2 = 70$ time series from Model 2. Let $P = P_1 + P_2$, in this case, the change-point is 31. The initial values of $x_1, x_2, y_1, y_2$ are all 1. In the first step, **Algorithm 1** is
implemented, and we found this algorithm can choose the correct lag order, i.e., $\hat{m} = 2$. Next, we apply our relative entropy to the simulated dataset, compute the RlEn values for each time series. Figure 5.1 shows our method can exactly identify the change point. Furthermore, we randomly draw $\alpha$ from interval $[0, \pi]$ for 150 times, and repeat the previous procedures for each $\alpha$ using ApEn and RlEn methods. The change-points detected by RlEn are 28, 29, 30, 31, 32, 33 and 34, see Table 5.2. This result shows that the accuracy of change-point detection based on RlEn and ApEn are 89.33% and 16% respectively. In this case, RlEn performs better than ApEn.

Table 5.2: The Change-point Detection Based on ApEn and RlEn

<table>
<thead>
<tr>
<th>Change-point</th>
<th>28</th>
<th>29</th>
<th>30</th>
<th>31</th>
<th>32</th>
<th>33</th>
<th>34</th>
</tr>
</thead>
<tbody>
<tr>
<td>ApEn</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>24</td>
<td>13</td>
<td>5</td>
<td>33</td>
</tr>
<tr>
<td>RlEn</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>134</td>
<td>7</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

5.4.2 Case 2

Suppose there are two AR(3) processes:

Process 1: $x_i = \phi_1 x_{i-1} + \phi_2 x_{i-2} + \phi_3 x_{i-3} + \varepsilon_{1i}$, \hspace{1cm} (5.33)

Process 2: $y_i = \phi_1^* y_{i-1} + \phi_2^* y_{i-2} + \phi_3^* y_{i-3} + \varepsilon_{2i}$, \hspace{1cm} (5.34)
where $\varepsilon_{1i}, \varepsilon_{2i}$ are white noise with zero mean and variance $\sigma_1^2, \sigma_2^2$ respectively. It is easy to verify that the variance of $x_i$ is $\sigma_1^2/(1 - \phi_1 \rho_1 - \phi_2 \rho_2 - \phi_3 \rho_3)$ where

$$
\begin{align*}
\rho_1 &= -(\phi_1 + \phi_2 \phi_3)/\phi_d, \\
\rho_2 &= -(\phi_1^2 + \phi_3 \phi_1 - \phi_2^2 + \phi_2)/\phi_d, \\
\rho_3 &= -(\phi_1^3 + \phi_1^2 \phi_3 + c_1 \phi_1 + c_2)/\phi_d,
\end{align*}
$$

(5.35)

and $\phi_d = \phi_3^2 + \phi_1 \phi_3 + \phi_2 - 1$, $c_1 = -\phi_2^2 + 2 \phi_2 - \phi_3^2$, $c_2 = \phi_2^2 \phi_3 - \phi_2 \phi_3 - \phi_3^3 + \phi_3$. Suppose $x_i$ and $y_i$ have the same variance, then

$$
\sigma_2^2 = \sigma_1^2 \frac{1 - \phi_1^* \rho_1^* - \phi_2^* \rho_2^* - \phi_3^* \rho_3^*}{1 - \phi_1 \rho_1 - \phi_2 \rho_2 - \phi_3 \rho_3},
$$

(5.36)

where $\rho_1^*, \rho_2^*, \rho_3^*$ are the expressions of equation (5.35) with $\phi_1, \phi_2, \phi_3$ replaced by $\phi_1^*, \phi_2^*, \phi_3^*$. We let $\phi_1 = 0.8$, $\phi_1^* = 0.7$, $\phi_2 = \phi_2^* = -0.3$, $\phi_3 = \phi_3^* = 0.1$ and $\sigma_1^2 = 0.1$, $\sigma_2^2$ is obtained according to equation (5.36), i.e., 0.1168. We let $N = 500$, then generate $P_1 = 60$ and $P_2 = 40$ time series from Process 1 and Process 2 respectively. Denote $P = P_1 + P_2$, the change point is 61. To investigate the robustness of RIEn with respect to the selection of $m$, we appropriately allow $m$ to change from 1 to 6. For each $m$, both RIEn and ApEn are calculated using the same time series. ApEn uses the algorithm in Pincus (1991) except the pre-specified $m$. Last, repeat the above estimation procedure $J = 150$ times. Let $\tau$ represent the change-point, we define the mean absolute distance (MAD) as $\bar{\tau} = J^{-1} \sum_{j=1}^{J} |\tau_j - 61|$.

Table 5.3 shows the comparison results between RIEn and ApEn. The RIEn’s MAD is consistently smaller than that of ApEn for $m = 1, \ldots, 6$. The ‘failure’ columns in Table 5.3 represent the number of no change-point detected. The rest columns list the number of exactly detecting $\tau = 61$. RIEn method can identify the change-point for the 150 repetitions, out of which there are at least 105 exact detections. However, ApEn is not as robust as RIEn when $m$ is large, for instance, when $m = 6$, the number of exactly detecting $\tau = 61$ is 0 and the failure number of finding change-point is 116 for ApEn method. Especially, as Pincus (1991)’s suggestion, $m = 2$ is not a suitable choice in this simulation. Furthermore, this study also verifies that our RIEn is robust with respect to the lag order. Even $m$ is misspecified, the MAD is still less than 0.45. This conclusion coincides with our theorems in the ARMA processes, see Section 5.2.1.
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Table 5.3: The Comparison Between RlEn and ApEn for Different \( m \) in Case 2

<table>
<thead>
<tr>
<th>( m )</th>
<th>RlEn</th>
<th>ApEn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAD</td>
<td>Failure</td>
</tr>
<tr>
<td>1</td>
<td>0.3667</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.4200</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.3600</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.4267</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.4067</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.4400</td>
<td>0</td>
</tr>
</tbody>
</table>

5.4.3 Case 3

This case is designed to evaluate the performance of change-point detection in nonlinear time series models:

Model 1: \( x_i = 0.138 + (0.316 + 0.982x_{i-1})e^{-3.89x_{i-1}^2} + \varepsilon_{1i} \),
Model 2: \( y_i = -0.437 - (0.659 + 1.260y_{i-1})e^{-3.89y_{i-1}^2} + \varepsilon_{2i} \).

We let \( N = 500 \), then generate \( P_1 = 160 \) and \( P_2 = 80 \) time series from Model 1 and Model 2 respectively. Denote \( P = P_1 + P_2 \), the change point is 161. To investigate the robustness of RlEn with respect to the selection of \( m \), we appropriately allow \( m \) to change from 1 to 8. The other settings are as same as Case 2. Table 5.4 summaries the comparison between RlEn and ApEn. We can obtain the same conclusion as Case 2.

Table 5.4: The Comparison Between RlEn and ApEn for Different \( m \) in Case 3

<table>
<thead>
<tr>
<th>( m )</th>
<th>RlEn</th>
<th>ApEn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAD</td>
<td>Failure</td>
</tr>
<tr>
<td>1</td>
<td>0.2333</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.2200</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.3000</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.4333</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.4467</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.3533</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0.4133</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.4800</td>
<td>0</td>
</tr>
</tbody>
</table>
5.5 Real Data Analysis

5.5.1 Muscle Contraction Data from Single Subject

The real data contains 659977 observations which are recorded at each millisecond. Figure 5.2(a) shows the dataset. Each contraction can be identified by a rise in torque output. From Figure 5.2(a), we can also obtain the fact that there is a short sharp rise after every five tests. There are 10 short sharp rises which divide the data into 11 small periods. Figure 5.2(a) shows that there are lots of noise

![Figure 5.2: Muscle Contraction Data](image)

(a) All contractions  
(b) One contraction

To verify the performance of RlEn, we further divide the time series into three groups based on Figure 5.3(b), namely, Group 1, 2 and 3. For each group, we obtain a seasonal ARIMA($p,d,q$) process. Again, 52 new time series are generated from the new seasonal ARIMA processes. Then we regard them as observations and apply our RlEn to these new observations to check whether our approach can detect the change-points correctly.

First, we need to estimate three seasonal ARIMA processes, for simplicity, let $L$ be the lag operator notation, i.e., $L^ix_t = x_{t-i}$. We found that this sport dataset
is more complex than we expected, the degree of integration for three groups are 2, 2 and 2 respectively according to the Augmented Dickey-Fuller test. The real sport dataset contains seasonal effect and seasonal difference for the three groups as well, so it is a better choice to build the seasonal ARIMA processes²:

\[ \phi(L)\Phi(L)(1 - L)^D(1 - L^s)^D_s x_t = c + \theta(L)\varepsilon_t, \]

where \( \phi(L) = 1 - \phi_1 L - \cdots - \phi_p L^p \) and \( \theta(L) = 1 + \theta_1 L + \cdots + \theta_q L^q \) represent the AR and MA operator polynomials. \( \Phi(L) = 1 - \Phi_{p_1} L^{p_1} - \Phi_{p_2} L^{p_2} - \cdots - \Phi_{p_s} L^{p_s} \) is seasonal auto-regressive operator polynomials. \( (1 - L^s)^D_s \) is the so-called Seasonal Difference factor, for more details of seasonal ARIMA, see Section 9.9 in Hyndman & Athanasopoulos (2013). The order of \( \Phi(L) \) is determined by the spectrum analysis of time series. We use Bayesian Information Criterion (BIC) to choose the order \( p \) and \( q \) in \( \phi(L) \) and \( \theta(L) \).

Based on the average time series of each group, we have got three processes:

**Process 1**: \( D = 2, \quad D_s = 1, \quad \hat{p} = 2, \)

\[ \hat{q} = 2, \quad s = 75, \quad c = 2.9993 \times 10^{-6}, \]

\[ \hat{\phi}(L) = 1 - 1.9414L + 0.693L^2, \]

\[ \hat{\theta}(L) = 1 + 1.82984L + 0.9931L^2, \]

\[ \hat{\Phi}(L) = 1 - 0.02037L^{75}, \quad \hat{\sigma}^2 = 2 \times 10^{-7}. \]

---
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Figure 5.4: The Divided Groups

Process 2: $D = 2$, $D_s = 1$, $\hat{p} = 2$,
$\hat{q} = 2$, $s = 67$, $c = 2.1477 \times 10^{-6}$,
$\hat{\phi}(L) = 1 - 1.9631L + 0.9851L^2$,
$\hat{\theta}(L) = 1 + 1.9619L + 0.9910L^2$,
$\hat{\Phi}(L) = 1 + 0.2818L^{67}$, $\hat{\sigma}^2 = 2 \times 10^{-7}$.

Process 3: $D = 2$, $D_s = 1$, $\hat{p} = 2$,
$\hat{q} = 1$, $s = 81$, $c = 3.9150 \times 10^{-7}$,
$\hat{\phi}(L) = 1 - 1.9768L + 0.98801L^2$,
$\hat{\Phi}(L) = 1 - 0.1474L^{81}$,
$\hat{\theta}(L) = 1 + 0.3421L$, $\hat{\sigma}^2 = 2 \times 10^{-7}$.

The details of Processes 1, 2 and 3 can be found in Appendix C.6. The number of time series generated from Processes 1, 2 and 3 are 15, 6 and 31 respectively. Figure 5.5 shows our method can detect the change-points exactly at 16 and 22.
5.5.2 Multi-subjects Muscle Contraction Dataset

This dataset consists of 11 subjects’ muscle contraction observations. Each subject needs to perform a series of intermittent isometric contractions (six seconds for contraction and four seconds for rest) until to task failure (Pethick et al., 2016). Therefore, the number of each subject contractions is not consistent, see Table 5.5. The sampling frequency is 1 kHz. We found that the Figures 5.4(a) and 5.4(b) share the similar patterns, and both are significantly different to Figure 5.4(c). Hence, in this study, we only find one change-point. Furthermore, based on the analysis of selection of $m$ in Cases 2 and 3, the selection of $m$ is not sensitive to the change-point detection. In many research fields, ApEn is frequently employed to evaluate the complexity of signals (e.g., Richman & Moorman, 2000; Burioka et al., 2005; Pethick et al., 2016, and among others). Considering the computational complexity, we set $m = 2$ to coordinate with ApEn. The change-point detections based on RlEn for each subject are summarized in Table 5.5. In contrast, we also obtain the change-point results based on ApEn, see Table 5.6. The parameter settings for ApEn follow the suggestions in Pincus (1991).

In Tables 5.5 and 5.6, $N_c$ represents the number of contractions in the series of experiments. $CP$ stands for the change-point detected by ApEn or RlEn. $CP/N_c$ is the relative location of change-point (in percentage) compared with $N_c$. $\overline{RlEn_1}(std.)$, $\overline{RlEn_2}(std.)$, $\overline{ApEn_1}(std.)$ and $\overline{ApEn_2}(std.)$ stand for the two groups entropy averages (standard deviation) for RlEn and ApEn respectively. The last column shows the $p$-values of $t$-test for mean comparison of two groups.

In Table 5.5, we can conclude that the intermittent isometric contractions of each subject can be divided into two groups which are supported by the $p$-values in the last column. The averages of RlEn in the first group $\overline{RlEn_1}$ are
### Table 5.5: Result of Change-point Detection Based on RlEn

<table>
<thead>
<tr>
<th>Subject</th>
<th>$N_c$</th>
<th>$CP$</th>
<th>$CP/N_c$</th>
<th>$RlEn_1$(std.)</th>
<th>$RlEn_2$(std.)</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70</td>
<td>22</td>
<td>31.43%</td>
<td>4.0315(0.2065)</td>
<td>4.2406(0.2129)</td>
<td>4.30e-04</td>
</tr>
<tr>
<td>2</td>
<td>38</td>
<td>11</td>
<td>28.95%</td>
<td>3.6582(0.1889)</td>
<td>4.3606(0.2218)</td>
<td>1.22e-08</td>
</tr>
<tr>
<td>3</td>
<td>54</td>
<td>23</td>
<td>42.59%</td>
<td>3.8257(0.2571)</td>
<td>4.5578(0.2871)</td>
<td>4.52e-13</td>
</tr>
<tr>
<td>4</td>
<td>79</td>
<td>54</td>
<td>68.35%</td>
<td>4.1137(0.2065)</td>
<td>4.3692(0.2502)</td>
<td>5.12e-05</td>
</tr>
<tr>
<td>5</td>
<td>289</td>
<td>236</td>
<td><strong>81.66%</strong></td>
<td>3.4292(0.2286)</td>
<td>3.8779(0.2563)</td>
<td>1.07e-18</td>
</tr>
<tr>
<td>6</td>
<td>54</td>
<td>40</td>
<td>74.07%</td>
<td>3.8749(0.2395)</td>
<td>4.6409(0.1624)</td>
<td>5.78e-16</td>
</tr>
<tr>
<td>7</td>
<td>80</td>
<td>49</td>
<td>61.25%</td>
<td>3.6241(0.2112)</td>
<td>4.1233(0.2889)</td>
<td>2.81e-11</td>
</tr>
<tr>
<td>8</td>
<td>177</td>
<td>78</td>
<td>44.07%</td>
<td>4.1200(0.2251)</td>
<td>4.4312(0.1759)</td>
<td>4.03e-18</td>
</tr>
<tr>
<td>9</td>
<td>52</td>
<td>23</td>
<td>44.23%</td>
<td>3.7092(0.1310)</td>
<td>4.3786(0.2141)</td>
<td>1.31e-18</td>
</tr>
<tr>
<td>10</td>
<td>87</td>
<td>19</td>
<td><strong>21.84%</strong></td>
<td>3.9454(0.1881)</td>
<td>4.3561(0.1665)</td>
<td>1.05e-08</td>
</tr>
<tr>
<td>11</td>
<td>89</td>
<td>38</td>
<td>42.70%</td>
<td>3.9879(0.1999)</td>
<td>4.4219(0.2508)</td>
<td>3.62e-14</td>
</tr>
</tbody>
</table>

### Table 5.6: Result of Change-point Detection Based on ApEn

<table>
<thead>
<tr>
<th>Subject</th>
<th>$N_c$</th>
<th>$CP$</th>
<th>$CP/N_c$</th>
<th>$ApEn_1$(std.)</th>
<th>$ApEn_2$(std.)</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70</td>
<td>68</td>
<td>97.14%</td>
<td>0.0062(0.0023)</td>
<td>0.0114(0.0050)</td>
<td>0.215</td>
</tr>
<tr>
<td>2</td>
<td>38</td>
<td>10</td>
<td>26.32%</td>
<td>0.0134(0.0043)</td>
<td>0.0037(0.0018)</td>
<td>1.15e-04</td>
</tr>
<tr>
<td>3</td>
<td>54</td>
<td>18</td>
<td>33.33%</td>
<td>0.0181(0.0067)</td>
<td>0.0040(0.0025)</td>
<td>1.33e-07</td>
</tr>
<tr>
<td>4</td>
<td>79</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>289</td>
<td>239</td>
<td>82.70%</td>
<td>0.0139(0.0053)</td>
<td>0.0073(0.0031)</td>
<td>1.64e-22</td>
</tr>
<tr>
<td>6</td>
<td>54</td>
<td>26</td>
<td>48.15%</td>
<td>0.0144(0.0046)</td>
<td>0.0040(0.0031)</td>
<td>5.22e-12</td>
</tr>
<tr>
<td>7</td>
<td>80</td>
<td>48</td>
<td>60.00%</td>
<td>0.0129(0.0042)</td>
<td>0.0059(0.0030)</td>
<td>4.54e-13</td>
</tr>
<tr>
<td>8</td>
<td>177</td>
<td>78</td>
<td>44.07%</td>
<td>0.0068(0.0019)</td>
<td>0.0047(0.0013)</td>
<td>8.36e-13</td>
</tr>
<tr>
<td>9</td>
<td>52</td>
<td>19</td>
<td>36.54%</td>
<td>0.0231(0.0059)</td>
<td>0.0046(0.0031)</td>
<td>1.94e-11</td>
</tr>
<tr>
<td>10</td>
<td>87</td>
<td>33</td>
<td>37.93%</td>
<td>0.0098(0.0023)</td>
<td>0.0063(0.0026)</td>
<td>5.80e-09</td>
</tr>
<tr>
<td>11</td>
<td>89</td>
<td>39</td>
<td>43.82%</td>
<td>0.0123(0.0031)</td>
<td>0.0047(0.0021)</td>
<td>4.41e-19</td>
</tr>
</tbody>
</table>
consistently smaller than $RlEn_2$. It is not surprising because muscle fatigue will increase the entropy of contraction signals (Pethick et al., 2016). According to $CP/N_c$, Subject 5 has the largest relative location of change-point while Subject 2’s is just 21.84%. Compared to other subjects, it means that the contraction torques are stable and Subject 5 can keep the stable contraction for a long time.

In Table 5.6, the “—” represents the failure of change-point detection based on ApEn. Besides, the $p$-value of $t$-test for Subject 1 is even larger than 0.1, which means the change-point, 68, is not statistically reliable. It is also worth pointing out that for Subject 10, the change-point based on ApEn is 33 but is 19 based on RlEn. Figure 5.6 shows the two divided groups using ApEn and RlEn respectively. It is clear that the group in Figure 5.6(a) is more stable than the group illustrated by Figure 5.6(c). Moreover, there is no need to compare the averages of ApEn and RlEn because ApEn has two free parameters and is not transformation invariant. The change-points of other subjects are almost the same for both ApEn and RlEn.

Cases 1-3 show that the RlEn is less sensitive to the lag order $m$ and better than ApEn. Combining the results of muscle contraction data, i.e., Figure 5.6, Tables 5.5 and 5.6, our RlEn performs better than the ApEn.
5.5.3 Covid-19 Dataset Analysis

We collect the daily confirmed cases data of each Country (Region) all over the world from the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University\(^3\). As of this thesis writing, the Covid-19 virus is in the midst of a global pandemic. This dataset includes daily confirmed report data from January 20th 2020 to February 1st 2021 only. This dataset excludes the confirmed cases in Diamond Princess, Grand Princess and MS Zaandam cruise ships. We also delete the Country (Region) whose total confirmed cases are less than 100 until February 1st 2021. There are 180 Countries (Regions) left in this dataset.

Since the time of the first confirmed case in each country is different and the ability to spread Covid-19 virus varies from country to country, each Country’s (Region’s) time series starts from the date on which this Country’s (Region’s) total confirmed cases are larger than 100. Therefore, this dataset is unbalanced. Each time series is self-normalized by its maximum daily confirmed-cases number.

We apply nonparametric relative entropy method to each Country’s (Region’s) time series, choose 8 as the lag order for the Countries (Regions), see Figure 5.7(a). Because the Country’s (Region’s) RlEns in this case are not time-related, we cannot find the change-point directly. Our goal is to divide the Countries (Regions) into two groups according to their RlEns. Why we divide it into two groups rather than three groups or other number of groups? we divided them into two groups based on the result of Figure 5.7(b). It seems that dividing two groups is more appropriate than dividing three groups. So, we sort the RlEns in ascending order, then find the change-point by detecting the changes both in mean and slope of ranked RlEns, see Lavielle (2005) and Killick et al. (2012) for more details.

The change point is 168, see Figure 5.7(b). To illustrate the two groups, we use bubbles to represent the RlEn in Figure 5.8. The red colour shows the

\(^3\)https://github.com/CSSEGISandData/COVID-19
Countries (Regions) which have a high RIEn value. The blue colour represents the rest. The diameter of bubble is proportional to the RIEn value. Relative entropy describes the divergence between two different distributions. A large value of RIEn implies a big divergence. The red bubbles in Figure 5.8 represent Russia, Belarus, India, Iran, Algeria, Indonesia, Saudi Arabia, Iraq, Egypt, Syria, Argentina, Netherlands, West Bank and Gaza. In Appendix C.6, Figures C.4(a)–C.4(d) show the normalized daily new cases for countries: Russia, Belarus, India and Iran respectively. These countries are amid the second wave of pandemic. Moreover, we also compare US, UK, Singapore, China with the previous four countries, see Figures C.4(e)–C.4(h). The RIEn of United States is 1.055, the UK’s is 0.831 because UK kept the curve under control (flatter than US’s during the first wave) before September 2020. It is not surprising because the flat part of time series is less complex than the rest of time series, hence UK has a lower RIEn comparing with US which implies that the curve of new daily confirmed cases in UK has higher predicability than that in US, because entropy can be treated as a measure of chaos. Here, predictability is a quantitative degree to describe how a time series can be correctly predicted. This conclusion can also be verified by the time series of Singapore and China in Figures C.4(g) and C.4(h). It needs to be clarified that the application of Covid-19 dataset is just to compare the relative entropy of time series. It should not be used to determine which country is better in battling with Covid-19 because many variables such as ability of government management, medical capacity, technology level, etc are excluded from our simple application. The evaluation of government performances all over the world is a complicated task which we will not discuss here.
5.6 Conclusion

In this chapter, we have proposed a nonparametric relative entropy as a testing statistic to detect the change-points of time series segments. For the ARMA processes under strictly stationary assumption, the relative entropy is free of background noise and only be determined by the auto-regressive coefficients. Especially, when the lag order $m$ is larger than the underlying lag order $p$ of auto-regression, the relative entropy no longer changes. This merit in essence originates from the cut-off tail property of partial auto-correlation function in AR$(p)$ process. In nonparametric setting, we have developed a type of leave-one-out relative entropy. Given Assumptions 1 and 2, we have proved that the relative entropy has a limiting normal distribution with of order $\sqrt{n} h^{(m+1)/2}$. Similarly, we have also discussed the selection of lag order $m$. We suggest using BIC to select $m$ and if $m$ has an upper bound, a theory of the selection of $m$ can ensure the consistency based on BIC from the point view of nonparametric regression. Three simulations have shown that the relative entropy is appropriate to summaries the information of a time series. Based on RlEn, one can find the change-points of time series segments with high accurateness. Two real examples have shown that our approach is effective in terms of change-point detection in practice as well.

There are some interesting issues such as: In nonparametric setting, could the relative entropy be a constant like the ARMA processes when $m$ is enough large? How to speed up the computation of relative entropy? These questions are beyond the scope of this chapter, we will not discuss them further.
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Conclusions and Future Works

In this chapter, we will draw conclusions on the two nonparametric models and relative entropy we established in previous chapters and briefly introduce the related future works.

6.1 Conclusions

In this thesis, we have carried out two novel nonparametric covariance models for high-dimensional settings in Chapter 3 and Chapter 4 respectively. In Chapter 5, we have proposed the RIEn as the statistic to detect the time of muscle fatigue during a series of intermittent isometric contractions in sports science.

In particular, nonparametric covariance estimation is a big challenge in contemporary high-dimensional statistics. One of the critical issues for nonparametric covariance estimation is the effect of sparsity on the bandwidth selection. A pilot study in Section 3.2.4 clearly shows that the bandwidth will go to infinity if the sparsity becomes larger and larger. The wrong-selected bandwidth can bring in extra errors in covariance matrix estimator if one uses a common bandwidth to guarantee the positive definiteness. To address this issue, we have developed a novel framework that includes multiple bandwidths in factorized band matrices of the correlation coefficient matrix. Compared to the existing kernel methods proposed by Yin et al. (2010) and Chen & Leng (2016), the straightforward benefit is the improvement in reducing the Frobenius norm-based error, see the results in Appendix A.

Moreover, we have employed the Frobenius norm-based criterion to avoid the computation of precision matrix in high-dimensional settings. Our algorithm is more efficient than DCM, see Figure 3.1. Furthermore, we have also developed a consistency theory for factorized NCM. Under some sparsity conditions, our proposal is consistent with the underlying covariance matrix as both the sample size and the dimension tend to infinity. It is worthy noting that our theory holds
not only for the i.i.d. case but also for the non-i.i.d. case which means factorized NCM could be applied to more flexible and complex scenarios. Numerical simulations (including non-i.i.d. case) shows that factorized NCM and its variants are consistently better than DCM in terms of the Frobenius norm-based loss. We have also applied factorized NCM to an asset returns example to illustrate its application in Finance.

The Factorized NCM method solves the sparsity effect problem from importing multiple bandwidths in the band matrix factors. In contrast, the Divide-and-Combine NCM addresses this problem from another point of view. Literally, we divide the covariance matrix estimation into three steps: diagonal entry estimation, zero-entry detection and off-diagonal nonzero entry estimation. Once completing these three steps, we put them together to form a new covariance matrix estimator.

There are two advantages of Divide-and-Combine NCM. (1) The zero-entry detection happens before the bandwidth selection. This means less zero entries will affect the bandwidth selection of the off-diagonal nonzero entries. The essence is to let the nonzero entries take over the bandwidth selection again via identifying most zero entries. (2) We develop a framework for the nonparametric correlation coefficient estimation with constraints. The core idea of this framework is to solve a nonparametric cubic equation of correlation. Figure 4.1 clearly shows that the constrained correlation estimator performs better than empirical correlation estimator. The controversial issue is the positive definiteness of covariance matrix using Divide-and-Combine framework. In Chapter 4, we modify the negative definite covariance matrix by adding a suitable identity matrix to itself.

Furthermore, we have also applied the Divide-and-Combine framework to the mean function estimation. The choice of local polynomial order will affect the bandwidth selection. For instance, when the mean function partially consists of constant functions, if one chooses the order of local polynomial be 0 (local constant smoother), then the bandwidths of constant functions will tend to infinity. Similarly, local linear smoother cannot be applied to bandwidth selection for the linear functions. In Chapter 4, we have used local linear smoothers for the nonlinear parts in mean function but detected the linear function by generalized likelihood ratio statistics (Fan et al., 2001).

Considering the contributions from the variant methods, the framework of Divide-and-Combine NCM are consistently better than Factorized NCM, see the results in Appendix B.4.

In Chapter 5, we have suggested using the RIEn as the statistic to detect the change-point for the segments of time series. Because of the transformation invariant and background-noise-free properties, the RIEn is a more appropriate
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statistic to summary the information of a time series comparing ApEn, SpEn, FzEn, etc. For ARMA\((p,q)\) process, the RlEn is only determined by the auto-regression and moving-averaging coefficients. Moreover, if the lag order of RlEn, \(m\), is larger than \(p\) in AR\((p)\) process or larger than \(q + 1\) in MA\((q)\) process, then the RlEn is no longer change, see the Lemmas and Theorems in §5.2.1.

In nonparametric settings, the selection of \(m\) is also critical. For completeness, we have proposed a BIC criterion and developed a consistency theory of \(\hat{m}\) which tends to the true underlying lag order \(m\) as \(n \to \infty\). We have also developed the consistency theory for the RlEn and obtained its limiting distribution. The convergence rate is \(\sqrt{n}h^{(m+1)/2}\). Several numerical studies show that the RlEn performs better than ApEn. Tables 5.3 and 5.4 imply that the RlEn is not sensitive to \(m\). In practice, if one can relax the selection of \(m\), then we suggest \(m = 2\) following Pincus (1991). To show the application of RlEn, we have implemented the whole procedure in two real world datasets.

6.2 Future Works

For the Divide-and-Combine NCM approach, we did not develop a corresponding theory for the constrained nonparametric correlation estimator. Even the results in Appendix B.4 are better than the Factorized NCM, the consistency property and the convergence rate remain unsolved. Figure 4.1(b) clearly shows that the convergence rate is much faster than that in the middle when the correlation is near 1 or -1. To the best of our knowledge, there is no theory about the nonparametric correlation with constraint in literature. In the future, we will aim at the development of the consistency theory.

Another research direction is the positive definiteness of covariance matrix estimation. As the Remark 2 in Yin et al. (2010) pointed out, to satisfy the positive definite property, the entries of nonparametric covariance matrix share the same bandwidth. In this thesis, Factorized NCM employs band matrix factors with different bandwidths to guarantee the positive definite property. However, there is no general criterion to choose the number of factors. In contrast, the Divide-and-Combine NCM approach divides the covariance matrix into three parts. Even we keep the off-diagonal nonzero entries sharing the same bandwidth, the combination of these three steps cannot always make the estimator positive definite. Thus, the conflict between one single bandwidth and positive definiteness in nonparametric covariance model is not perfectly solved in high-dimensional settings. We will seek the potential framework that can avoid this conflict.

As for the RlEn, the first task we concerned is to extend the theory to more general case. In Theorem 5.5, the lag order \(m\) has an upper bound \(M\) where
$M$ could be sufficient large but not tend to infinity as $n$. Theorem 5.1 inherits this condition. However, without considering the Theorem 5.5, one can relax the $M$ to be of order $O(\sqrt{\log(n)})$ or $O(\log(\log(n)))$ in Theorem 5.1. Therefore, this relaxation of $M$ is determined by Theorem 5.5. From the proof of Theorem 5.5, it is not straightforward because each convergence rate in Lemmas and previous Theorems needs to be carefully scrutinized and modified to keep the final convergence rate.

The second task is the application of RIEn in Time Series Classification (TSC). We have proved that the RIEn owns two desirable properties: transformation invariant and background-noise-free in theory. Therefore, RIEn summarizes the information of time series. It could be regarded as a feature of time series itself. So far, the feature-based TSC approaches did not consider the RIEn. It is unclear whether the application to TSC could improve the accuracy of classification. In machine learning, we will try to embed RIEn into the problem of Time Series Classification in our future research.
Appendix A

Results of Chapter 3

A.1 Deriving the Plug-in Optimal Shrinkage Estimator and Factorization

The derivation of the optimal shrinkage can be divided into two steps.

Step 1: we find a population version, namely a linear combination of $I_p$ and $\hat{\Sigma}^{(t)}(u)$, denoted as $\Sigma^*(u) = \rho a I_p + (1 - \rho) \hat{\Sigma}^{(t)}(u)$, whose expected Frobenius loss $E\|\Sigma^*(u) - \Sigma(u)\|_F^2$ attains the minimum with respect to $0 \leq \rho \leq 1$ and $a \in \mathbb{R}$. For this purpose, we decompose the above expected quadratic loss as follows:

\[
E\|\Sigma^*(u) - \Sigma(u)\|_F^2 = E\|\Sigma^*(u) - E[\Sigma^*(u)] + E[\Sigma^*(u)] - \Sigma(u)\|^2,
\]

\[
= (1 - \rho)^2 E\left\|\hat{\Sigma}^{(t)}(u) - E\left[\hat{\Sigma}^{(t)}(u)\right]\right\|_F^2 + \left\|\rho \left(a I_p - E[\Sigma^*(u)]\right) + E\left[\hat{\Sigma}^{(t)}(u)\right] - \Sigma(u)\right\|_F^2. \tag{A.1}
\]

Differentiating the above loss with respect to $a$ and setting it to zero, we have

\[
\frac{dE\|\Sigma^*(u) - \Sigma(u)\|_F^2}{da} = 2\rho \left\langle I_p, \rho \left(a I_p - E\left[\hat{\Sigma}^{(t)}(u)\right]\right) \right\rangle + E\left[\hat{\Sigma}^{(t)}(u)\right] - \Sigma(u) = 0,
\]

which yields

\[
a(u) = \left\langle I_p, E\left[\hat{\Sigma}^{(t)}(u)\right]\right\rangle - \rho^{-1} \left\langle I_p, E\left[\hat{\Sigma}^{(t)}(u)\right] - \Sigma(u)\right\rangle.
\]
Substituting it back to (A.1), we have

\[
E\|\Sigma^*(u) - \Sigma(u)\|^2_F = (1 - \rho)^2 E\| \hat{\Sigma}^{(t)}(u) - E\left[ \hat{\Sigma}^{(t)}(u) \right] \|^2_F \\
+ \|(1 - \rho)A_h - A\|^2_F, \\
= (1 - \rho)^2 E\|\Sigma^*(u) - \Sigma(u)\|^2 + \rho^2 \|A_h\|^2_F \\
+ \|A_h - A\|^2_F - 2\rho \langle A_h, A_h - A \rangle, 
\]

(A.2)

where

\[
A_h(u) = E\left[ \hat{\Sigma}^{(t)}(u) \right] - \left< I_p, E\left[ \hat{\Sigma}^{(t)}(u) \right] \right> I_p, \\
A(u) = \Sigma(u) - (I_p, \Sigma(u)) I_p.
\]

Differentiating (A.2) with respect to \( \rho \) and setting it to zero, we have

\[
- 2(1 - \rho)E\| \hat{\Sigma}^{(t)}(u) - \Sigma(u)\|^2 + 2\rho \|A_h(u)\|^2_F
- 2\langle A_h(u), A_h(u) - A(u) \rangle = 0.
\]

Solving the above equation, we have the solution

\[
\rho_h(u) = \left( 0 \vee \frac{\beta_h^2(u) + Q_h(u)}{\beta_h^2(u) + \alpha_h^2(u)} \right) \wedge 1, 
\]

(A.3)

where

\[
\alpha_h^2(u) = \|A_h\|^2_F, \quad \beta_h^2(u) = E\| \hat{\Sigma}^{(t)}(u) - E\left[ \hat{\Sigma}^{(t)}(u) \right] \|^2_F \\
Q_h(u) = \langle A_h(u), A_h(u) - A(u) \rangle.
\]

It is easy to see that \( \alpha_h(u) \) is a Frobenius norm of the residual of \( E\left[ \hat{\Sigma}^{(t)}(u) \right] \) after its projection to the space spanned by the identity matrix \( I_p \) while \( \beta_h^2(u) \) is a Frobenius-type variance of \( \hat{\Sigma}^{(t)}(u) \). And \( Q_h(u) \) is a bias effect of the kernel smoothing. If replacing \( \rho \) in \( a(u) \) by \( \rho_h(u) \), then we have the solution

\[
a_h(u) = \left< I_p, E\left[ \hat{\Sigma}^{(t)}(u) \right] \right> - \rho_h^{-1}(u) \left< I_p, E\left[ \hat{\Sigma}^{(t)}(u) \right] - \Sigma(u) \right>.
\]

Therefore, the optimal solution \( \hat{\Sigma}^*(u) \) to the above covariance optimization has the form:

\[
\hat{\Sigma}^*(u) = \rho_h(u)a_h(u)I_p + (1 - \rho_h(u))\hat{\Sigma}^{(t)}(u).
\]

Note that \( \alpha_h^2(u), \beta_h^2(u) \) and \( Q_h(u) \) in (A.3) depend on the unknown matrices \( E\left[ \hat{\Sigma}^{(t)}(u) \right] \) and \( \Sigma(u) \). So, in Step 2, we estimate them by the plug-in estimators \( \hat{\alpha}_h^2(u) \) and \( \hat{\beta}_h^2(u) \). It is easy to see that \( \hat{\beta}_h^2(u) \) is the squared Frobenius-norm of
the variance estimators of \( \hat{\sigma}_{jk}(u) \)'s. For simplicity, we shrink \( Q_h(u) \) to zero, since \( Q_h(u) = o(\alpha_h^2(u)) \). Combining the above two steps gives the desired estimator of \( \Sigma(u) \). The derivation is completed.

Note: Before-financial-crisis: (a) Plots of estimated means \( \hat{\mu}_k(u_i) \) against \( i \) (top), estimated individual volatility \( \hat{\sigma}_{kk}(u_i) \) against \( i \) (middle) and \( u_i \) against \( i \) (bottom). (b) Plots of estimated \( \hat{\mu}_k(u) \) against \( u \) (left) and estimated individual volatility \( \hat{\sigma}_{kk}(u) \) against \( u \) right. Similarly, (a) and (b) in Figure A.2 for the in-financial-crisis period while (a) and (b) in Figure A.3 for the after-financial-crisis.

Figure A.1: Before-financial-crisis
Figure A.2: In-financial-crisis

Figure A.3: After-financial-crisis

A.2 Tables
Table A.1: The Average (standard error in %) of Frobenius Norm-based IRSE for Setting 1 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM&lt;sub&gt;2&lt;/sub&gt;</th>
<th>DCM&lt;sub&gt;1&lt;/sub&gt;</th>
<th>sDCM&lt;sub&gt;1&lt;/sub&gt;</th>
<th>t&lt;sup&gt;_NCM_0&lt;/sup&gt;</th>
<th>st&lt;sup&gt;_NCM_0&lt;/sup&gt;</th>
<th>t&lt;sup&gt;_NCM_1&lt;/sup&gt;</th>
<th>st&lt;sup&gt;_NCM_1&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>5.7885(28.45)</td>
<td>0.6171(3.45)</td>
<td>0.5952(3.16)</td>
<td>0.4934(2.92)</td>
<td>0.4816(2.98)</td>
<td>0.4870(2.87)</td>
<td>0.4745(2.87)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>18.6343(54.94)</td>
<td>0.6686(3.01)</td>
<td>0.6520(2.86)</td>
<td>0.5375(2.45)</td>
<td>0.5263(2.48)</td>
<td>0.5312(2.32)</td>
<td>0.5189(2.32)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>55.3409(74.86)</td>
<td>0.7056(2.84)</td>
<td>0.6905(2.79)</td>
<td>0.5627(2.12)</td>
<td>0.5512(2.23)</td>
<td>0.5552(1.94)</td>
<td>0.5424(2.03)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>80.5517(48.35)</td>
<td>0.7648(2.06)</td>
<td>0.7522(2.03)</td>
<td>0.6157(1.62)</td>
<td>0.6047(1.65)</td>
<td>0.6025(1.54)</td>
<td>0.5898(1.54)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>102.5949(50.96)</td>
<td>0.8198(2.95)</td>
<td>0.8084(2.95)</td>
<td>0.6532(1.08)</td>
<td>0.6422(1.10)</td>
<td>0.6369(0.99)</td>
<td>0.6239(1.00)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>3.0460(9.37)</td>
<td>0.3980(2.51)</td>
<td>0.3887(2.52)</td>
<td>0.3079(2.12)</td>
<td>0.3069(2.18)</td>
<td>0.3066(2.10)</td>
<td>0.3054(2.15)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>8.1745(15.68)</td>
<td>0.4188(1.84)</td>
<td>0.4114(1.82)</td>
<td>0.3239(1.51)</td>
<td>0.3229(1.54)</td>
<td>0.3228(1.51)</td>
<td>0.3214(1.53)</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>17.6292(28.08)</td>
<td>0.4274(1.80)</td>
<td>0.4210(1.73)</td>
<td>0.3310(1.47)</td>
<td>0.3294(1.47)</td>
<td>0.3305(1.47)</td>
<td>0.3286(1.46)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>72.9782(32.37)</td>
<td>0.4608(1.52)</td>
<td>0.4561(1.51)</td>
<td>0.3533(1.01)</td>
<td>0.3510(1.03)</td>
<td>0.3530(0.96)</td>
<td>0.3503(0.98)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>93.0913(29.22)</td>
<td>0.4972(1.21)</td>
<td>0.4934(1.20)</td>
<td>0.3697(0.83)</td>
<td>0.3671(0.86)</td>
<td>0.3695(0.82)</td>
<td>0.3665(0.84)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1.5613(4.10)</td>
<td>0.2161(1.23)</td>
<td>0.2147(1.25)</td>
<td>0.1902(0.97)</td>
<td>0.1915(1.04)</td>
<td>0.1893(0.94)</td>
<td>0.1906(1.00)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>3.3541(4.84)</td>
<td>0.2191(1.02)</td>
<td>0.2182(1.01)</td>
<td>0.1904(0.75)</td>
<td>0.1917(0.77)</td>
<td>0.1894(0.74)</td>
<td>0.1907(0.75)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>6.4276(6.60)</td>
<td>0.2250(0.95)</td>
<td>0.2243(0.95)</td>
<td>0.1918(0.72)</td>
<td>0.1930(0.73)</td>
<td>0.1910(0.71)</td>
<td>0.1922(0.72)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>27.2019(24.76)</td>
<td>0.2416(0.60)</td>
<td>0.2421(0.61)</td>
<td>0.1932(0.48)</td>
<td>0.1946(0.49)</td>
<td>0.1923(0.48)</td>
<td>0.1938(0.48)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>92.5289(25.49)</td>
<td>0.2630(0.43)</td>
<td>0.2641(0.43)</td>
<td>0.1932(0.38)</td>
<td>0.1946(0.40)</td>
<td>0.1924(0.39)</td>
<td>0.1937(0.40)</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>$p$</td>
<td>$\text{DCM}_2$</td>
<td>$\text{DCM}_1$</td>
<td>$\text{sDCM}_1$</td>
<td>$t_{\text{NCM}_0}$</td>
<td>$\text{st}_{\text{NCM}_0}$</td>
<td>$t_{\text{NCM}_1}$</td>
<td>$\text{st}_{\text{NCM}_1}$</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>--------------------</td>
<td>--------------------------</td>
<td>--------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>50</td>
<td>5.6548(36.49)</td>
<td>1.3968(12.61)</td>
<td>1.1879(10.99)</td>
<td>1.3139(11.78)</td>
<td>1.1319(10.38)</td>
<td>1.3122(11.89)</td>
<td>1.1298(10.49)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>18.0835(51.43)</td>
<td>1.8898(12.64)</td>
<td>1.5739(11.18)</td>
<td>1.7843(11.77)</td>
<td>1.4853(10.51)</td>
<td>1.7828(11.83)</td>
<td>1.4834(10.57)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>55.7814(61.03)</td>
<td>2.3268(12.93)</td>
<td>1.9282(11.72)</td>
<td>2.1991(12.25)</td>
<td>1.8063(10.94)</td>
<td>2.1979(12.29)</td>
<td>1.8048(10.99)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>80.8167(41.57)</td>
<td>3.2234(12.61)</td>
<td>2.6555(11.55)</td>
<td>3.0622(11.99)</td>
<td>2.4755(10.86)</td>
<td>3.0612(12.01)</td>
<td>2.4742(10.89)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>102.7016(42.63)</td>
<td>4.1306(10.81)</td>
<td>3.3822(10.04)</td>
<td>3.9262(10.21)</td>
<td>3.1492(9.36)</td>
<td>3.9253(10.22)</td>
<td>3.1482(9.37)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>3.0830(14.28)</td>
<td>1.1094(7.83)</td>
<td>0.9556(6.63)</td>
<td>1.0305(7.09)</td>
<td>0.9078(6.20)</td>
<td>1.0298(7.16)</td>
<td>0.9069(6.28)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>8.1824(19.64)</td>
<td>1.5004(7.31)</td>
<td>1.2544(6.30)</td>
<td>1.4002(6.77)</td>
<td>1.1875(5.95)</td>
<td>1.3995(6.82)</td>
<td>1.1866(6.00)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>17.3394(30.18)</td>
<td>1.8256(6.69)</td>
<td>1.5113(5.94)</td>
<td>1.7130(6.20)</td>
<td>1.4254(5.56)</td>
<td>1.7124(6.22)</td>
<td>1.4248(5.60)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>73.0011(32.85)</td>
<td>2.5373(5.88)</td>
<td>2.0875(5.42)</td>
<td>2.4022(5.54)</td>
<td>1.9570(5.04)</td>
<td>2.4017(5.56)</td>
<td>1.9564(5.06)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>93.1479(26.67)</td>
<td>3.2475(6.85)</td>
<td>2.6655(6.26)</td>
<td>3.0812(6.45)</td>
<td>2.4830(5.83)</td>
<td>3.0807(6.45)</td>
<td>2.4825(5.83)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1.6169(6.21)</td>
<td>0.7379(4.05)</td>
<td>0.6636(3.19)</td>
<td>0.6859(3.19)</td>
<td>0.6324(2.70)</td>
<td>0.6856(3.23)</td>
<td>0.6320(2.74)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>3.3779(6.24)</td>
<td>1.0280(3.19)</td>
<td>0.8847(2.51)</td>
<td>0.9495(2.79)</td>
<td>0.8410(2.40)</td>
<td>0.9493(2.81)</td>
<td>0.8407(2.43)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>6.4755(8.86)</td>
<td>1.2453(2.95)</td>
<td>1.0496(2.46)</td>
<td>1.1566(2.80)</td>
<td>1.0007(2.46)</td>
<td>1.1564(2.81)</td>
<td>1.0004(2.47)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>26.5926(28.80)</td>
<td>1.7210(3.00)</td>
<td>1.4213(2.67)</td>
<td>1.6184(2.84)</td>
<td>1.3545(2.53)</td>
<td>1.6182(2.85)</td>
<td>1.3544(2.54)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>92.7346(25.02)</td>
<td>2.156(2.68)</td>
<td>1.8023(2.34)</td>
<td>2.0834(2.54)</td>
<td>1.7137(2.22)</td>
<td>2.0832(2.55)</td>
<td>1.7135(2.22)</td>
<td></td>
</tr>
</tbody>
</table>
Table A.3: The Average (standard error in %) of Frobenius norm-based IRSE for Setting 2

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM₂</th>
<th>DCM₁</th>
<th>sDCM₁</th>
<th>τNCM₀</th>
<th>stNCM₀</th>
<th>τNCM₁</th>
<th>stNCM₁</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>11.8865(25.91)</td>
<td>0.5261(1.94)</td>
<td>0.5019(1.99)</td>
<td>0.4534(2.29)</td>
<td>0.4338(2.32)</td>
<td>0.4322(2.47)</td>
<td>0.4117(2.41)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>37.3349(126.67)</td>
<td>0.5494(1.44)</td>
<td>0.5281(1.50)</td>
<td>0.4834(1.48)</td>
<td>0.4642(1.61)</td>
<td>0.4563(1.92)</td>
<td>0.4357(1.87)</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>62.9012(59.70)</td>
<td>0.5609(1.49)</td>
<td>0.5415(1.54)</td>
<td>0.4980(1.61)</td>
<td>0.4797(1.68)</td>
<td>0.4702(1.53)</td>
<td>0.4501(1.52)</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>87.7651(59.14)</td>
<td>0.5902(1.83)</td>
<td>0.5738(1.88)</td>
<td>0.5248(1.07)</td>
<td>0.5077(1.13)</td>
<td>0.4977(1.30)</td>
<td>0.4780(1.31)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>114.8459(50.70)</td>
<td>0.6096(1.71)</td>
<td>0.5942(1.74)</td>
<td>0.5449(0.71)</td>
<td>0.5266(0.76)</td>
<td>0.5193(0.80)</td>
<td>0.5000(0.80)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.1169(21.48)</td>
<td>0.3867(1.86)</td>
<td>0.3719(1.81)</td>
<td>0.3177(1.61)</td>
<td>0.3095(1.64)</td>
<td>0.3078(1.59)</td>
<td>0.2996(1.57)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>16.9859(23.04)</td>
<td>0.3995(1.14)</td>
<td>0.3869(1.15)</td>
<td>0.3277(1.10)</td>
<td>0.3195(1.11)</td>
<td>0.3146(1.15)</td>
<td>0.3063(1.10)</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>35.6152(50.72)</td>
<td>0.4049(1.16)</td>
<td>0.3934(1.15)</td>
<td>0.3336(0.96)</td>
<td>0.3253(0.96)</td>
<td>0.3207(0.94)</td>
<td>0.3087(0.90)</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>90.4787(44.91)</td>
<td>0.4235(1.05)</td>
<td>0.4142(1.05)</td>
<td>0.3447(0.80)</td>
<td>0.3364(0.82)</td>
<td>0.3238(0.84)</td>
<td>0.3153(0.82)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>116.3211(39.69)</td>
<td>0.4442(0.89)</td>
<td>0.4358(0.89)</td>
<td>0.3529(0.71)</td>
<td>0.3446(0.71)</td>
<td>0.3293(0.72)</td>
<td>0.3207(0.71)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.8192(7.88)</td>
<td>0.2620(0.89)</td>
<td>0.2576(0.93)</td>
<td>0.2367(0.94)</td>
<td>0.2341(1.02)</td>
<td>0.2350(0.94)</td>
<td>0.2324(1.01)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>7.2953(8.71)</td>
<td>0.2672(0.49)</td>
<td>0.2632(0.52)</td>
<td>0.2420(0.51)</td>
<td>0.2395(0.56)</td>
<td>0.2403(0.50)</td>
<td>0.2378(0.55)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>13.8324(9.62)</td>
<td>0.2708(0.44)</td>
<td>0.2675(0.45)</td>
<td>0.2453(0.35)</td>
<td>0.2430(0.38)</td>
<td>0.2437(0.35)</td>
<td>0.2414(0.37)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.4015(80.99)</td>
<td>0.2825(0.30)</td>
<td>0.2803(0.30)</td>
<td>0.2478(0.24)</td>
<td>0.2457(0.25)</td>
<td>0.2462(0.23)</td>
<td>0.2441(0.24)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>117.4588(26.18)</td>
<td>0.2974(0.23)</td>
<td>0.2960(0.24)</td>
<td>0.2488(0.17)</td>
<td>0.2469(0.18)</td>
<td>0.2471(0.17)</td>
<td>0.2452(0.18)</td>
</tr>
</tbody>
</table>
Table A.4: The Average (standard error in %) of Frobenius Norm-based IRSE for Setting 2 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM₂</th>
<th>DCM₁</th>
<th>sDCM₁</th>
<th>tNCM₀</th>
<th>stNCM₀</th>
<th>tNCM₁</th>
<th>stNCM₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.3</td>
<td>11.9070(26.32)</td>
<td>0.5488(2.29)</td>
<td>0.5224(2.30)</td>
<td>0.4846(3.00)</td>
<td>0.4628(2.80)</td>
<td>0.4660(3.27)</td>
<td>0.4431(2.97)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>37.5512(133.29)</td>
<td>0.5643(1.64)</td>
<td>0.5426(1.63)</td>
<td>0.5049(1.65)</td>
<td>0.4850(1.71)</td>
<td>0.4871(1.92)</td>
<td>0.4653(1.88)</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>62.9160(54.14)</td>
<td>0.5831(1.59)</td>
<td>0.5631(1.60)</td>
<td>0.5190(1.36)</td>
<td>0.4999(1.45)</td>
<td>0.5029(1.47)</td>
<td>0.4815(1.45)</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>87.6334(53.64)</td>
<td>0.6114(1.87)</td>
<td>0.5943(1.91)</td>
<td>0.5456(0.83)</td>
<td>0.5280(0.93)</td>
<td>0.5333(1.03)</td>
<td>0.5128(1.06)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>114.8919(59.94)</td>
<td>0.6266(2.22)</td>
<td>0.6105(2.23)</td>
<td>0.5603(0.71)</td>
<td>0.5433(0.74)</td>
<td>0.5542(0.79)</td>
<td>0.5339(0.79)</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>6.2194(21.03)</td>
<td>0.4067(1.68)</td>
<td>0.3894(1.61)</td>
<td>0.3343(1.71)</td>
<td>0.3243(1.63)</td>
<td>0.3256(1.83)</td>
<td>0.3154(1.67)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>16.9228(21.61)</td>
<td>0.4186(1.61)</td>
<td>0.4044(1.58)</td>
<td>0.3465(1.61)</td>
<td>0.3364(1.55)</td>
<td>0.3342(1.67)</td>
<td>0.3238(1.58)</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>35.6480(52.16)</td>
<td>0.4275(1.14)</td>
<td>0.4144(1.12)</td>
<td>0.3534(0.93)</td>
<td>0.3434(0.89)</td>
<td>0.3374(1.05)</td>
<td>0.3271(0.98)</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>90.4008(44.07)</td>
<td>0.4491(1.17)</td>
<td>0.4381(1.19)</td>
<td>0.3677(0.80)</td>
<td>0.3575(0.79)</td>
<td>0.3522(0.94)</td>
<td>0.3414(0.89)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>116.3462(37.37)</td>
<td>0.4703(1.21)</td>
<td>0.4605(1.22)</td>
<td>0.3787(0.78)</td>
<td>0.3688(0.78)</td>
<td>0.3608(0.88)</td>
<td>0.3501(0.85)</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>2.8119(8.47)</td>
<td>0.2714(0.83)</td>
<td>0.2658(0.86)</td>
<td>0.2456(0.77)</td>
<td>0.2423(0.81)</td>
<td>0.2440(0.76)</td>
<td>0.2407(0.79)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>7.3496(7.72)</td>
<td>0.2751(0.65)</td>
<td>0.2706(0.65)</td>
<td>0.2495(0.53)</td>
<td>0.2467(0.54)</td>
<td>0.2479(0.52)</td>
<td>0.2450(0.53)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>13.7107(9.75)</td>
<td>0.2798(0.53)</td>
<td>0.2759(0.52)</td>
<td>0.2519(0.40)</td>
<td>0.2492(0.40)</td>
<td>0.2502(0.40)</td>
<td>0.2475(0.39)</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>84.6477(54.83)</td>
<td>0.2909(0.37)</td>
<td>0.2883(0.37)</td>
<td>0.2536(0.29)</td>
<td>0.2514(0.29)</td>
<td>0.2517(0.27)</td>
<td>0.2495(0.27)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>117.4813(26.74)</td>
<td>0.3046(0.29)</td>
<td>0.3028(0.28)</td>
<td>0.2539(0.22)</td>
<td>0.2517(0.22)</td>
<td>0.2519(0.22)</td>
<td>0.2498(0.22)</td>
</tr>
</tbody>
</table>
Table A.5: The Average (standard error in %) of Frobenius Norm-based IRSE for Setting 2 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM₂</th>
<th>DCM₁</th>
<th>sDCM₁</th>
<th>tNCM₀</th>
<th>stNCM₀</th>
<th>tNCM₁</th>
<th>stNCM₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>11.8065(29.64)</td>
<td>1.3110(10.46)</td>
<td>1.0854(8.86)</td>
<td>1.2273(9.32)</td>
<td>1.0305(8.07)</td>
<td>1.2246(9.41)</td>
<td>1.0271(8.17)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>37.5451(152.25)</td>
<td>1.7824(11.25)</td>
<td>1.4565(10.03)</td>
<td>1.6758(10.54)</td>
<td>1.3707(9.42)</td>
<td>1.6737(10.59)</td>
<td>1.3680(9.48)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>62.8919(56.96)</td>
<td>2.1060(11.16)</td>
<td>1.7605(10.14)</td>
<td>2.0378(10.50)</td>
<td>1.6487(9.43)</td>
<td>2.0361(10.54)</td>
<td>1.6465(9.47)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>87.5892(52.03)</td>
<td>3.0189(9.12)</td>
<td>2.4601(8.38)</td>
<td>2.8635(8.70)</td>
<td>2.2906(7.94)</td>
<td>2.8622(8.71)</td>
<td>2.2889(7.95)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>114.9517(56.58)</td>
<td>3.8808(9.67)</td>
<td>3.1538(9.00)</td>
<td>3.6842(9.39)</td>
<td>2.9324(8.65)</td>
<td>3.6832(9.40)</td>
<td>2.9308(8.66)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>ρ = 0.8</th>
<th>p</th>
<th>DCM₂</th>
<th>DCM₁</th>
<th>sDCM₁</th>
<th>tNCM₀</th>
<th>stNCM₀</th>
<th>tNCM₁</th>
<th>stNCM₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>6.0032(26.41)</td>
<td>1.0720(5.62)</td>
<td>0.8902(4.94)</td>
<td>0.9904(5.28)</td>
<td>0.8423(4.79)</td>
<td>0.9891(5.33)</td>
<td>0.8407(4.84)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>16.6911(29.23)</td>
<td>1.4519(5.47)</td>
<td>1.1827(4.82)</td>
<td>1.3521(5.27)</td>
<td>1.1169(4.70)</td>
<td>1.3510(5.30)</td>
<td>1.1155(4.73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>36.6918(64.70)</td>
<td>1.7727(5.91)</td>
<td>1.4389(5.35)</td>
<td>1.6604(5.57)</td>
<td>1.3564(5.07)</td>
<td>1.6595(5.58)</td>
<td>1.3553(5.09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>90.4006(45.64)</td>
<td>2.4649(4.91)</td>
<td>2.0040(4.49)</td>
<td>2.3305(4.62)</td>
<td>1.8768(4.21)</td>
<td>2.3298(4.63)</td>
<td>1.8759(4.23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>116.2670(38.76)</td>
<td>3.1504(5.99)</td>
<td>2.5646(5.54)</td>
<td>2.9914(5.71)</td>
<td>2.3935(5.23)</td>
<td>2.9907(5.71)</td>
<td>2.3927(5.25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>147</td>
<td>2.7977(10.20)</td>
<td>0.7284(3.24)</td>
<td>0.6240(2.50)</td>
<td>0.6723(2.67)</td>
<td>0.5950(2.35)</td>
<td>0.6717(2.71)</td>
<td>0.5943(2.39)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>7.1270(11.76)</td>
<td>1.0120(2.68)</td>
<td>0.8334(2.24)</td>
<td>0.9328(2.50)</td>
<td>0.7952(2.27)</td>
<td>0.9323(2.52)</td>
<td>0.7946(2.29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>13.3994(13.79)</td>
<td>1.2240(2.46)</td>
<td>0.9963(2.17)</td>
<td>1.1367(2.35)</td>
<td>0.9520(2.15)</td>
<td>1.1363(2.36)</td>
<td>0.9515(2.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>82.8582(86.72)</td>
<td>1.6915(2.56)</td>
<td>1.3677(2.31)</td>
<td>1.5929(2.42)</td>
<td>1.3054(2.20)</td>
<td>1.5926(2.42)</td>
<td>1.3050(2.21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>117.4724(26.92)</td>
<td>2.1614(2.18)</td>
<td>1.7491(1.93)</td>
<td>2.0525(2.09)</td>
<td>1.6643(1.85)</td>
<td>2.0522(2.09)</td>
<td>1.6638(1.85)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n)</td>
<td>(p)</td>
<td>DCM(_2)</td>
<td>DCM(_1)</td>
<td>sDCM(_1)</td>
<td>t(\text{NCM}_0)</td>
<td>st(\text{NCM}_0)</td>
<td>t(\text{NCM}_1)</td>
<td>st(\text{NCM}_1)</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>7.2002(40.09)</td>
<td>3.5156(16.37)</td>
<td>3.4092(13.85)</td>
<td>3.0263(13.51)</td>
<td>2.9973(14.18)</td>
<td>2.9914(22.51)</td>
<td>2.9435(22.49)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>16.4443(45.65)</td>
<td>3.8041(7.26)</td>
<td>3.7854(6.61)</td>
<td>3.2530(5.51)</td>
<td>3.2200(5.89)</td>
<td>3.1908(5.74)</td>
<td>3.1422(6.01)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>50</td>
<td>50.7710(57.89)</td>
<td>3.9366(6.49)</td>
<td>3.9182(6.12)</td>
<td>3.3912(4.14)</td>
<td>3.3586(4.32)</td>
<td>3.3442(4.00)</td>
<td>3.2950(4.11)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>78.2423(68.10)</td>
<td>4.1044(6.24)</td>
<td>4.0766(5.86)</td>
<td>3.5757(2.97)</td>
<td>3.5416(2.92)</td>
<td>3.5215(2.89)</td>
<td>3.4716(2.90)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>102.9735(69.49)</td>
<td>4.2842(7.93)</td>
<td>4.2468(7.81)</td>
<td>3.7076(2.20)</td>
<td>3.6691(2.18)</td>
<td>3.6139(2.20)</td>
<td>3.5627(2.25)</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>4.7672(22.41)</td>
<td>2.7869(12.92)</td>
<td>2.7160(10.91)</td>
<td>2.3683(9.90)</td>
<td>2.3456(10.21)</td>
<td>2.2827(8.97)</td>
<td>2.2546(9.12)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>10.3670(27.26)</td>
<td>2.9617(9.63)</td>
<td>2.9178(8.62)</td>
<td>2.5836(5.53)</td>
<td>2.5661(5.74)</td>
<td>2.4739(4.69)</td>
<td>2.4487(4.81)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>16.7314(25.15)</td>
<td>3.5027(5.79)</td>
<td>3.4986(5.75)</td>
<td>2.7180(4.50)</td>
<td>2.6976(4.64)</td>
<td>2.5932(3.50)</td>
<td>2.5661(3.65)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>71.1626(46.56)</td>
<td>3.7042(3.68)</td>
<td>3.6938(3.57)</td>
<td>2.9883(2.97)</td>
<td>2.9567(3.05)</td>
<td>2.8087(2.45)</td>
<td>2.7782(2.52)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>85.0637(43.23)</td>
<td>3.9768(4.48)</td>
<td>3.9578(4.40)</td>
<td>3.1697(2.12)</td>
<td>3.1307(2.17)</td>
<td>2.9480(1.79)</td>
<td>2.9156(1.82)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>3.0828(9.90)</td>
<td>2.0581(6.36)</td>
<td>2.0208(5.87)</td>
<td>1.6115(6.19)</td>
<td>1.6079(6.34)</td>
<td>1.5504(5.23)</td>
<td>1.5457(5.35)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>5.4027(12.83)</td>
<td>2.1808(5.77)</td>
<td>2.1587(5.34)</td>
<td>1.8712(4.35)</td>
<td>1.8677(4.43)</td>
<td>1.7403(3.81)</td>
<td>1.7349(3.85)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>7.9711(9.29)</td>
<td>2.2271(4.73)</td>
<td>2.2119(4.47)</td>
<td>2.0339(3.33)</td>
<td>2.0311(3.41)</td>
<td>1.8751(2.92)</td>
<td>1.8697(3.00)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td></td>
<td>20.0680(14.89)</td>
<td>2.3369(3.75)</td>
<td>2.3315(3.60)</td>
<td>2.3138(2.21)</td>
<td>2.3083(2.26)</td>
<td>2.1054(1.95)</td>
<td>2.0984(1.99)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>90.3515(26.78)</td>
<td>3.2536(1.29)</td>
<td>3.2554(1.31)</td>
<td>2.5211(1.75)</td>
<td>2.5125(1.79)</td>
<td>2.2781(1.59)</td>
<td>2.2692(1.63)</td>
<td></td>
</tr>
<tr>
<td>( n )</td>
<td>( p )</td>
<td>( \text{DCM}_2 )</td>
<td>( \text{DCM}_1 )</td>
<td>( s\text{DCM}_1 )</td>
<td>( t\text{NCM}_0 )</td>
<td>( s\text{NCM}_0 )</td>
<td>( t\text{NCM}_1 )</td>
<td>( s\text{NCM}_1 )</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>7.9703(43.26)</td>
<td>3.5611(18.76)</td>
<td>3.4437(15.56)</td>
<td>3.0472(11.33)</td>
<td>3.0116(11.88)</td>
<td>2.9809(7.19)</td>
<td>2.9300(7.52)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>18.1734(47.03)</td>
<td>3.8359(8.43)</td>
<td>3.8136(7.77)</td>
<td>3.2654(5.16)</td>
<td>3.2310(5.51)</td>
<td>3.2208(5.52)</td>
<td>3.1713(5.72)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>56.4342(68.37)</td>
<td>3.9699(7.78)</td>
<td>3.9492(7.23)</td>
<td>3.4091(4.33)</td>
<td>3.3762(4.61)</td>
<td>3.3814(4.58)</td>
<td>3.3317(4.71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>80.4879(72.18)</td>
<td>4.1319(7.47)</td>
<td>4.1037(7.09)</td>
<td>3.5784(2.85)</td>
<td>3.5443(2.84)</td>
<td>3.5553(2.67)</td>
<td>3.5046(2.65)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>102.5341(77.28)</td>
<td>4.2849(9.87)</td>
<td>4.2484(9.76)</td>
<td>3.6996(2.33)</td>
<td>3.6641(2.28)</td>
<td>3.6535(2.15)</td>
<td>3.6020(2.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>4.7921(20.95)</td>
<td>2.8340(11.46)</td>
<td>2.7577(9.68)</td>
<td>2.3977(8.45)</td>
<td>2.3708(8.79)</td>
<td>2.3188(7.62)</td>
<td>2.2867(7.87)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>9.8312(23.52)</td>
<td>3.0478(9.96)</td>
<td>2.9959(9.15)</td>
<td>2.6016(5.75)</td>
<td>2.5786(5.94)</td>
<td>2.5043(4.64)</td>
<td>2.4745(4.75)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>16.2014(23.87)</td>
<td>3.5476(6.40)</td>
<td>3.5398(6.53)</td>
<td>2.7332(4.92)</td>
<td>2.7097(5.05)</td>
<td>2.6156(4.42)</td>
<td>2.5863(4.50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>73.1892(46.65)</td>
<td>3.7509(4.18)</td>
<td>3.7385(4.09)</td>
<td>2.9873(3.07)</td>
<td>2.9555(3.13)</td>
<td>2.8271(2.67)</td>
<td>2.7953(2.69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>93.0226(41.03)</td>
<td>3.9992(4.87)</td>
<td>3.9801(4.80)</td>
<td>3.1546(2.72)</td>
<td>3.1171(2.80)</td>
<td>2.9657(1.91)</td>
<td>2.9327(1.99)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>2.9875(12.13)</td>
<td>2.0968(8.05)</td>
<td>2.0573(7.09)</td>
<td>1.6410(5.65)</td>
<td>1.6351(5.76)</td>
<td>1.5813(4.96)</td>
<td>1.5746(4.95)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>5.3832(15.91)</td>
<td>2.2157(6.10)</td>
<td>2.1910(5.51)</td>
<td>1.8861(4.43)</td>
<td>1.8810(4.58)</td>
<td>1.7637(3.79)</td>
<td>1.7569(3.88)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>7.9702(7.86)</td>
<td>2.2675(4.99)</td>
<td>2.2508(4.73)</td>
<td>2.0482(3.52)</td>
<td>2.0437(3.60)</td>
<td>1.8954(3.01)</td>
<td>1.8884(3.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>18.9870(14.29)</td>
<td>2.3773(4.36)</td>
<td>2.3707(4.23)</td>
<td>2.3161(2.38)</td>
<td>2.3101(2.43)</td>
<td>2.1223(2.05)</td>
<td>2.1148(2.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>91.6005(30.58)</td>
<td>3.2760(1.79)</td>
<td>3.2772(1.81)</td>
<td>2.5101(1.64)</td>
<td>2.5011(1.67)</td>
<td>2.2881(1.49)</td>
<td>2.2790(1.53)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A.8: The Average (standard error in %) of Frobenius Norm-based IRSE for Setting 3 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM2</th>
<th>DCM1</th>
<th>sDCM1</th>
<th>tNCM0</th>
<th>stNCM0</th>
<th>tNCM1</th>
<th>stNCM1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ρ = 0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>8.2587(57.99)</td>
<td>4.6369(50.98)</td>
<td>4.1911(35.72)</td>
<td>4.1809(30.17)</td>
<td>3.7168(17.94)</td>
<td>4.1655(30.88)</td>
<td>3.6989(18.77)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>18.1379(49.44)</td>
<td>5.9809(40.96)</td>
<td>5.1925(28.01)</td>
<td>5.2965(31.18)</td>
<td>4.4277(18.98)</td>
<td>5.2827(31.04)</td>
<td>4.4106(19.12)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>50.7099(628.67)</td>
<td>7.1100(50.62)</td>
<td>5.9898(37.28)</td>
<td>6.2984(34.98)</td>
<td>5.0698(22.49)</td>
<td>6.2891(35.05)</td>
<td>5.0575(22.87)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>78.9593(66.06)</td>
<td>9.3633(36.83)</td>
<td>7.4882(28.51)</td>
<td>8.4308(34.41)</td>
<td>6.4292(23.22)</td>
<td>8.4141(34.33)</td>
<td>6.4097(23.30)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>101.1399(67.26)</td>
<td>11.5664(33.17)</td>
<td>9.0710(28.03)</td>
<td>10.5839(29.16)</td>
<td>7.8342(22.32)</td>
<td>10.5646(29.39)</td>
<td>7.8125(22.67)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>5.5375(37.75)</td>
<td>3.8373(39.96)</td>
<td>3.5554(28.96)</td>
<td>3.5263(20.55)</td>
<td>3.1336(13.01)</td>
<td>3.4737(22.94)</td>
<td>3.0878(15.32)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>10.3672(25.50)</td>
<td>4.8094(44.44)</td>
<td>4.4571(31.96)</td>
<td>4.5007(17.61)</td>
<td>3.7962(10.82)</td>
<td>4.4291(19.16)</td>
<td>3.7320(12.44)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>16.4920(28.07)</td>
<td>6.2207(44.57)</td>
<td>5.3995(32.21)</td>
<td>5.3075(15.38)</td>
<td>4.3213(9.67)</td>
<td>5.2388(16.68)</td>
<td>4.2620(11.03)</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>70.7900(46.41)</td>
<td>8.2310(20.65)</td>
<td>6.6645(16.62)</td>
<td>7.0400(15.83)</td>
<td>5.4331(11.33)</td>
<td>6.9690(16.48)</td>
<td>5.3750(12.09)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>91.2056(37.82)</td>
<td>10.1027(20.81)</td>
<td>7.9993(16.90)</td>
<td>8.8042(17.84)</td>
<td>6.5836(13.20)</td>
<td>8.7358(18.29)</td>
<td>6.5305(13.80)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>3.4523(21.60)</td>
<td>2.6533(20.05)</td>
<td>2.5270(18.69)</td>
<td>2.4554(14.28)</td>
<td>2.3046(10.97)</td>
<td>2.4273(15.32)</td>
<td>2.2800(11.91)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>6.0072(16.10)</td>
<td>2.9998(20.64)</td>
<td>2.9297(18.78)</td>
<td>3.2643(9.77)</td>
<td>2.9233(5.64)</td>
<td>3.2120(10.94)</td>
<td>2.8790(6.81)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>8.2472(11.43)</td>
<td>3.3002(18.75)</td>
<td>3.2351(17.25)</td>
<td>3.8406(7.02)</td>
<td>3.3285(4.37)</td>
<td>3.7832(7.80)</td>
<td>3.2831(5.12)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>19.1704(15.33)</td>
<td>4.2317(36.24)</td>
<td>4.1544(32.15)</td>
<td>5.0320(7.66)</td>
<td>4.1276(5.25)</td>
<td>4.9842(8.50)</td>
<td>4.0989(6.17)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>40.0499(33.96)</td>
<td>7.2277(8.40)</td>
<td>5.9138(6.42)</td>
<td>6.2086(7.10)</td>
<td>4.9125(4.87)</td>
<td>6.1813(7.80)</td>
<td>4.9114(5.65)</td>
<td></td>
</tr>
</tbody>
</table>
**Table A.9: The Average SEN, SPE and ACC for Setting 1**

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$\rho = 0$</th>
<th>$\rho = 0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\text{SEN}$</td>
<td>$\text{SPE}$</td>
</tr>
<tr>
<td>50</td>
<td>0.7093</td>
<td>0.9931</td>
<td>0.9654</td>
</tr>
<tr>
<td>100</td>
<td>0.6660</td>
<td>0.9976</td>
<td>0.9812</td>
</tr>
<tr>
<td>150</td>
<td>0.6410</td>
<td>0.9987</td>
<td>0.9869</td>
</tr>
<tr>
<td>300</td>
<td>0.5782</td>
<td>0.9996</td>
<td>0.9926</td>
</tr>
<tr>
<td>500</td>
<td>0.5152</td>
<td>0.9998</td>
<td>0.9950</td>
</tr>
<tr>
<td>200</td>
<td>0.9074</td>
<td>0.9949</td>
<td>0.9863</td>
</tr>
<tr>
<td>100</td>
<td>0.8924</td>
<td>0.9980</td>
<td>0.9928</td>
</tr>
<tr>
<td>300</td>
<td>0.8936</td>
<td>0.9989</td>
<td>0.9954</td>
</tr>
<tr>
<td>500</td>
<td>0.8818</td>
<td>0.9998</td>
<td>0.9986</td>
</tr>
<tr>
<td>100</td>
<td>0.9838</td>
<td>0.9981</td>
<td>0.9967</td>
</tr>
<tr>
<td>500</td>
<td>0.9847</td>
<td>0.9993</td>
<td>0.9986</td>
</tr>
<tr>
<td>150</td>
<td>0.9857</td>
<td>0.9992</td>
<td>0.9991</td>
</tr>
<tr>
<td>300</td>
<td>0.9293</td>
<td>0.9993</td>
<td>0.9915</td>
</tr>
<tr>
<td>500</td>
<td>0.4623</td>
<td>0.9997</td>
<td>0.9944</td>
</tr>
</tbody>
</table>

**Table A.10: The Average SEN, SPE and ACC for Setting 1 (continued)**

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$\rho = 0$</th>
<th>$\rho = 0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.7088</td>
<td>0.9880</td>
<td>0.9607</td>
</tr>
<tr>
<td>100</td>
<td>0.6442</td>
<td>0.9963</td>
<td>0.9789</td>
</tr>
<tr>
<td>150</td>
<td>0.6057</td>
<td>0.9980</td>
<td>0.9850</td>
</tr>
<tr>
<td>300</td>
<td>0.5293</td>
<td>0.9993</td>
<td>0.9915</td>
</tr>
<tr>
<td>500</td>
<td>0.4623</td>
<td>0.9997</td>
<td>0.9944</td>
</tr>
<tr>
<td>100</td>
<td>0.9838</td>
<td>0.9981</td>
<td>0.9967</td>
</tr>
<tr>
<td>500</td>
<td>0.9847</td>
<td>0.9993</td>
<td>0.9986</td>
</tr>
<tr>
<td>150</td>
<td>0.9858</td>
<td>0.9997</td>
<td>0.9992</td>
</tr>
<tr>
<td>300</td>
<td>0.9895</td>
<td>0.9999</td>
<td>0.9997</td>
</tr>
<tr>
<td>500</td>
<td>0.9914</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Table A.11: The Average SEN, SPE and ACC for Setting 1 (continued)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$\rho = 0.8$</th>
<th>$\rho = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DCM$_1$ and sDCM$_1$</td>
<td>tNCM$_1$ and stNCM$_1$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SEN</td>
<td>SPE</td>
</tr>
<tr>
<td>50</td>
<td>0.9835</td>
<td>0.1074</td>
<td>0.1929</td>
</tr>
<tr>
<td>100</td>
<td>0.9930</td>
<td>0.0517</td>
<td>0.0982</td>
</tr>
<tr>
<td>150</td>
<td>0.9957</td>
<td>0.0341</td>
<td>0.0659</td>
</tr>
<tr>
<td>300</td>
<td>0.9972</td>
<td>0.0213</td>
<td>0.0375</td>
</tr>
<tr>
<td>500</td>
<td>0.9982</td>
<td>0.0147</td>
<td>0.0245</td>
</tr>
<tr>
<td>50</td>
<td>0.9935</td>
<td>0.1367</td>
<td>0.2203</td>
</tr>
<tr>
<td>100</td>
<td>0.9976</td>
<td>0.0651</td>
<td>0.1112</td>
</tr>
<tr>
<td>200</td>
<td>0.9986</td>
<td>0.0435</td>
<td>0.0751</td>
</tr>
<tr>
<td>300</td>
<td>0.9993</td>
<td>0.0224</td>
<td>0.0386</td>
</tr>
<tr>
<td>500</td>
<td>0.9996</td>
<td>0.0153</td>
<td>0.0251</td>
</tr>
<tr>
<td>50</td>
<td>0.9971</td>
<td>0.2226</td>
<td>0.2982</td>
</tr>
<tr>
<td>100</td>
<td>0.9997</td>
<td>0.1050</td>
<td>0.1492</td>
</tr>
<tr>
<td>500</td>
<td>0.9999</td>
<td>0.0626</td>
<td>0.0936</td>
</tr>
<tr>
<td>50</td>
<td>0.0425</td>
<td>0/0</td>
<td>0.0425</td>
</tr>
<tr>
<td>100</td>
<td>0.0189</td>
<td>0/0</td>
<td>0.0189</td>
</tr>
<tr>
<td>150</td>
<td>0.0120</td>
<td>0/0</td>
<td>0.0120</td>
</tr>
<tr>
<td>300</td>
<td>0.0054</td>
<td>0/0</td>
<td>0.0054</td>
</tr>
<tr>
<td>500</td>
<td>0.0029</td>
<td>0/0</td>
<td>0.0029</td>
</tr>
<tr>
<td>50</td>
<td>0.0580</td>
<td>0/0</td>
<td>0.0580</td>
</tr>
<tr>
<td>100</td>
<td>0.0280</td>
<td>0/0</td>
<td>0.0280</td>
</tr>
<tr>
<td>200</td>
<td>0.0186</td>
<td>0/0</td>
<td>0.0186</td>
</tr>
<tr>
<td>300</td>
<td>0.0090</td>
<td>0/0</td>
<td>0.0090</td>
</tr>
<tr>
<td>500</td>
<td>0.0053</td>
<td>0/0</td>
<td>0.0053</td>
</tr>
<tr>
<td>50</td>
<td>0.0659</td>
<td>0/0</td>
<td>0.0659</td>
</tr>
<tr>
<td>100</td>
<td>0.0320</td>
<td>0/0</td>
<td>0.0320</td>
</tr>
<tr>
<td>500</td>
<td>0.0212</td>
<td>0/0</td>
<td>0.0212</td>
</tr>
<tr>
<td>300</td>
<td>0.0104</td>
<td>0/0</td>
<td>0.0104</td>
</tr>
<tr>
<td>500</td>
<td>0.0062</td>
<td>0/0</td>
<td>0.0062</td>
</tr>
</tbody>
</table>

Table A.12: The Average SEN, SPE and ACC for Setting 2
<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$\rho = 0.3$</th>
<th>$\rho = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\text{DCM}_1$ and $s\text{DCM}_1$</td>
<td>$\text{tNCM}_1$ and $s\text{tNCM}_1$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{SEN}$</td>
<td>$\text{SPE}$</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.0149</td>
<td>0/0</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.0189</td>
<td>0/0</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>0.0117</td>
<td>0/0</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>0.0051</td>
<td>0/0</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>0.0028</td>
<td>0/0</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.0604</td>
<td>0/0</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.0285</td>
<td>0/0</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>0.0186</td>
<td>0/0</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>0.0091</td>
<td>0/0</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>0.0052</td>
<td>0/0</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.0665</td>
<td>0/0</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.0324</td>
<td>0/0</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>0.0214</td>
<td>0/0</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.0105</td>
<td>0/0</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.0062</td>
<td>0/0</td>
</tr>
</tbody>
</table>
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Table A.15: The Average SEN, SPE and ACC for Setting 3

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM1 and sDCM1</th>
<th>tNCM1 and stNCM1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SEN</td>
<td>SPE</td>
</tr>
<tr>
<td>50</td>
<td>0.2947</td>
<td>0.9914</td>
<td>0.8716</td>
</tr>
<tr>
<td>100</td>
<td>0.3245</td>
<td>0.9979</td>
<td>0.9387</td>
</tr>
<tr>
<td>150</td>
<td>0.2858</td>
<td>0.9992</td>
<td>0.9571</td>
</tr>
<tr>
<td>300</td>
<td>0.2360</td>
<td>0.9998</td>
<td>0.9771</td>
</tr>
<tr>
<td>500</td>
<td>0.2160</td>
<td>0.9999</td>
<td>0.9859</td>
</tr>
<tr>
<td>50</td>
<td>0.3642</td>
<td>0.9939</td>
<td>0.8856</td>
</tr>
<tr>
<td>100</td>
<td>0.3403</td>
<td>0.9983</td>
<td>0.9404</td>
</tr>
<tr>
<td>150</td>
<td>0.4732</td>
<td>0.9985</td>
<td>0.9675</td>
</tr>
<tr>
<td>300</td>
<td>0.4757</td>
<td>0.9994</td>
<td>0.9838</td>
</tr>
<tr>
<td>500</td>
<td>0.4760</td>
<td>0.9997</td>
<td>0.9903</td>
</tr>
<tr>
<td>50</td>
<td>0.4915</td>
<td>0.9931</td>
<td>0.9068</td>
</tr>
<tr>
<td>100</td>
<td>0.4512</td>
<td>0.9979</td>
<td>0.9497</td>
</tr>
<tr>
<td>150</td>
<td>0.4422</td>
<td>0.9989</td>
<td>0.9660</td>
</tr>
<tr>
<td>300</td>
<td>0.4776</td>
<td>0.9995</td>
<td>0.9840</td>
</tr>
<tr>
<td>500</td>
<td>0.6483</td>
<td>0.9998</td>
<td>0.9935</td>
</tr>
</tbody>
</table>

Table A.16: The Average SEN, SPE and ACC for Setting 3 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM1 and sDCM1</th>
<th>tNCM1 and stNCM1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SEN</td>
<td>SPE</td>
</tr>
<tr>
<td>50</td>
<td>0.2909</td>
<td>0.9912</td>
<td>0.8707</td>
</tr>
<tr>
<td>100</td>
<td>0.3110</td>
<td>0.9978</td>
<td>0.9373</td>
</tr>
<tr>
<td>150</td>
<td>0.2727</td>
<td>0.9990</td>
<td>0.9561</td>
</tr>
<tr>
<td>300</td>
<td>0.2233</td>
<td>0.9998</td>
<td>0.9767</td>
</tr>
<tr>
<td>500</td>
<td>0.2020</td>
<td>0.9999</td>
<td>0.9856</td>
</tr>
<tr>
<td>50</td>
<td>0.3622</td>
<td>0.9932</td>
<td>0.8847</td>
</tr>
<tr>
<td>100</td>
<td>0.3410</td>
<td>0.9978</td>
<td>0.9400</td>
</tr>
<tr>
<td>150</td>
<td>0.4648</td>
<td>0.9982</td>
<td>0.9666</td>
</tr>
<tr>
<td>300</td>
<td>0.4588</td>
<td>0.9992</td>
<td>0.9831</td>
</tr>
<tr>
<td>500</td>
<td>0.4598</td>
<td>0.9996</td>
<td>0.9899</td>
</tr>
<tr>
<td>50</td>
<td>0.4872</td>
<td>0.9923</td>
<td>0.9054</td>
</tr>
<tr>
<td>100</td>
<td>0.4477</td>
<td>0.9977</td>
<td>0.9493</td>
</tr>
<tr>
<td>150</td>
<td>0.4418</td>
<td>0.9986</td>
<td>0.9657</td>
</tr>
<tr>
<td>300</td>
<td>0.4731</td>
<td>0.9994</td>
<td>0.9838</td>
</tr>
<tr>
<td>500</td>
<td>0.6402</td>
<td>0.9996</td>
<td>0.9932</td>
</tr>
</tbody>
</table>
Table A.17: The Average SEN, SPE and ACC for Setting 3 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>( \rho = 0.8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DCM₁ and ( s )DCM₁</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SEN</td>
</tr>
<tr>
<td>50</td>
<td>0.4976</td>
<td>0.7072</td>
</tr>
<tr>
<td>100</td>
<td>0.8604</td>
<td>0.2424</td>
</tr>
<tr>
<td>150</td>
<td>0.8883</td>
<td>0.1771</td>
</tr>
<tr>
<td>300</td>
<td>0.9804</td>
<td>0.0520</td>
</tr>
<tr>
<td>500</td>
<td>0.9903</td>
<td>0.0286</td>
</tr>
<tr>
<td>50</td>
<td>0.4877</td>
<td>0.8299</td>
</tr>
<tr>
<td>100</td>
<td>0.4795</td>
<td>0.8178</td>
</tr>
<tr>
<td>150</td>
<td>0.7759</td>
<td>0.3762</td>
</tr>
<tr>
<td>300</td>
<td>0.9857</td>
<td>0.0503</td>
</tr>
<tr>
<td>500</td>
<td>0.9919</td>
<td>0.0306</td>
</tr>
<tr>
<td>50</td>
<td>0.5392</td>
<td>0.9389</td>
</tr>
<tr>
<td>100</td>
<td>0.4640</td>
<td>0.9823</td>
</tr>
<tr>
<td>500</td>
<td>0.4564</td>
<td>0.9862</td>
</tr>
<tr>
<td>300</td>
<td>0.4930</td>
<td>0.9796</td>
</tr>
<tr>
<td>500</td>
<td>0.9917</td>
<td>0.0470</td>
</tr>
</tbody>
</table>
Table A.18: The Average (standard error in %) of Spectral Norm-based IRSE for Setting 1

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM₂</th>
<th>DCM₁</th>
<th>sDCM₁</th>
<th>tNCM₀</th>
<th>stNCM₀</th>
<th>tNCM₁</th>
<th>stNCM₁</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ρ = 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>33.3518(182.27)</td>
<td>1.4542(11.85)</td>
<td>1.3952(11.36)</td>
<td>1.1688(12.54)</td>
<td>1.1610(12.47)</td>
<td>1.1400(11.85)</td>
<td>1.1259(11.90)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>159.8834(472.42)</td>
<td>1.6117(9.73)</td>
<td>1.5489(9.18)</td>
<td>1.3504(10.60)</td>
<td>1.3283(10.45)</td>
<td>1.3028(9.14)</td>
<td>1.2761(9.08)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>603.8583(928.01)</td>
<td>1.6948(8.61)</td>
<td>1.6302(7.95)</td>
<td>1.4346(10.17)</td>
<td>1.4117(9.78)</td>
<td>1.3705(8.63)</td>
<td>1.3428(8.06)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>1348.6526(837.11)</td>
<td>1.8412(7.45)</td>
<td>1.7733(6.43)</td>
<td>1.5710(7.62)</td>
<td>1.5451(7.15)</td>
<td>1.5011(6.76)</td>
<td>1.4690(6.35)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>2296.6220(876.96)</td>
<td>1.9485(7.21)</td>
<td>1.8729(6.16)</td>
<td>1.6820(5.85)</td>
<td>1.6485(5.45)</td>
<td>1.5972(5.78)</td>
<td>1.5595(5.46)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>17.3622(65.65)</td>
<td>1.0140(11.41)</td>
<td>0.9936(11.43)</td>
<td>0.7835(9.76)</td>
<td>0.7828(10.04)</td>
<td>0.7765(9.37)</td>
<td>0.7729(9.62)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>85.5035(160.45)</td>
<td>1.1463(10.27)</td>
<td>1.1271(9.83)</td>
<td>0.8784(7.53)</td>
<td>0.8775(7.46)</td>
<td>0.8697(7.20)</td>
<td>0.8659(7.17)</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>225.5423(371.28)</td>
<td>1.1957(9.38)</td>
<td>1.1746(9.06)</td>
<td>0.9221(6.45)</td>
<td>0.9187(6.45)</td>
<td>0.9125(6.35)</td>
<td>0.9067(6.38)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>1223.9888(555.04)</td>
<td>1.3408(8.24)</td>
<td>1.3171(8.05)</td>
<td>1.0183(6.92)</td>
<td>1.0124(6.69)</td>
<td>1.0036(6.45)</td>
<td>0.9953(6.22)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>1892.3089(569.99)</td>
<td>1.4421(7.56)</td>
<td>1.4142(7.30)</td>
<td>1.0740(6.53)</td>
<td>1.0657(6.11)</td>
<td>1.0507(6.20)</td>
<td>1.0397(5.76)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>7.9786(30.98)</td>
<td>0.5769(5.85)</td>
<td>0.5769(6.02)</td>
<td>0.4983(5.15)</td>
<td>0.5023(5.21)</td>
<td>0.4945(5.13)</td>
<td>0.4974(5.19)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>29.9248(45.26)</td>
<td>0.6442(5.36)</td>
<td>0.6417(5.20)</td>
<td>0.5368(3.84)</td>
<td>0.5405(3.79)</td>
<td>0.5328(3.84)</td>
<td>0.5353(3.78)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>69.4453(78.39)</td>
<td>0.6969(6.58)</td>
<td>0.6933(6.49)</td>
<td>0.5715(4.53)</td>
<td>0.5742(4.51)</td>
<td>0.5679(4.58)</td>
<td>0.5695(4.54)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>495.0249(422.64)</td>
<td>0.7759(5.39)</td>
<td>0.7719(5.33)</td>
<td>0.6133(4.02)</td>
<td>0.6143(3.97)</td>
<td>0.6098(4.03)</td>
<td>0.6098(3.97)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>2030.2082(460.90)</td>
<td>0.8503(5.37)</td>
<td>0.8457(5.30)</td>
<td>0.6422(4.14)</td>
<td>0.6428(3.99)</td>
<td>0.6386(4.13)</td>
<td>0.6379(3.97)</td>
<td></td>
</tr>
</tbody>
</table>
Table A.19: The Average (standard error in %) of Spectral Norm-based IRSE for Setting 1 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM2</th>
<th>DCM1</th>
<th>sDCM1</th>
<th>tNCM0</th>
<th>stNCM0</th>
<th>tNCM1</th>
<th>stNCM1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>38.029(203.66)</td>
<td>1.5765(17.83)</td>
<td>1.4878(13.82)</td>
<td>1.2672(11.81)</td>
<td>1.2477(11.01)</td>
<td>1.2351(11.63)</td>
<td>1.2097(10.65)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>184.4051(553.37)</td>
<td>1.7098(12.54)</td>
<td>1.6271(10.96)</td>
<td>1.4365(10.37)</td>
<td>1.4106(9.57)</td>
<td>1.3880(9.62)</td>
<td>1.3566(8.70)</td>
</tr>
<tr>
<td>100</td>
<td>150</td>
<td>676.5004(919.42)</td>
<td>1.8208(13.10)</td>
<td>1.7284(11.17)</td>
<td>1.4961(8.72)</td>
<td>1.4677(8.47)</td>
<td>1.4560(7.87)</td>
<td>1.4201(7.60)</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>1392.4414(841.55)</td>
<td>1.9503(8.59)</td>
<td>1.8612(6.98)</td>
<td>1.6559(6.88)</td>
<td>1.6243(6.48)</td>
<td>1.5914(6.50)</td>
<td>1.5535(6.29)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>2289.5151(1140.37)</td>
<td>2.0855(14.35)</td>
<td>1.9836(11.62)</td>
<td>1.7537(6.04)</td>
<td>1.7162(5.37)</td>
<td>1.6820(6.02)</td>
<td>1.6392(5.22)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>18.6342(72.43)</td>
<td>1.0596(9.12)</td>
<td>1.0311(8.85)</td>
<td>0.8240(7.76)</td>
<td>0.8228(7.72)</td>
<td>0.8176(7.64)</td>
<td>0.8131(7.64)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>78.7297(159.87)</td>
<td>1.2160(10.22)</td>
<td>1.1822(9.56)</td>
<td>0.9339(8.24)</td>
<td>0.9286(8.21)</td>
<td>0.9260(7.89)</td>
<td>0.9180(7.83)</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>213.8932(347.45)</td>
<td>1.2594(9.26)</td>
<td>1.2283(8.87)</td>
<td>0.9813(8.52)</td>
<td>0.9747(8.31)</td>
<td>0.9680(7.50)</td>
<td>0.9586(7.33)</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>1261.2552(562.67)</td>
<td>1.4158(8.84)</td>
<td>1.3843(8.54)</td>
<td>1.0986(8.49)</td>
<td>1.0871(8.32)</td>
<td>1.0800(7.46)</td>
<td>1.0658(7.30)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>2077.0729(656.70)</td>
<td>1.5408(8.18)</td>
<td>1.5053(7.62)</td>
<td>1.1658(6.10)</td>
<td>1.1525(5.85)</td>
<td>1.1394(5.93)</td>
<td>1.1234(5.65)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>7.8815(35.08)</td>
<td>0.6138(5.57)</td>
<td>0.6123(5.42)</td>
<td>0.5194(4.64)</td>
<td>0.5229(4.72)</td>
<td>0.5158(4.62)</td>
<td>0.5181(4.68)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>29.7787(48.96)</td>
<td>0.6829(6.34)</td>
<td>0.6798(6.08)</td>
<td>0.5639(4.43)</td>
<td>0.5666(4.28)</td>
<td>0.5600(4.50)</td>
<td>0.5614(4.36)</td>
</tr>
<tr>
<td>500</td>
<td>150</td>
<td>74.8449(75.58)</td>
<td>0.7414(6.60)</td>
<td>0.7364(6.49)</td>
<td>0.5951(4.87)</td>
<td>0.5960(4.78)</td>
<td>0.5919(4.85)</td>
<td>0.5915(4.76)</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>468.8686(429.63)</td>
<td>0.8171(5.03)</td>
<td>0.8124(4.95)</td>
<td>0.6422(4.56)</td>
<td>0.6422(4.42)</td>
<td>0.6389(4.55)</td>
<td>0.6376(4.40)</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td>2064.7836(571.18)</td>
<td>0.8858(5.03)</td>
<td>0.8805(4.96)</td>
<td>0.6722(4.12)</td>
<td>0.6709(4.13)</td>
<td>0.6696(4.08)</td>
<td>0.6670(4.08)</td>
</tr>
</tbody>
</table>

$\rho = 0.3$
Table A.20: The Average (standard error in %) of Spectral Norm-based IRSE for Setting 1 (continued)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>DCM$_2$</th>
<th>DCM$_1$</th>
<th>sDCM$_1$</th>
<th>tNCM$_0$</th>
<th>sNCM$_0$</th>
<th>tNCM$_1$</th>
<th>sNCM$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>36.8596(257.84)</td>
<td>5.6624(112.58)</td>
<td>4.5693(100.80)</td>
<td>5.1430(113.75)</td>
<td>4.1817(102.46)</td>
<td>5.1731(113.96)</td>
<td>4.2121(102.69)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>178.1774(517.33)</td>
<td>9.9206(135.77)</td>
<td>7.9774(119.47)</td>
<td>9.1877(131.77)</td>
<td>7.3518(116.51)</td>
<td>9.2162(131.86)</td>
<td>7.3802(116.63)</td>
</tr>
<tr>
<td>100</td>
<td>150</td>
<td>681.4811(748.91)</td>
<td>14.7183(175.65)</td>
<td>11.9087(154.47)</td>
<td>13.7770(173.05)</td>
<td>11.0124(150.02)</td>
<td>13.8053(173.18)</td>
<td>11.0410(150.17)</td>
</tr>
<tr>
<td>100</td>
<td>300</td>
<td>1396.1786(724.92)</td>
<td>27.1927(213.67)</td>
<td>22.0948(186.41)</td>
<td>25.7680(206.12)</td>
<td>20.5154(177.49)</td>
<td>25.7959(206.19)</td>
<td>20.5434(177.57)</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>2290.4654(554.95)</td>
<td>43.7580(262.87)</td>
<td>35.5141(227.48)</td>
<td>41.6585(255.14)</td>
<td>33.0900(216.43)</td>
<td>41.6859(255.19)</td>
<td>33.1172(216.39)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>18.4530(97.24)</td>
<td>3.9942(64.39)</td>
<td>3.2515(57.09)</td>
<td>3.5650(63.07)</td>
<td>2.9618(56.77)</td>
<td>3.5858(63.20)</td>
<td>2.9824(56.94)</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>79.2292(194.31)</td>
<td>6.6562(70.78)</td>
<td>5.3341(61.50)</td>
<td>6.0134(70.45)</td>
<td>4.8720(61.90)</td>
<td>6.0331(70.56)</td>
<td>4.8916(62.02)</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>209.4273(370.72)</td>
<td>9.4771(84.66)</td>
<td>7.6062(73.36)</td>
<td>8.6694(81.76)</td>
<td>6.9711(71.29)</td>
<td>8.6890(81.84)</td>
<td>6.9910(71.39)</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>1261.0717(571.30)</td>
<td>17.0229(111.23)</td>
<td>13.7540(95.55)</td>
<td>15.7842(98.78)</td>
<td>12.6036(84.32)</td>
<td>15.8035(98.83)</td>
<td>12.6232(84.39)</td>
</tr>
<tr>
<td>500</td>
<td>200</td>
<td>2077.3738(599.25)</td>
<td>26.6635(149.13)</td>
<td>21.6283(126.73)</td>
<td>24.8934(136.62)</td>
<td>18.9062(115.61)</td>
<td>24.9122(137.61)</td>
<td>19.8251(115.56)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>7.9958(42.14)</td>
<td>2.3173(29.94)</td>
<td>1.9504(25.75)</td>
<td>2.0615(28.14)</td>
<td>1.7884(25.18)</td>
<td>2.0749(28.21)</td>
<td>1.8005(25.38)</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>29.4594(61.20)</td>
<td>3.8539(31.63)</td>
<td>3.1322(26.97)</td>
<td>3.4190(31.06)</td>
<td>2.8655(27.73)</td>
<td>3.4315(31.08)</td>
<td>2.8781(27.76)</td>
</tr>
<tr>
<td>500</td>
<td>150</td>
<td>74.6545(101.75)</td>
<td>5.2741(38.48)</td>
<td>4.2411(32.60)</td>
<td>4.7632(40.31)</td>
<td>3.9332(35.26)</td>
<td>4.7760(40.33)</td>
<td>3.9459(35.28)</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>457.4873(499.85)</td>
<td>8.8302(39.47)</td>
<td>7.0687(33.93)</td>
<td>8.0394(40.25)</td>
<td>6.5147(34.42)</td>
<td>8.0519(40.26)</td>
<td>6.5277(34.42)</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>2068.9668(559.93)</td>
<td>13.2767(50.26)</td>
<td>10.6681(41.85)</td>
<td>12.2830(50.93)</td>
<td>9.8812(42.26)</td>
<td>12.2957(50.93)</td>
<td>9.8939(42.30)</td>
</tr>
</tbody>
</table>
Table A.21: The Average (standard error in %) of Spectral Norm-based IRSE for Setting 2

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>DCM$_2$</th>
<th>DCM$_1$</th>
<th>sDCM$_1$</th>
<th>tNCM$_0$</th>
<th>stNCM$_0$</th>
<th>tNCM$_1$</th>
<th>stNCM$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>79.6652(152.01)</td>
<td>1.3308(8.09)</td>
<td>1.2711(6.96)</td>
<td>1.1706(8.90)</td>
<td>1.1385(7.82)</td>
<td>1.1081(9.05)</td>
<td>1.0729(7.87)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>338.8887(901.25)</td>
<td>1.4396(8.40)</td>
<td>1.3662(6.88)</td>
<td>1.2944(6.16)</td>
<td>1.2505(5.41)</td>
<td>1.2288(7.97)</td>
<td>1.1819(6.89)</td>
</tr>
<tr>
<td>100</td>
<td>150</td>
<td>637.0929(687.27)</td>
<td>1.5044(8.71)</td>
<td>1.4253(7.19)</td>
<td>1.3573(6.25)</td>
<td>1.3065(5.08)</td>
<td>1.2946(6.30)</td>
<td>1.2422(5.36)</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1206.0978(936.25)</td>
<td>1.6026(12.14)</td>
<td>1.5033(9.49)</td>
<td>1.4373(6.01)</td>
<td>1.3745(4.15)</td>
<td>1.3871(7.00)</td>
<td>1.3283(5.50)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>1980.8181(1113.52)</td>
<td>1.6644(12.33)</td>
<td>1.5434(8.91)</td>
<td>1.4801(4.36)</td>
<td>1.4078(2.80)</td>
<td>1.4630(5.00)</td>
<td>1.4022(3.97)</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>39.6853(142.34)</td>
<td>1.0217(7.57)</td>
<td>0.9987(7.04)</td>
<td>0.8421(7.80)</td>
<td>0.8399(7.41)</td>
<td>0.7985(6.81)</td>
<td>0.7964(6.35)</td>
</tr>
<tr>
<td>100</td>
<td>150</td>
<td>69.0020(227.60)</td>
<td>1.1167(5.71)</td>
<td>1.0880(5.13)</td>
<td>0.9103(5.54)</td>
<td>0.9023(5.36)</td>
<td>0.8643(5.54)</td>
<td>0.8539(5.18)</td>
</tr>
<tr>
<td>200</td>
<td>300</td>
<td>415.7393(527.09)</td>
<td>1.1782(6.62)</td>
<td>1.1462(6.00)</td>
<td>0.9671(5.41)</td>
<td>0.9526(5.04)</td>
<td>0.9053(5.52)</td>
<td>0.8890(4.93)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>1306.9273(727.94)</td>
<td>1.2630(6.63)</td>
<td>1.2294(6.10)</td>
<td>1.0572(5.30)</td>
<td>1.0357(4.81)</td>
<td>0.9823(5.66)</td>
<td>0.9588(5.14)</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>39.6853(142.34)</td>
<td>1.0217(7.57)</td>
<td>0.9987(7.04)</td>
<td>0.8421(7.80)</td>
<td>0.8399(7.41)</td>
<td>0.7985(6.81)</td>
<td>0.7964(6.35)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>166.0280(227.60)</td>
<td>1.1167(5.71)</td>
<td>1.0880(5.13)</td>
<td>0.9103(5.54)</td>
<td>0.9023(5.36)</td>
<td>0.8643(5.54)</td>
<td>0.8539(5.18)</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>415.7393(527.09)</td>
<td>1.1782(6.62)</td>
<td>1.1462(6.00)</td>
<td>0.9671(5.41)</td>
<td>0.9526(5.04)</td>
<td>0.9053(5.52)</td>
<td>0.8890(4.93)</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>1306.9273(727.94)</td>
<td>1.2630(6.63)</td>
<td>1.2294(6.10)</td>
<td>1.0572(5.30)</td>
<td>1.0357(4.81)</td>
<td>0.9823(5.66)</td>
<td>0.9588(5.14)</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>16.5562(60.13)</td>
<td>0.6816(4.56)</td>
<td>0.6854(4.41)</td>
<td>0.6080(3.93)</td>
<td>0.6129(4.01)</td>
<td>0.6013(3.91)</td>
<td>0.6056(3.99)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>69.6720(91.13)</td>
<td>0.7485(3.82)</td>
<td>0.7471(3.59)</td>
<td>0.6524(2.94)</td>
<td>0.6554(2.83)</td>
<td>0.6446(2.98)</td>
<td>0.6471(2.86)</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>166.4749(114.24)</td>
<td>0.7960(5.09)</td>
<td>0.7917(4.76)</td>
<td>0.6843(3.02)</td>
<td>0.6856(2.85)</td>
<td>0.6770(2.98)</td>
<td>0.6778(2.79)</td>
</tr>
<tr>
<td>50</td>
<td>300</td>
<td>1258.2511(1100.21)</td>
<td>0.8627(4.65)</td>
<td>0.8561(4.40)</td>
<td>0.7132(2.69)</td>
<td>0.7128(2.46)</td>
<td>0.7042(2.49)</td>
<td>0.7036(2.27)</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>2209.7829(568.41)</td>
<td>0.9027(4.72)</td>
<td>0.8955(4.46)</td>
<td>0.7321(2.68)</td>
<td>0.7306(2.43)</td>
<td>0.7222(2.47)</td>
<td>0.7204(2.20)</td>
</tr>
</tbody>
</table>
Table A.22: The Average (standard error in %) of Spectral Norm-based IRSE for Setting 2 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM2</th>
<th>DCM1</th>
<th>sDCM1</th>
<th>tNCM0</th>
<th>stNCM0</th>
<th>tNCM1</th>
<th>stNCM1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ρ = 0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>80.2647(163.26)</td>
<td>1.3662(9.05)</td>
<td>1.2981(7.78)</td>
<td>1.2168(7.93)</td>
<td>1.1817(7.48)</td>
<td>1.1572(8.41)</td>
<td>1.1186(7.56)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>340.3248(936.91)</td>
<td>1.4672(10.06)</td>
<td>1.3882(7.89)</td>
<td>1.3223(6.84)</td>
<td>1.2783(6.03)</td>
<td>1.2715(7.31)</td>
<td>1.2246(6.31)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>637.2886(659.40)</td>
<td>1.5591(18.84)</td>
<td>1.4644(14.81)</td>
<td>1.3833(8.18)</td>
<td>1.3324(6.36)</td>
<td>1.3460(8.89)</td>
<td>1.2937(7.11)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>1204.8271(860.83)</td>
<td>1.6715(21.20)</td>
<td>1.5598(16.31)</td>
<td>1.4483(5.00)</td>
<td>1.3873(3.34)</td>
<td>1.4355(5.95)</td>
<td>1.3788(4.57)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>1981.5834(1288.48)</td>
<td>1.7120(13.70)</td>
<td>1.5813(10.80)</td>
<td>1.4886(4.89)</td>
<td>1.4195(3.37)</td>
<td>1.4983(5.60)</td>
<td>1.4405(4.66)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>40.6091(139.67)</td>
<td>1.0507(7.59)</td>
<td>1.0220(6.73)</td>
<td>0.8664(7.63)</td>
<td>0.8604(7.13)</td>
<td>0.8344(7.14)</td>
<td>0.8266(6.51)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>165.1892(215.65)</td>
<td>1.1607(7.32)</td>
<td>1.1269(6.49)</td>
<td>0.9559(6.40)</td>
<td>0.9424(6.01)</td>
<td>0.9035(6.47)</td>
<td>0.8880(5.85)</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>416.0394(544.43)</td>
<td>1.2262(7.67)</td>
<td>1.1889(6.78)</td>
<td>1.0126(5.87)</td>
<td>0.9938(5.10)</td>
<td>0.9582(6.06)</td>
<td>0.9368(5.25)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>1305.6412(699.49)</td>
<td>1.3396(8.10)</td>
<td>1.2966(7.17)</td>
<td>1.1049(6.57)</td>
<td>1.0773(5.93)</td>
<td>1.0556(6.17)</td>
<td>1.0244(5.47)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>2089.6536(848.93)</td>
<td>1.4024(8.49)</td>
<td>1.3553(7.17)</td>
<td>1.1566(5.03)</td>
<td>1.1281(4.60)</td>
<td>1.1033(5.05)</td>
<td>1.0721(4.49)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>16.5653(63.14)</td>
<td>0.6969(4.90)</td>
<td>0.6990(4.84)</td>
<td>0.6217(3.96)</td>
<td>0.6256(4.00)</td>
<td>0.6152(3.91)</td>
<td>0.6183(3.97)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>70.1519(80.52)</td>
<td>0.7777(5.05)</td>
<td>0.7742(4.73)</td>
<td>0.6701(3.34)</td>
<td>0.6720(3.18)</td>
<td>0.6630(3.28)</td>
<td>0.6642(3.12)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>164.9559(119.44)</td>
<td>0.8146(4.79)</td>
<td>0.8089(4.47)</td>
<td>0.6911(3.34)</td>
<td>0.6917(3.09)</td>
<td>0.6834(3.36)</td>
<td>0.6833(3.11)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>1261.2489(752.81)</td>
<td>0.8980(5.63)</td>
<td>0.8897(5.31)</td>
<td>0.7312(3.52)</td>
<td>0.7302(3.24)</td>
<td>0.7199(3.30)</td>
<td>0.7186(3.01)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>2209.9376(552.32)</td>
<td>0.9348(4.51)</td>
<td>0.9266(4.27)</td>
<td>0.7498(3.04)</td>
<td>0.7471(2.82)</td>
<td>0.7357(2.67)</td>
<td>0.7328(2.41)</td>
<td></td>
</tr>
</tbody>
</table>
Table A.23: The Average (standard error in %) of Spectral Norm-based IRSE for Setting 2 (continued)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>DCM2</th>
<th>DCM1</th>
<th>sDCM1</th>
<th>tNCM0</th>
<th>stNCM0</th>
<th>tNCM1</th>
<th>stNCM1</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>79.6800(170.18)</td>
<td>5.1153(85.30)</td>
<td>4.0723(74.11)</td>
<td>4.5971(84.20)</td>
<td>3.6862(74.39)</td>
<td>4.6237(84.27)</td>
<td>3.7130(74.47)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>339.9926(1042.58)</td>
<td>9.2936(122.37)</td>
<td>7.4132(107.17)</td>
<td>8.5878(121.62)</td>
<td>6.8284(106.29)</td>
<td>8.6125(121.75)</td>
<td>6.8536(106.43)</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>638.1674(644.79)</td>
<td>13.3220(137.84)</td>
<td>10.6708(120.53)</td>
<td>12.4193(134.61)</td>
<td>9.8478(116.57)</td>
<td>12.4443(134.74)</td>
<td>9.8734(116.66)</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>1207.0931(819.44)</td>
<td>25.0121(163.91)</td>
<td>20.1925(141.96)</td>
<td>23.6962(171.27)</td>
<td>18.7551(145.33)</td>
<td>23.7219(171.28)</td>
<td>18.7810(145.31)</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>1981.0598(1250.53)</td>
<td>40.7397(262.32)</td>
<td>32.9162(225.01)</td>
<td>38.7855(257.31)</td>
<td>30.6721(217.61)</td>
<td>38.8130(257.34)</td>
<td>30.6973(217.64)</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>50</td>
<td>39.1294(165.27)</td>
<td>3.7494(45.86)</td>
<td>2.9940(39.97)</td>
<td>3.3292(44.54)</td>
<td>2.7151(39.76)</td>
<td>3.3478(44.54)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>163.1501(292.05)</td>
<td>6.2660(52.48)</td>
<td>4.9691(45.17)</td>
<td>5.6186(52.90)</td>
<td>4.5064(45.76)</td>
<td>5.6368(52.89)</td>
<td>4.5246(45.74)</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>426.4054(663.79)</td>
<td>8.9803(63.45)</td>
<td>7.1548(54.29)</td>
<td>8.1288(65.36)</td>
<td>6.5088(56.15)</td>
<td>8.1462(65.36)</td>
<td>6.5262(56.15)</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>1308.2968(685.17)</td>
<td>16.2039(92.04)</td>
<td>13.0352(77.94)</td>
<td>14.9151(89.47)</td>
<td>11.8796(75.01)</td>
<td>14.9329(89.46)</td>
<td>11.8973(75.02)</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>2093.3160(790.69)</td>
<td>25.6097(144.19)</td>
<td>20.7070(121.97)</td>
<td>23.7782(125.85)</td>
<td>18.9027(105.66)</td>
<td>23.7952(125.87)</td>
<td>18.9199(105.70)</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>50</td>
<td>16.2307(73.27)</td>
<td>2.1358(22.06)</td>
<td>1.7304(18.49)</td>
<td>1.8927(22.59)</td>
<td>1.5920(20.03)</td>
<td>1.9044(22.66)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>68.1315(117.79)</td>
<td>3.5846(23.19)</td>
<td>2.8344(20.12)</td>
<td>3.1624(23.28)</td>
<td>2.5922(20.37)</td>
<td>3.1733(23.28)</td>
<td>2.6032(20.37)</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>161.2885(163.21)</td>
<td>4.9223(30.38)</td>
<td>3.8850(25.77)</td>
<td>4.4173(31.75)</td>
<td>3.5878(26.89)</td>
<td>4.4279(31.76)</td>
<td>3.5983(26.89)</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>1236.9190(1174.24)</td>
<td>8.3181(35.67)</td>
<td>6.5999(29.77)</td>
<td>7.5837(36.28)</td>
<td>6.0998(30.77)</td>
<td>7.5940(36.28)</td>
<td>6.1098(30.76)</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>2210.8352(568.24)</td>
<td>12.6637(42.36)</td>
<td>10.1224(34.81)</td>
<td>11.6621(40.44)</td>
<td>9.3409(33.24)</td>
<td>11.6725(40.43)</td>
<td>9.3508(33.20)</td>
</tr>
</tbody>
</table>
Table A.24: The Average (standard error in %) of Spectral Norm-based IRSE for Setting 3

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>DCM₂</th>
<th>DCM₁</th>
<th>sDCM₁</th>
<th>tNCM₀</th>
<th>stNCM₀</th>
<th>tNCM₁</th>
<th>stNCM₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>33.7549(372.74)</td>
<td>9.4937(80.84)</td>
<td>8.7683(58.47)</td>
<td>8.2683(48.40)</td>
<td>8.1245(49.48)</td>
<td>8.1492(131.70)</td>
<td>7.9617(128.64)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>146.4512(498.19)</td>
<td>11.0308(58.66)</td>
<td>10.6847(50.63)</td>
<td>9.2852(32.72)</td>
<td>9.1165(32.11)</td>
<td>8.9970(38.04)</td>
<td>8.8084(37.79)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>616.3399(715.99)</td>
<td>11.6164(52.99)</td>
<td>11.2265(44.97)</td>
<td>9.7749(22.08)</td>
<td>9.5835(20.78)</td>
<td>9.5105(27.25)</td>
<td>9.3152(25.61)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>1346.4954(1189.73)</td>
<td>12.0237(60.80)</td>
<td>11.5701(49.16)</td>
<td>10.2837(20.80)</td>
<td>10.0549(19.06)</td>
<td>10.0631(25.43)</td>
<td>9.8417(24.22)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>2290.5995(1563.26)</td>
<td>12.9481(73.20)</td>
<td>12.3455(57.36)</td>
<td>10.6572(16.21)</td>
<td>10.3883(14.11)</td>
<td>10.4322(22.31)</td>
<td>10.1897(20.49)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>18.1520(196.61)</td>
<td>7.2289(62.43)</td>
<td>6.7238(47.00)</td>
<td>6.6584(38.99)</td>
<td>6.5366(39.38)</td>
<td>6.2671(39.57)</td>
<td>6.1453(39.93)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>84.8202(264.55)</td>
<td>8.0585(61.71)</td>
<td>7.6458(50.76)</td>
<td>7.6315(30.85)</td>
<td>7.5017(29.84)</td>
<td>7.1147(32.99)</td>
<td>6.9808(31.94)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>189.1150(343.15)</td>
<td>10.3223(40.87)</td>
<td>10.1205(38.46)</td>
<td>8.1637(24.45)</td>
<td>8.0100(23.71)</td>
<td>7.5854(24.99)</td>
<td>7.4427(24.69)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>1225.2410(813.14)</td>
<td>10.9175(40.16)</td>
<td>10.6879(36.44)</td>
<td>8.8911(21.91)</td>
<td>8.6853(21.21)</td>
<td>8.1727(23.91)</td>
<td>8.0078(23.24)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>1890.4326(971.83)</td>
<td>11.7357(45.64)</td>
<td>11.4608(41.13)</td>
<td>9.3754(17.24)</td>
<td>9.1440(16.00)</td>
<td>8.5833(20.50)</td>
<td>8.4092(19.41)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>9.0113(70.83)</td>
<td>5.1414(33.55)</td>
<td>4.8219(28.28)</td>
<td>4.6374(29.08)</td>
<td>4.6031(29.13)</td>
<td>4.3953(25.94)</td>
<td>4.3627(26.51)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>29.8554(177.06)</td>
<td>5.6780(37.61)</td>
<td>5.4100(31.68)</td>
<td>5.6586(24.32)</td>
<td>5.6014(24.30)</td>
<td>5.1702(25.09)</td>
<td>5.1191(24.99)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>66.5288(194.72)</td>
<td>5.9399(30.57)</td>
<td>5.7154(26.98)</td>
<td>6.2597(21.81)</td>
<td>6.1980(21.68)</td>
<td>5.6807(23.05)</td>
<td>5.6231(23.13)</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>331.3584(274.54)</td>
<td>6.6691(26.33)</td>
<td>6.5251(24.95)</td>
<td>6.9688(15.80)</td>
<td>6.8907(15.70)</td>
<td>6.2318(18.83)</td>
<td>6.1662(18.50)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>2012.3872(602.47)</td>
<td>9.6349(21.67)</td>
<td>9.5702(20.74)</td>
<td>7.5105(16.22)</td>
<td>7.4184(15.92)</td>
<td>6.6846(17.92)</td>
<td>6.6148(17.63)</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>$p$</td>
<td>DCM$_2$</td>
<td>DCM$_1$</td>
<td>sDCM$_1$</td>
<td>tNCM$_0$</td>
<td>stNCM$_0$</td>
<td>tNCM$_1$</td>
<td>stNCM$_1$</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>---------</td>
<td>---------</td>
<td>----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>42.5725(387.81)</td>
<td>9.7541(101.56)</td>
<td>8.9544(71.31)</td>
<td>8.3634(45.30)</td>
<td>8.1987(44.55)</td>
<td>8.0760(38.76)</td>
<td>7.8829(38.85)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>167.2741(454.10)</td>
<td>11.1980(60.81)</td>
<td>10.8311(51.70)</td>
<td>9.3025(31.84)</td>
<td>9.1333(30.67)</td>
<td>9.0816(34.83)</td>
<td>8.8876(34.53)</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>2279.5026(1736.48)</td>
<td>13.0251(84.49)</td>
<td>12.3973(65.09)</td>
<td>10.6818(16.74)</td>
<td>10.4294(14.30)</td>
<td>10.5816(25.08)</td>
<td>10.3391(22.34)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>18.7703(183.63)</td>
<td>7.3868(60.40)</td>
<td>6.8384(45.49)</td>
<td>6.7798(37.68)</td>
<td>6.6431(37.62)</td>
<td>6.3987(37.34)</td>
<td>6.2613(37.37)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>77.5118(225.10)</td>
<td>8.4184(71.81)</td>
<td>7.9150(59.20)</td>
<td>7.7259(31.68)</td>
<td>7.5770(31.41)</td>
<td>7.2374(32.84)</td>
<td>7.0884(32.18)</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>179.2545(327.00)</td>
<td>10.5025(51.21)</td>
<td>10.2798(48.31)</td>
<td>8.2325(26.10)</td>
<td>8.0698(24.95)</td>
<td>7.6522(27.19)</td>
<td>7.5008(25.58)</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>1260.5702(814.43)</td>
<td>11.1745(45.03)</td>
<td>10.9270(41.05)</td>
<td>8.9400(21.90)</td>
<td>8.7339(20.89)</td>
<td>8.2469(24.05)</td>
<td>8.0746(22.61)</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>2069.3326(927.66)</td>
<td>11.9235(44.32)</td>
<td>11.6278(39.61)</td>
<td>9.4110(16.62)</td>
<td>9.1780(15.47)</td>
<td>8.6526(18.66)</td>
<td>8.4744(17.55)</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>8.5698(79.81)</td>
<td>5.3028(45.38)</td>
<td>4.9564(37.19)</td>
<td>4.7093(28.30)</td>
<td>4.6740(28.03)</td>
<td>4.4597(26.91)</td>
<td>4.4273(26.62)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>29.7056(206.78)</td>
<td>5.8531(35.14)</td>
<td>5.5519(28.43)</td>
<td>5.7263(25.38)</td>
<td>5.6675(25.74)</td>
<td>5.2754(27.51)</td>
<td>5.2208(27.41)</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>75.4650(133.92)</td>
<td>6.1151(31.66)</td>
<td>5.8554(27.10)</td>
<td>6.3191(18.85)</td>
<td>6.2524(18.87)</td>
<td>5.7469(21.38)</td>
<td>5.6862(21.42)</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>311.7880(256.68)</td>
<td>6.7666(25.20)</td>
<td>6.6109(23.92)</td>
<td>7.0164(15.00)</td>
<td>6.9382(15.01)</td>
<td>6.2996(17.19)</td>
<td>6.2328(17.14)</td>
</tr>
</tbody>
</table>
Table A.26: The Average (standard error in %) of Spectral Norm-based IRSE for Setting 3 (continued)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>DCM2</th>
<th>DCM1</th>
<th>sDCM1</th>
<th>tNCM0</th>
<th>stNCM0</th>
<th>tNCM1</th>
<th>stNCM1</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>44.0482(390.97)</td>
<td>17.5425(418.21)</td>
<td>14.3574(301.39)</td>
<td>13.8504(254.07)</td>
<td>11.2706(155.57)</td>
<td>14.0664(269.78)</td>
<td>11.4083(173.55)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>164.2430(484.69)</td>
<td>27.4742(414.80)</td>
<td>21.6247(285.97)</td>
<td>23.4012(351.73)</td>
<td>16.9324(244.78)</td>
<td>23.8219(353.61)</td>
<td>17.3178(252.25)</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>611.7285(7924.24)</td>
<td>40.7790(701.45)</td>
<td>30.7643(538.90)</td>
<td>35.5976(495.29)</td>
<td>25.2827(376.93)</td>
<td>36.0318(496.42)</td>
<td>25.7477(380.36)</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>1353.7699(1170.09)</td>
<td>74.7893(677.76)</td>
<td>55.4119(541.34)</td>
<td>67.1574(572.51)</td>
<td>47.2723(427.15)</td>
<td>67.5872(572.75)</td>
<td>47.6786(428.03)</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>2239.9087(1516.11)</td>
<td>117.1434(977.98)</td>
<td>87.0191(789.34)</td>
<td>108.2073(740.20)</td>
<td>75.8882(569.97)</td>
<td>108.6379(739.53)</td>
<td>76.2645(571.68)</td>
</tr>
</tbody>
</table>

$p = 0.8$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>DCM2</th>
<th>DCM1</th>
<th>sDCM1</th>
<th>tNCM0</th>
<th>stNCM0</th>
<th>tNCM1</th>
<th>stNCM1</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>23.9602(217.58)</td>
<td>13.4203(285.43)</td>
<td>11.3627(220.58)</td>
<td>11.5626(160.36)</td>
<td>9.5405(100.70)</td>
<td>11.5987(184.91)</td>
<td>9.5039(126.44)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>81.1553(245.01)</td>
<td>19.7198(381.61)</td>
<td>16.5282(278.95)</td>
<td>17.8691(208.85)</td>
<td>13.2696(134.04)</td>
<td>18.2654(216.68)</td>
<td>13.5147(157.18)</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>179.3693(363.09)</td>
<td>31.0124(430.86)</td>
<td>24.3665(309.45)</td>
<td>25.2955(236.04)</td>
<td>17.8988(178.11)</td>
<td>25.8623(232.63)</td>
<td>18.5699(183.29)</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>1214.1012(821.13)</td>
<td>54.7451(429.61)</td>
<td>40.8074(352.07)</td>
<td>45.1306(324.45)</td>
<td>31.5505(249.85)</td>
<td>45.6746(317.88)</td>
<td>32.2594(248.93)</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>2021.1184(858.12)</td>
<td>82.6793(467.03)</td>
<td>61.5751(375.20)</td>
<td>70.1296(384.06)</td>
<td>48.9165(292.79)</td>
<td>70.6236(381.60)</td>
<td>49.6008(296.57)</td>
</tr>
</tbody>
</table>

$p = 0.8$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>DCM2</th>
<th>DCM1</th>
<th>sDCM1</th>
<th>tNCM0</th>
<th>stNCM0</th>
<th>tNCM1</th>
<th>stNCM1</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>11.2020(142.56)</td>
<td>8.1112(129.25)</td>
<td>7.2656(106.94)</td>
<td>7.5152(79.90)</td>
<td>6.7626(57.16)</td>
<td>7.5319(92.58)</td>
<td>6.7323(68.24)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>36.8988(182.87)</td>
<td>9.7052(138.68)</td>
<td>8.9240(121.68)</td>
<td>11.3344(88.61)</td>
<td>9.3589(50.04)</td>
<td>11.5436(112.46)</td>
<td>9.4029(73.40)</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>76.6572(123.08)</td>
<td>11.0363(128.19)</td>
<td>10.1980(112.81)</td>
<td>14.8076(100.24)</td>
<td>11.3120(61.45)</td>
<td>15.3864(106.86)</td>
<td>11.7633(78.14)</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>308.1191(292.62)</td>
<td>15.2102(283.28)</td>
<td>14.1278(234.32)</td>
<td>24.2464(129.32)</td>
<td>17.3188(100.55)</td>
<td>25.1207(129.61)</td>
<td>18.4088(104.79)</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>872.4070(784.97)</td>
<td>43.4568(192.84)</td>
<td>32.1728(151.01)</td>
<td>35.8148(149.90)</td>
<td>25.4052(114.35)</td>
<td>36.9197(150.00)</td>
<td>26.8189(118.76)</td>
</tr>
</tbody>
</table>
Appendix B

Proofs and Results of Chapter 4

B.1 The Derivative of CV Function

The objective function is

\[ cv(h_3) = \sum_{j=1}^p \sum_{i=1}^n \left[ \frac{y_{ij}^2}{\sigma_{jj}(u_i)} + \log(\hat{\sigma}_{jj(-i)}(u_i)) \right], \]

\[ = \sum_{j=1}^p \sum_{i=1}^n \left[ \frac{y_{ij}^2}{\exp[\hat{\alpha}_{j(-i)}(u_i)]} + \hat{\alpha}_{j(-i)}(u_i) \right], \]

where

\[ \hat{\alpha}_{j(-i)}(u_i) = \log \left\{ \sum_{s=1,s\neq i}^n \frac{y_{sj}^2}{\exp[\hat{\beta}_{j(-i)}(u_i)(u_s-u_i)]} K_{h_3}(u_s-u_i) \right\}, \]

\[ = \log(A_{ji}). \]

Suppose, given index \( j \) and for each \( u_i \), we have already obtained the \( \hat{\beta}_{j(-i)}(u_i) \). Furthermore, let \( B_{ji}(u_s) = \frac{y_{sj}^2}{\exp[\hat{\beta}_{j(-i)}(u_i)(u_s-u_i)]} \), then

\[ A_{ji} = \frac{\sum_{s=1,s\neq i}^n B_{ji}(u_s)K_{h_3}(u_s-u_i)}{\sum_{s=1,s\neq i}^n K_{h_3}(u_s-u_i)}. \]

The first and second derivative of function \( cv(h_3) \) are:

\[ \frac{\partial cv(h_3)}{\partial h_3} = \sum_{j=1}^p \sum_{i=1}^n \left[ \frac{y_{ij}^2}{A_{ji}^2} + \frac{1}{A_{ji}} \right] \frac{\partial A_{ji}}{\partial h_3}, \]
\[ \frac{\partial^2 cv(h_3)}{\partial h_3^2} = \sum_{j=1}^{p} \sum_{i=1}^{n} \left\{ \left[ \frac{2y_{ij}^2}{A_{ji}^2} - \frac{1}{A_{ji}^2} \right] \left[ \frac{\partial A_{ji}}{\partial h_3} \right]^2 + \left[ -\frac{y_{ij}^2}{A_{ji}^2} + \frac{1}{A_{ji}^2} \right] \frac{\partial^2 A_{ji}}{\partial h_3^2} \right\}. \]

Before we calculate these two parts: \( \partial A_{ji}/\partial h_3 \) and \( \partial^2 A_{ji}/\partial h_3^2 \), we need to introduce some notations. The kernel function we adopted here is standard normal density function, i.e.,

\[ K_{h_3}(u_s - u_i) = \frac{1}{h_3\sqrt{2\pi}} \exp \left[ -\frac{(u_s - u_i)^2}{2h_3^2} \right], \]

then the first and second derivative of kernel function with respect to \( h_3 \) can be expressed as:

\[ K'_{h_3}(u_s - u_i) = \frac{1}{h_3^2} \left[ -1 + \left( \frac{u_s - u_i}{h_3} \right)^2 \right] K_{h_3}(u_s - u_i), \]

and

\[ K''_{h_3}(u_s - u_i) = \frac{1}{h_3^4} \left[ 2 - 5 \left( \frac{u_s - u_i}{h_3} \right)^2 + \left( \frac{u_s - u_i}{h_3} \right)^4 \right] K_{h_3}(u_s - u_i), \]

Furthermore, denote

\[ SBK_{ji} = \sum_{s=1, s \neq i}^{n} B_{ji}(u_s) K_{h_3}(u_s - u_i), \]

\[ SK_i = \sum_{s=1, s \neq i}^{n} K_{h_3}(u_s - u_i). \]

For simplicity, let \( \vartheta_{ji} = \hat{\beta}_{j(-i)}(u_i) \), then we have

\[ B_{ji}(u_s) = \frac{y_{sj}^2}{\exp(\vartheta_{ji}(u_s - u_i))}, \]

\[ \frac{\partial B_{ji}(u_s)}{\partial h_3} = -\frac{y_{sj}^2(u_s - u_i)}{\exp(\vartheta_{ji}(u_s - u_i))} * \frac{\partial \vartheta_{ji}}{\partial h_3}, \]

\[ = -B_{ji}(u_s) * (u_s - u_i) * \frac{\partial \vartheta_{ji}}{\partial h_3}, \]
\[
\frac{\partial^2 B_{ji}(u_s)}{\partial h_3^2} = -\frac{\partial B_{ji}(u_s)}{\partial h_3} * (u_s - u_i) * \frac{\partial \vartheta_{ji}}{\partial h_3} - B_{ji}(u_s) * (u_s - u_i) * \frac{\partial^2 \vartheta_{ji}}{\partial h_3^2},
\]
\[
= B_{ji}(u_s) * (u_s - u_i) * \left( \frac{\partial \vartheta_{ji}}{\partial h_3} \right)^2 - B_{ji}(u_s) * (u_s - u_i) * \frac{\partial^2 \vartheta_{ji}}{\partial h_3^2}.
\]

Based on these notations, the first derivative of \(SBK_{ji}\) and \(SK_{ji}\) with respect to \(h_3\) are

\[
\frac{\partial SBK_{ji}}{\partial h_3} = -\frac{\partial \vartheta_{ji}}{\partial h_3} \sum_{s=1,s \neq i}^{n} B_{ji}(u_s)(u_s - u_i)K_{h_3}(u_s - u_i)
\]
\[
+ \sum_{s=1,s \neq i}^{n} B_{ji}(u_s)C_i(u_s)K_{h_3}(u_s - u_i),
\]
\[
= -\frac{\partial \vartheta_{ji}}{\partial h_3} SBUK_{ji} + SBCK_{ji},
\]

and

\[
\frac{\partial SK_i}{\partial h_3} = \sum_{s=1,s \neq i}^{n} C_i(u_s)K_{h_3}(u_s - u_i) = SCK_i.
\]

So

\[
\frac{\partial A_{ji}}{\partial h_3} = -\frac{\partial \vartheta_{ji}}{\partial h_3} \frac{SBUK_{ji}}{SK_i} + \frac{SBCK_{ji}}{SK_i} - A_{ji} \frac{SCK_i}{SK_i}.
\]

To compute \(\partial^2 A_{ji}/\partial h_3^2\), we need \(\partial^2 \vartheta_{ji}/\partial h_3^2\), \(\partial SBUK_{ji}/\partial h_3\), \(\partial SBCK_{ji}/\partial h_3\) and \(\partial SCK_i/\partial h_3\) respectively. The \(\partial^2 \vartheta_{ji}/\partial h_3^2\) is remained to discuss later.

\[
SBUK_{ji} = \sum_{j=1,j \neq i}^{n} B_{ji}(u_s)(u_s - u_i)K_{h_3}(u_s - u_i),
\]

\[
\frac{\partial SBUK_{ji}}{\partial h_3} = -\frac{\partial \vartheta_{ji}}{\partial h_3} \sum_{j=1,j \neq i}^{n} B_{ji}(u_s)(u_s - u_i)^2K_{h_3}(u_s - u_i),
\]
\[
+ \sum_{j=1,j \neq i}^{n} B_{ji}(u_s)(u_s - u_i)C_i(u_s)K_{h_3}(u_s - u_i)
\]
\[
= -\frac{\partial \vartheta_{ji}}{\partial h_3} SBU2K_{ji} + SBUCK_{ji},
\]
\[
\frac{\partial SBUCK_{ji}}{\partial h_3} = -\frac{\partial \vartheta_{ji}}{\partial h_3} \sum_{j=1,j\neq i}^n B_{ji}(u_s)(u_s - u_i)C_i(u_s)K_{h3}(u_s - u_i) + \\
\sum_{j=1,j\neq i}^n B_{ji}(u_s)D_i(u_s)K_{h3}(u_s - u_i),
\]

\[
= -\frac{\partial \vartheta_{ji}}{\partial h_3} SBUCK_{ji} + SBDK_{ji},
\]

\[
SCK_i = \sum_{j=1,j\neq i}^n C_i(u_s)K_{h3}(u_s - u_i),
\]

\[
\frac{\partial SCK_i}{\partial h_3} = \sum_{j=1,j\neq i}^n D_i(u_s)K_{h3}(u_s - u_i) = SDK_i,
\]

then

\[
\frac{\partial SBUK_i}{\partial h_3} = -\frac{\partial \vartheta_{ji}}{\partial h_3} \frac{SBUK_{ji}}{SK_i} + \frac{SBUK_{ji}}{SK_i} - \frac{SBUK_{ji}}{SK_i},
\]

\[
\frac{\partial SBUCK_{ji}}{\partial h_3} = -\frac{\partial \vartheta_{ji}}{\partial h_3} \frac{SBUCK_{ji}}{SK_i} + \frac{SBUK_{ji}}{SK_i} - \frac{SBUK_{ji}}{SK_i},
\]

\[
\frac{\partial SCK_i}{\partial h_3} = \frac{SDK_i}{SK_i} - \frac{SCK_i SC_i}{SK_i},
\]

so

\[
\frac{\partial^2 A_{ji}}{\partial h_3^2} = -\frac{\partial^2 \vartheta_{ji}}{\partial h_3^2} \frac{SBUK_{ji}}{SK_i} + \left(\frac{\partial \vartheta_{ji}}{\partial h_3}\right)^2 \frac{SBUK_{ji}}{SK_i} - 2\frac{\partial \vartheta_{ji}}{\partial h_3} \frac{SBUK_{ji}}{SK_i}
\]

\[
+ \frac{SBDK_{ji}}{SK_i} - 2\frac{\partial A_{ji}}{\partial h_3} \frac{SC_i}{SK_i} - \frac{A_{ji}}{SK_i}.
\]

Basically, the unknown parts here are just \(\partial \vartheta_{ji}/\partial h_3\) and \(\partial^2 \vartheta_{ji}/\partial h_3^2\). We notice that \(SBUK_{ji}/SBK_{ji} = SK_i/SC_i\), \(f(\vartheta_{ji}) = SBUK_{ji} \cdot SK_i - SBK_{ji} \cdot SUK_i = 0\) and

\[
\frac{\partial f(\vartheta_{ji})}{\partial h_3} = -\frac{\partial \vartheta_{ji}}{\partial h_3} SBUK_{ji} + SBUK_{ji} \cdot SK_i + SBUK_{ji} \cdot SCK_i
\]

\[
+ \frac{\partial \vartheta_{ji}}{\partial h_3} SBUK_{ji} \cdot SUK_i - SCK_{ji} \cdot SUK_i - SBK_{ji} \cdot SCK_i,
\]

\[= 0.\]

Let \(P_1 = SBUK_{ji} \cdot SUK_i - SBUK_{ji} \cdot SK_i\) and \(P_2 = SCK_{ji} \cdot SUK_i + SBK_{ji} \cdot SCK_i - SBUK_{ji} \cdot SK_i - SBUK_{ji} \cdot SCK_i\), then \(\partial \vartheta_{ji}/\partial h_3 = P_2/P_1\). Taking
the further derivation of both sides of $P_2/P_1$ with respect to $h_3$, we obtain
\[
\frac{\partial^2 \theta_{ji}}{\partial h_3^2} P_1 + \frac{\partial \theta_{ji}}{\partial h_3} \frac{\partial P_1}{\partial h_3} = \frac{\partial P_2}{\partial h_3},
\]
\[
\frac{\partial^2 \theta_{ji}}{\partial h_3^2} = \frac{\partial P_2}{\partial h_3} - \frac{\partial \theta_{ji}}{\partial h_3} \frac{\partial P_1}{P_1}.
\]

Next, we calculate $\partial P_1/\partial h_3$ and $\partial P_2/\partial h_3$, denote
\[
\frac{\partial S\text{UK}_i}{\partial h_3} = S\text{UCK}_i,
\]
\[
\frac{\partial S\text{BU}2K_{ji}}{\partial h_3} = -\frac{\partial \theta_{ji}}{\partial h_3} S\text{BU}3K_{ji} + S\text{BU}2CK_{ji},
\]
\[
\frac{\partial P_1}{\partial h_3} = \frac{\partial \theta_{ji}}{\partial h_3} (S\text{BU}3K_{ji} \cdot S\text{K}_i - S\text{BU}2K_{ji} \cdot S\text{UK}_i)
\]
\[
+ (S\text{BU}CK_{ji} \cdot S\text{UK}_i + S\text{BU}K_{ji} \cdot S\text{UCK}_i)
\]
\[
- S\text{BU}2CK_{ji} \cdot S\text{K}_i - S\text{BU}2K_{ji} \cdot S\text{CK}_i),
\]
\[
= \frac{\partial \theta_{ji}}{\partial h_3} G_1 + G_2.
\]

We also denote
\[
\frac{\partial S\text{UCK}_i}{\partial h_3} = S\text{UDK}_i,
\]
\[
\frac{\partial S\text{BU}CK_{ji}}{\partial h_3} = -\frac{\partial \theta_{ji}}{\partial h_3} S\text{BU}2CK_{ji} + S\text{BU}DK_{ji},
\]
then
\[
\frac{\partial P_2}{\partial h_3} = -\frac{\partial \theta_{ji}}{\partial h_3} G_2
\]
\[
+ (S\text{BDK}_{ji} \cdot S\text{UK}_i + 2S\text{CK}_i \cdot S\text{UCK}_i + S\text{BK}_{ji} \cdot S\text{UDK}_i
\]
\[
+ - S\text{BU}DK_{ji} \cdot S\text{K}_i - 2S\text{BU}CK_{ji} \cdot S\text{CK}_i - S\text{BU}K_{ji} \cdot S\text{DK}),
\]
\[
= -\frac{\partial \theta_{ji}}{\partial h_3} G_2 + G_3,
\]
so
\[
\frac{\partial^2 \theta_{ji}}{\partial h_3^2} = \frac{G_3 - 2G_2 \frac{\partial \theta_{ji}}{\partial h_3} - G_1 \left( \frac{\partial \theta_{ji}}{\partial h_3} \right)^2}{P_1}.
\]

Finally, we obtain the parts except the $\hat{\beta}_{j(-i)}(u_i)$ to compute the first and second derivative of $cv(h_3)$. We will show the details of solving equation (4.13) using Newton-Raphson algorithm in the next section.
B.2 The Details of Solving Nonlinear Equation

Recall that in the previous section, we briefly note \( \hat{\beta}_{j(-i)}(u_i) \) using \( \vartheta_{ji} \). We construct new objective function \( g(\vartheta_{ji}) \) based on equation (4.13) and the previous notations

\[
g(\vartheta_{ji}) = \left( \frac{SBUK_{ji}}{SBK_{ji}} - \frac{SU_{Ki}}{SK_{i}} \right)^2.
\]

Notice that

\[
\frac{\partial B_{ji}(u_s)}{\partial \vartheta_{ji}} = -B_{ji}(u_s) * (u_s - u_i),
\]

then the first derivation of \( g(\vartheta_{ji}) \) is

\[
\frac{\partial g}{\partial \vartheta_{ji}} = 2 \left( \frac{SBUK_{ji}}{SBK_{ji}} - \frac{SU_{Ki}}{SK_{i}} \right) \frac{\partial SBUK_{ji}}{\partial \vartheta_{ji}},
\]

where

\[
\frac{\partial SBUK_{ji}}{\partial \vartheta_{ji}} = \left( \frac{SBUK_{ji}}{SBK_{ji}} \right)^2 - \frac{SBU2K_{ji}}{SBK_{ji}}.
\]

So

\[
\frac{\partial g}{\partial \vartheta_{ji}} = 2 \left( \frac{SBUK_{ji}}{SBK_{ji}} - \frac{SU_{Ki}}{SK_{i}} \right) \left[ \left( \frac{SBUK_{ji}}{SBK_{ji}} \right)^2 - \frac{SBU2K_{ji}}{SBK_{ji}} \right].
\]

Then the second derivation is

\[
\frac{\partial^2 g}{\partial \vartheta_{ji}^2} = 2 \left[ \left( \frac{SBUK_{ji}}{SBK_{ji}} \right)^2 - \frac{SBU2K_{ji}}{SBK_{ji}} \right]^2 + 4 \frac{\partial g}{\partial \vartheta_{ji}} \frac{SBUK_{ji}}{SBK_{ji}}
\]

\[
+ 2 \left( \frac{SBUK_{ji}}{SBK_{ji}} - \frac{SU_{Ki}}{SK_{i}} \right) \left( \frac{SBU3K_{ji}}{SBK_{ji}} - \frac{SBU2K_{ji} SBUK_{ji}}{SBK_{ji} SBK_{ji}} \right).
\]

Hence, at the \( t \)-th iteration, we can use the following equation to update \( \vartheta_{ji}^{(t+1)} \):

\[
\vartheta_{ji}^{(t+1)} = \vartheta_{ji}^{(t)} - \frac{\partial g}{\partial \vartheta_{ji}} \bigg|_{\vartheta_{ji}=\vartheta_{ji}^{(t)}}.
\]
B.3 The Details of Bandwidth $h_3$ Selection

According to objective function, we can easily get

$$
\frac{\partial cv(h_3)}{\partial h_3} = -\frac{2}{n} \sum_{i=1}^{n} \left[ \zeta(u_i) - \hat{\theta}_{-i}(u_i) \right] \frac{T \partial \hat{\theta}_{-i}(u_i)}{\partial h_3},
$$

$$
\frac{\partial^2 cv(h_3)}{\partial h_3^2} = \frac{2}{n} \sum_{i=1}^{n} \left\{ \left[ \frac{\partial \hat{\theta}_{-i}(u_i)}{\partial h_3} \right]^T \frac{\partial \hat{\theta}_{-i}(u_i)}{\partial h_3} - \left[ \zeta(u_i) - \hat{\theta}_{-i}(u_i) \right] \frac{T \partial^2 \hat{\theta}_{-i}(u_i)}{\partial h_3^2} \right\},
$$

so, we only need to compute two parts $\partial \hat{\theta}_{-i}(u_i)/\partial h_3$ and $\partial^2 \hat{\theta}_{-i}(u_i)/\partial h_3^2$. For simplicity, we denote $\hat{\theta}_{-i}(u_i)$ as

$$
\hat{\theta}_{-i}(u_i) = \frac{SKV_{-i} \cdot SKU_2 - SKUV \cdot SKU}{SK_{-i} \cdot SKU_2 - SKU^2} = \frac{Q_1}{Q_2},
$$

then $\partial \hat{\theta}_{-i}(u_i)/\partial h_3$ and $\partial^2 \hat{\theta}_{-i}(u_i)/\partial h_3^2$ can be obtained as follows

$$
\frac{\partial \hat{\theta}_{-i}(u_i)}{\partial h_3} = \frac{Q_1'}{Q_2} - \hat{\theta}_{-i}(u_i) \frac{Q_2'}{Q_2},
$$

$$
\frac{\partial^2 \hat{\theta}_{-i}(u_i)}{\partial h_3^2} = \frac{Q_1''}{Q_2} - 2 \frac{\partial \hat{\theta}_{-i}(u_i)}{\partial h_3} \frac{Q_2'}{Q_2} - \hat{\theta}_{-i}(u_i) \frac{Q_2''}{Q_2}.
$$

Hence, at last we only need to compute $Q_1'$, $Q_2'$, $Q_1''$ and $Q_2''$:

$$
Q_1 = SKV_{-i} \cdot SKU_2 - SKUV \cdot SKU,
$$

$$
Q_1' = SCKV_{-i} \cdot SKU_2 + SKV_{-i} \cdot SCKU
$$

$$
- SCKUV \cdot SKU - SKUV \cdot SCKU,
$$

$$
Q_1'' = SDKV_{-i} \cdot SKU_2 + 2SCKV_{-i} \cdot SCKU_2 + SKV_{-i} \cdot SDKU
$$

$$
- SDKUV \cdot SKU - 2SCKUV \cdot SCKU - SKU \cdot SCKU,
$$

$$
Q_2 = SK_{-i} \cdot SKU_2 - SKU^2,
$$

$$
Q_2' = SCK_{-i} \cdot SKU_2 + SK_{-i} \cdot SCKU_2 - 2SKU \cdot SCKU,
$$

$$
Q_2'' = SDK_{-i} \cdot SKU_2 + 2SCK_{-i} \cdot SCKU_2 + SK_{-i} \cdot SDKU
$$

$$
- 2SCKU^2 - 2SKU \cdot SDKU,
$$

where $SK_{-i} = SK - k_{h_3}(0)$, $SCK_{-i} = SCK + k_{h_3}(0)/h_3$, $SDK_{-i} = SDK - 2k_{h_3}(0)/h_3^2$, $SKV_{-i} = SK - k_{h_3}(0)\zeta(u_i)$, $SCKV_{-i} = SCKV + k_{h_3}(0)\zeta(u_i)/h_3$ and $SDKV_{-i} = SDKV - 2k_{h_3}(0)\zeta(u_i)/h_3^2$.

B.4 Tables
Table B.1: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 2 with $n = 200, p = 150$

<table>
<thead>
<tr>
<th>pct.</th>
<th>stNCM</th>
<th>DAC1</th>
<th></th>
<th>DAC2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Divided</td>
<td></td>
<td>Direct</td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>0.2234(1.35)</td>
<td>0.1421(0.68)</td>
<td>0.1430(0.84)</td>
<td>0.1414(0.63)</td>
<td>0.1419(0.63)</td>
</tr>
<tr>
<td>30%</td>
<td>0.2154(1.07)</td>
<td>0.1409(0.68)</td>
<td>0.1431(0.67)</td>
<td>0.1403(0.64)</td>
<td>0.1417(0.63)</td>
</tr>
<tr>
<td>50%</td>
<td>0.2038(0.81)</td>
<td>0.1397(0.65)</td>
<td>0.1414(0.68)</td>
<td>0.1391(0.62)</td>
<td>0.1411(0.63)</td>
</tr>
<tr>
<td>70%</td>
<td>0.1888(0.67)</td>
<td>0.1386(0.67)</td>
<td>0.1414(0.66)</td>
<td>0.1382(0.64)</td>
<td>0.1408(0.64)</td>
</tr>
<tr>
<td>90%</td>
<td>0.1576(0.60)</td>
<td>0.1381(0.67)</td>
<td>0.1407(0.70)</td>
<td>0.1375(0.65)</td>
<td>0.1398(0.64)</td>
</tr>
</tbody>
</table>

Table B.2: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 3

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>stNCM</th>
<th>DAC1</th>
<th>Sig.</th>
<th>DAC2</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Divided</td>
<td></td>
<td>Direct</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1.1428(45.63)</td>
<td>0.5597(5.52)</td>
<td>0.06</td>
<td>0.5586(4.81)</td>
<td>0.05</td>
<td>0.8839(9.15)</td>
</tr>
<tr>
<td>100</td>
<td>0.8839(9.15)</td>
<td>0.6271(4.82)</td>
<td>0.06</td>
<td>0.6312(4.62)</td>
<td>0.05</td>
<td>0.8971(7.53)</td>
</tr>
<tr>
<td>150</td>
<td>0.8971(7.53)</td>
<td>0.6666(4.92)</td>
<td>0.06</td>
<td>0.6721(4.80)</td>
<td>0.05</td>
<td>0.8971(7.53)</td>
</tr>
<tr>
<td>300</td>
<td>0.8831(2.52)</td>
<td>0.7213(3.53)</td>
<td>0.06</td>
<td>0.7270(3.60)</td>
<td>0.06</td>
<td>0.8831(2.52)</td>
</tr>
<tr>
<td>50</td>
<td>0.6796(26.54)</td>
<td>0.3664(4.70)</td>
<td>0.01</td>
<td>0.3761(4.30)</td>
<td>0.01</td>
<td>0.6796(26.54)</td>
</tr>
<tr>
<td>100</td>
<td>0.6297(8.63)</td>
<td>0.4124(3.92)</td>
<td>0.02</td>
<td>0.4227(3.64)</td>
<td>0.01</td>
<td>0.6297(8.63)</td>
</tr>
<tr>
<td>150</td>
<td>0.6386(5.25)</td>
<td>0.4290(3.63)</td>
<td>0.02</td>
<td>0.4387(3.32)</td>
<td>0.02</td>
<td>0.6386(5.25)</td>
</tr>
<tr>
<td>300</td>
<td>0.6897(3.24)</td>
<td>0.4644(2.99)</td>
<td>0.02</td>
<td>0.4720(2.70)</td>
<td>0.02</td>
<td>0.6897(3.24)</td>
</tr>
<tr>
<td>50</td>
<td>0.2933(3.17)</td>
<td>0.2300(2.59)</td>
<td>0.01</td>
<td>0.2410(2.41)</td>
<td>0.01</td>
<td>0.2933(3.17)</td>
</tr>
<tr>
<td>100</td>
<td>0.3285(3.43)</td>
<td>0.2485(1.86)</td>
<td>0.01</td>
<td>0.2606(1.87)</td>
<td>0.01</td>
<td>0.3285(3.43)</td>
</tr>
<tr>
<td>150</td>
<td>0.3504(3.73)</td>
<td>0.2619(2.34)</td>
<td>0.01</td>
<td>0.2755(2.22)</td>
<td>0.01</td>
<td>0.3504(3.73)</td>
</tr>
<tr>
<td>300</td>
<td>0.3894(2.21)</td>
<td>0.2794(1.88)</td>
<td>0.01</td>
<td>0.2920(1.76)</td>
<td>0.01</td>
<td>0.3894(2.21)</td>
</tr>
</tbody>
</table>
Table B.3: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 3 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>stNCM</th>
<th>DAC1</th>
<th>Sig.</th>
<th>DAC2</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.7345(6.03)</td>
<td>0.6365(5.86)</td>
<td>0.04</td>
<td>0.6367(5.78)</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.7955(4.40)</td>
<td>0.7155(5.17)</td>
<td>0.04</td>
<td>0.7130(4.66)</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.8302(3.50)</td>
<td>0.7412(3.79)</td>
<td>0.04</td>
<td>0.7394(4.00)</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.8791(2.73)</td>
<td>0.7980(3.74)</td>
<td>0.04</td>
<td>0.7957(3.78)</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>50</td>
<td>0.6045(4.96)</td>
<td>0.4361(4.33)</td>
<td>0.01</td>
<td>0.4371(4.26)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0.6369(3.67)</td>
<td>0.4796(4.26)</td>
<td>0.01</td>
<td>0.4819(4.11)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>0.6612(3.58)</td>
<td>0.5087(3.67)</td>
<td>0.01</td>
<td>0.5117(3.81)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>300</td>
<td>0.7017(2.95)</td>
<td>0.5511(3.27)</td>
<td>0.01</td>
<td>0.5525(3.07)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>50</td>
<td>0.5283(2.78)</td>
<td>0.3030(2.77)</td>
<td>0.01</td>
<td>0.3116(2.80)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0.5599(2.09)</td>
<td>0.3330(2.25)</td>
<td>0.01</td>
<td>0.3406(2.30)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>0.5653(2.17)</td>
<td>0.3371(1.89)</td>
<td>0.01</td>
<td>0.3451(1.83)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>300</td>
<td>0.5817(1.70)</td>
<td>0.3472(1.67)</td>
<td>0.01</td>
<td>0.3543(1.62)</td>
</tr>
</tbody>
</table>

Table B.4: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 3 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>stNCM</th>
<th>DAC1</th>
<th>Sig.</th>
<th>DAC2</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>1.2338(5.37)</td>
<td>1.0927(2.74)</td>
<td>0.06</td>
<td>1.0764(2.18)</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1.2501(3.86)</td>
<td>1.1304(2.21)</td>
<td>0.06</td>
<td>1.1156(1.93)</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>1.2492(3.38)</td>
<td>1.1436(2.59)</td>
<td>0.03</td>
<td>1.1295(1.58)</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.2654(3.05)</td>
<td>1.1687(4.64)</td>
<td>0.02</td>
<td>1.1502(1.42)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>50</td>
<td>1.2210(3.88)</td>
<td>1.0536(3.27)</td>
<td>0.01</td>
<td>1.0220(1.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.2230(3.37)</td>
<td>1.0950(3.23)</td>
<td>0.01</td>
<td>1.0553(1.70)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>1.2362(3.22)</td>
<td>1.1071(2.92)</td>
<td>0.01</td>
<td>1.0691(0.93)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>300</td>
<td>1.2390(2.66)</td>
<td>1.1334(3.60)</td>
<td>0.01</td>
<td>1.0938(1.77)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>50</td>
<td>1.2261(2.62)</td>
<td>1.0501(2.92)</td>
<td>0.01</td>
<td>1.0281(1.97)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.2422(0.62)</td>
<td>1.0902(3.49)</td>
<td>0.01</td>
<td>1.0543(1.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>1.2463(1.36)</td>
<td>1.0980(2.63)</td>
<td>0.01</td>
<td>1.0630(0.70)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>300</td>
<td>1.2533(0.33)</td>
<td>1.1263(3.95)</td>
<td>0.01</td>
<td>1.0780(1.31)</td>
</tr>
</tbody>
</table>
Table B.5: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 4

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>$\text{stNCM}_1$</th>
<th>DAC$_1$</th>
<th>Sig.</th>
<th>DAC$_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
<td>0.2214(1.69)</td>
<td>0.2142(1.15)</td>
<td>0.03</td>
<td>0.2141(1.14)</td>
<td>0.03</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.2360(1.21)</td>
<td>0.2289(0.86)</td>
<td>0.02</td>
<td>0.2290(0.81)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.2432(1.25)</td>
<td>0.2372(0.83)</td>
<td>0.02</td>
<td>0.2369(0.82)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.2514(0.74)</td>
<td>0.2466(0.71)</td>
<td>0.02</td>
<td>0.2478(0.57)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.1554(0.84)</td>
<td>0.1501(0.68)</td>
<td>0.01</td>
<td>0.1500(0.68)</td>
<td>0.01</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>0.1599(0.73)</td>
<td>0.1543(0.58)</td>
<td>0.01</td>
<td>0.1538(0.58)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.1619(0.57)</td>
<td>0.1582(0.48)</td>
<td>0.01</td>
<td>0.1572(0.48)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.1660(0.53)</td>
<td>0.1636(0.70)</td>
<td>0.01</td>
<td>0.1618(0.36)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.1169(0.45)</td>
<td>0.1100(0.44)</td>
<td>0.03</td>
<td>0.1102(0.45)</td>
<td>0.03</td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td>0.1195(0.27)</td>
<td>0.1134(0.31)</td>
<td>0.03</td>
<td>0.1137(0.27)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.1221(0.23)</td>
<td>0.1152(0.22)</td>
<td>0.01</td>
<td>0.1155(0.22)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.1237(0.15)</td>
<td>0.1170(0.14)</td>
<td>0.01</td>
<td>0.1172(0.14)</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table B.6: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 4 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>$\text{stNCM}_1$</th>
<th>DAC$_1$</th>
<th>Sig.</th>
<th>DAC$_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
<td>0.2672(1.40)</td>
<td>0.2319(1.08)</td>
<td>0.03</td>
<td>0.2327(1.08)</td>
<td>0.03</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.2707(1.11)</td>
<td>0.2442(0.87)</td>
<td>0.02</td>
<td>0.2443(0.84)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.2784(0.85)</td>
<td>0.2517(0.86)</td>
<td>0.02</td>
<td>0.2515(0.71)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.2873(0.57)</td>
<td>0.2621(0.50)</td>
<td>0.02</td>
<td>0.2623(0.50)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.2330(1.04)</td>
<td>0.1726(0.85)</td>
<td>0.02</td>
<td>0.1732(0.84)</td>
<td>0.02</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>0.2375(0.95)</td>
<td>0.1768(0.62)</td>
<td>0.01</td>
<td>0.1774(0.62)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.2372(0.66)</td>
<td>0.1802(0.46)</td>
<td>0.01</td>
<td>0.1803(0.44)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.2428(0.56)</td>
<td>0.1865(0.48)</td>
<td>0.01</td>
<td>0.1862(0.38)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.2185(0.91)</td>
<td>0.1260(0.46)</td>
<td>0.01</td>
<td>0.1273(0.46)</td>
<td>0.02</td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td>0.2232(0.62)</td>
<td>0.1307(0.33)</td>
<td>0.01</td>
<td>0.1321(0.34)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.2232(0.55)</td>
<td>0.1322(0.27)</td>
<td>0.01</td>
<td>0.1337(0.28)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.2240(0.33)</td>
<td>0.1337(0.19)</td>
<td>0.01</td>
<td>0.1350(0.20)</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Table B.7: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 4 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>( \rho_{\text{stNCM}} )</th>
<th>DAC(_1)</th>
<th>Sig.</th>
<th>DAC(_2)</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>50</td>
<td>0.4906(2.45)</td>
<td>0.4161(0.74)</td>
<td>0.02</td>
<td>0.4137(0.59)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.4969(2.50)</td>
<td>0.4229(0.55)</td>
<td>0.01</td>
<td>0.4212(0.50)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.4961(2.28)</td>
<td>0.4310(0.40)</td>
<td>0.01</td>
<td>0.4293(0.43)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.4932(1.66)</td>
<td>0.4455(0.47)</td>
<td>0.01</td>
<td>0.4462(0.38)</td>
<td>0.01</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.5154(1.13)</td>
<td>0.3986(0.64)</td>
<td>0.01</td>
<td>0.3934(0.53)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.5129(1.01)</td>
<td>0.4024(0.50)</td>
<td>0.01</td>
<td>0.3978(0.39)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.5157(1.07)</td>
<td>0.4038(0.28)</td>
<td>0.01</td>
<td>0.3999(0.25)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.5154(0.94)</td>
<td>0.4085(0.21)</td>
<td>0.01</td>
<td>0.4053(0.17)</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>0.5177(0.41)</td>
<td>0.3912(0.68)</td>
<td>0.01</td>
<td>0.3850(0.27)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.5184(0.34)</td>
<td>0.3939(0.42)</td>
<td>0.01</td>
<td>0.3892(0.20)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.5192(0.20)</td>
<td>0.3957(0.35)</td>
<td>0.01</td>
<td>0.3914(0.18)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.5193(0.16)</td>
<td>0.3992(0.23)</td>
<td>0.01</td>
<td>0.3956(0.14)</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Table B.8: The Average SEN, SPE and ACC for Scenario 4 ($\rho = 0$)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>SEN</th>
<th></th>
<th>SPE</th>
<th></th>
<th>ACC</th>
<th></th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\text{stNCM}_1$</td>
<td>$\text{DAC}_1$</td>
<td>$\text{DAC}_2$</td>
<td>$\text{stNCM}_1$</td>
<td>$\text{DAC}_1$</td>
<td>$\text{DAC}_2$</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.0674</td>
<td>0.0635</td>
<td>0.0594</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0674</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0304</td>
<td>0.0254</td>
<td>0.0258</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0304</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.0183</td>
<td>0.0164</td>
<td>0.0167</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0183</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.0075</td>
<td>0.0077</td>
<td>0.0078</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0075</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.0690</td>
<td>0.0746</td>
<td>0.0749</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0690</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0336</td>
<td>0.0353</td>
<td>0.0338</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0336</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.0220</td>
<td>0.0223</td>
<td>0.0224</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0220</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.0106</td>
<td>0.0109</td>
<td>0.0109</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0106</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>0.0795</td>
<td>0.0903</td>
<td>0.0905</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0795</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0382</td>
<td>0.0385</td>
<td>0.0363</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0382</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.0240</td>
<td>0.0236</td>
<td>0.0237</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0240</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.0114</td>
<td>0.0115</td>
<td>0.0116</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0114</td>
</tr>
</tbody>
</table>
Table B.9: The Average SEN, SPE and ACC for Scenario 4 ($\rho = 0.3$)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>SEN</th>
<th>SPE</th>
<th>ACC</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>stNCM$_1$</td>
<td>DAC$_1$</td>
<td>DAC$_2$</td>
<td>stNCM$_1$</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.0632</td>
<td>0.0791</td>
<td>0.0757</td>
<td>0/0</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.0263</td>
<td>0.0323</td>
<td>0.0327</td>
<td>0/0</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>0.0160</td>
<td>0.0168</td>
<td>0.0171</td>
<td>0/0</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>0.0065</td>
<td>0.0080</td>
<td>0.0081</td>
<td>0/0</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.0650</td>
<td>0.0731</td>
<td>0.0734</td>
<td>0/0</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.0313</td>
<td>0.0368</td>
<td>0.0369</td>
<td>0/0</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>0.0202</td>
<td>0.0257</td>
<td>0.0259</td>
<td>0/0</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>0.0096</td>
<td>0.0119</td>
<td>0.0120</td>
<td>0/0</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.0724</td>
<td>0.0862</td>
<td>0.0869</td>
<td>0/0</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.0326</td>
<td>0.0393</td>
<td>0.0395</td>
<td>0/0</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>0.0211</td>
<td>0.0239</td>
<td>0.0240</td>
<td>0/0</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>0.0103</td>
<td>0.0118</td>
<td>0.0118</td>
<td>0/0</td>
</tr>
</tbody>
</table>
Table B.10: The Average SEN, SPE and ACC for Scenario 4 ($p = 0.8$)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>SEN</th>
<th>SPE</th>
<th>ACC</th>
<th>Sig.</th>
<th>SEN</th>
<th>SPE</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\text{stNCM}_1$</td>
<td>DAC$_1$</td>
<td>DAC$_2$</td>
<td>$\text{stNCM}_1$</td>
<td>DAC$_1$</td>
<td>DAC$_2$</td>
<td>$\text{stNCM}_1$</td>
</tr>
<tr>
<td>50</td>
<td>0.1797</td>
<td>0.1227</td>
<td>0.1394</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.1797</td>
<td>0.1227</td>
</tr>
<tr>
<td>100</td>
<td>0.0341</td>
<td>0.0473</td>
<td>0.0548</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0341</td>
<td>0.0473</td>
</tr>
<tr>
<td>150</td>
<td>0.0231</td>
<td>0.0346</td>
<td>0.0434</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0231</td>
<td>0.0346</td>
</tr>
<tr>
<td>300</td>
<td>0.0067</td>
<td>0.0222</td>
<td>0.0304</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0067</td>
<td>0.0222</td>
</tr>
<tr>
<td>100</td>
<td>0.0683</td>
<td>0.0873</td>
<td>0.0797</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0683</td>
<td>0.0873</td>
</tr>
<tr>
<td>200</td>
<td>0.0266</td>
<td>0.0397</td>
<td>0.0437</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0266</td>
<td>0.0397</td>
</tr>
<tr>
<td>150</td>
<td>0.0162</td>
<td>0.0276</td>
<td>0.0310</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0162</td>
<td>0.0276</td>
</tr>
<tr>
<td>300</td>
<td>0.0064</td>
<td>0.0152</td>
<td>0.0180</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0064</td>
<td>0.0152</td>
</tr>
<tr>
<td>50</td>
<td>0.0708</td>
<td>0.0914</td>
<td>0.0967</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0708</td>
<td>0.0914</td>
</tr>
<tr>
<td>100</td>
<td>0.0323</td>
<td>0.0488</td>
<td>0.0524</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0323</td>
<td>0.0488</td>
</tr>
<tr>
<td>150</td>
<td>0.0210</td>
<td>0.0344</td>
<td>0.0378</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0210</td>
<td>0.0344</td>
</tr>
<tr>
<td>300</td>
<td>0.0102</td>
<td>0.0199</td>
<td>0.0226</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0.0102</td>
<td>0.0199</td>
</tr>
</tbody>
</table>
Table B.11: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 4

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>stNCM</th>
<th>DAC</th>
<th>Sig.</th>
<th>DAC</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.6392(7.05)</td>
<td>0.5687(4.80)</td>
<td>0.03</td>
<td>0.5848(4.86)</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.8031(11.48)</td>
<td>0.6515(5.39)</td>
<td>0.02</td>
<td>0.6743(5.65)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.8870(15.00)</td>
<td>0.6967(6.06)</td>
<td>0.02</td>
<td>0.7235(6.26)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.9513(13.70)</td>
<td>0.7237(5.58)</td>
<td>0.02</td>
<td>0.7709(4.88)</td>
<td>0.02</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.4235(3.16)</td>
<td>0.3893(3.08)</td>
<td>0.01</td>
<td>0.4024(2.92)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.4767(5.06)</td>
<td>0.4249(3.17)</td>
<td>0.01</td>
<td>0.4391(3.19)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.5142(4.82)</td>
<td>0.4551(2.59)</td>
<td>0.01</td>
<td>0.4683(2.40)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.5770(7.68)</td>
<td>0.4952(3.25)</td>
<td>0.01</td>
<td>0.5070(3.14)</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>0.3217(2.15)</td>
<td>0.2708(2.16)</td>
<td>0.03</td>
<td>0.2847(2.09)</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.3501(1.98)</td>
<td>0.2878(1.31)</td>
<td>0.03</td>
<td>0.3045(1.25)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.3773(2.10)</td>
<td>0.3033(1.53)</td>
<td>0.01</td>
<td>0.3196(1.57)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.4037(2.35)</td>
<td>0.3157(1.29)</td>
<td>0.01</td>
<td>0.3329(1.15)</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table B.12: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 4 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>stNCM</th>
<th>DAC</th>
<th>Sig.</th>
<th>DAC</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.6518(3.48)</td>
<td>0.5916(3.46)</td>
<td>0.03</td>
<td>0.5963(3.43)</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.6874(2.55)</td>
<td>0.6555(3.38)</td>
<td>0.02</td>
<td>0.6622(3.63)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.7089(2.07)</td>
<td>0.6907(3.17)</td>
<td>0.02</td>
<td>0.7005(3.33)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.7441(1.90)</td>
<td>0.7354(2.87)</td>
<td>0.02</td>
<td>0.7495(2.98)</td>
<td>0.02</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.5592(2.72)</td>
<td>0.4463(3.27)</td>
<td>0.02</td>
<td>0.4516(3.21)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.5899(2.79)</td>
<td>0.4789(2.76)</td>
<td>0.01</td>
<td>0.4843(2.84)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.6032(2.25)</td>
<td>0.5011(2.43)</td>
<td>0.01</td>
<td>0.5042(2.12)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.6341(1.75)</td>
<td>0.5363(2.10)</td>
<td>0.01</td>
<td>0.5382(2.11)</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>0.5089(2.30)</td>
<td>0.3202(2.07)</td>
<td>0.01</td>
<td>0.3279(2.03)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.5330(1.35)</td>
<td>0.3501(1.58)</td>
<td>0.01</td>
<td>0.3570(1.54)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.5387(1.16)</td>
<td>0.3597(1.34)</td>
<td>0.01</td>
<td>0.3669(1.33)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.5467(0.87)</td>
<td>0.3708(1.13)</td>
<td>0.01</td>
<td>0.3769(1.10)</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Table B.13: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 4 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>stNCM</th>
<th>DAC1</th>
<th>Sig.</th>
<th>DAC2</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>50</td>
<td>0.9628(3.11)</td>
<td>0.8785(2.30)</td>
<td>0.02</td>
<td>0.8653(1.60)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.9798(2.81)</td>
<td>0.9184(2.44)</td>
<td>0.01</td>
<td>0.8965(1.79)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.9834(2.49)</td>
<td>0.9659(3.56)</td>
<td>0.01</td>
<td>0.9378(2.47)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.9863(1.73)</td>
<td>1.1226(7.94)</td>
<td>0.01</td>
<td>1.1361(8.25)</td>
<td>0.01</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.9779(2.34)</td>
<td>0.8458(2.57)</td>
<td>0.01</td>
<td>0.8278(1.44)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.9785(2.06)</td>
<td>0.8679(2.50)</td>
<td>0.01</td>
<td>0.8490(1.08)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.9864(2.19)</td>
<td>0.8755(0.96)</td>
<td>0.01</td>
<td>0.8588(0.71)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.9903(1.89)</td>
<td>0.8937(1.33)</td>
<td>0.01</td>
<td>0.8774(0.59)</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>0.9880(0.79)</td>
<td>0.8316(1.94)</td>
<td>0.01</td>
<td>0.8129(0.89)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.9964(0.70)</td>
<td>0.8535(2.54)</td>
<td>0.01</td>
<td>0.8351(0.56)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>1.0009(0.33)</td>
<td>0.8651(2.22)</td>
<td>0.01</td>
<td>0.8460(0.49)</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.0050(0.24)</td>
<td>0.8836(1.78)</td>
<td>0.01</td>
<td>0.8633(0.47)</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table B.14: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 5

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>stNCM</th>
<th>DAC1</th>
<th>Sig.</th>
<th>DAC2</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>50</td>
<td>0.3531(2.33)</td>
<td>0.3165(1.67)</td>
<td>0.10</td>
<td>0.3122(0.93)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.3412(0.93)</td>
<td>0.3320(1.06)</td>
<td>0.10</td>
<td>0.3279(0.62)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.3990(2.11)</td>
<td>0.3445(1.01)</td>
<td>0.10</td>
<td>0.3387(0.53)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.4109(0.23)</td>
<td>0.3555(0.95)</td>
<td>0.10</td>
<td>0.3494(0.37)</td>
<td>0.10</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.2644(1.23)</td>
<td>0.2484(1.22)</td>
<td>0.10</td>
<td>0.2439(0.93)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.2745(1.37)</td>
<td>0.2630(1.57)</td>
<td>0.10</td>
<td>0.2561(0.73)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.2876(1.63)</td>
<td>0.2726(1.33)</td>
<td>0.10</td>
<td>0.2646(0.51)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.2854(1.09)</td>
<td>0.2833(0.73)</td>
<td>0.10</td>
<td>0.2749(0.32)</td>
<td>0.10</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>0.1950(0.80)</td>
<td>0.1839(1.38)</td>
<td>0.10</td>
<td>0.1785(0.95)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.2152(0.64)</td>
<td>0.1920(0.64)</td>
<td>0.10</td>
<td>0.1866(0.61)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.2322(0.57)</td>
<td>0.1990(0.66)</td>
<td>0.10</td>
<td>0.1942(0.47)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.2625(0.33)</td>
<td>0.2094(0.54)</td>
<td>0.10</td>
<td>0.2044(0.38)</td>
<td>0.10</td>
</tr>
</tbody>
</table>
Table B.15: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 5 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>stNCM</th>
<th>DAC1</th>
<th>Sig.</th>
<th>DAC2</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ρ = 0.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.3299(1.17)</td>
<td>0.3258(1.17)</td>
<td>0.10</td>
<td>0.3249(0.88)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.3450(0.97)</td>
<td>0.3429(1.45)</td>
<td>0.10</td>
<td>0.3396(0.59)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.3542(0.77)</td>
<td>0.3532(1.17)</td>
<td>0.10</td>
<td>0.3495(0.49)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.3652(0.79)</td>
<td>0.3647(0.93)</td>
<td>0.09</td>
<td>0.3607(0.31)</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.2807(1.19)</td>
<td>0.2591(1.56)</td>
<td>0.10</td>
<td>0.2566(0.92)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.2943(0.73)</td>
<td>0.2714(1.04)</td>
<td>0.10</td>
<td>0.2685(0.57)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.3039(0.67)</td>
<td>0.2852(1.58)</td>
<td>0.09</td>
<td>0.2786(0.50)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.3198(0.36)</td>
<td>0.2964(0.72)</td>
<td>0.07</td>
<td>0.2901(0.35)</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.2293(1.08)</td>
<td>0.1972(1.88)</td>
<td>0.10</td>
<td>0.1936(0.89)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.2476(0.74)</td>
<td>0.2057(0.61)</td>
<td>0.10</td>
<td>0.2043(0.60)</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.2576(0.63)</td>
<td>0.2140(0.58)</td>
<td>0.10</td>
<td>0.2122(0.55)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.2728(0.42)</td>
<td>0.2246(0.38)</td>
<td>0.07</td>
<td>0.2223(0.33)</td>
<td>0.08</td>
<td></td>
</tr>
</tbody>
</table>

Table B.16: The Average (standard error in %) of Frobenius Norm-based IRSE for Scenario 5 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>stNCM</th>
<th>DAC1</th>
<th>Sig.</th>
<th>DAC2</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ρ = 0.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.4619(1.91)</td>
<td>0.4087(0.69)</td>
<td>0.10</td>
<td>0.4114(0.56)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.4757(1.82)</td>
<td>0.4252(0.56)</td>
<td>0.10</td>
<td>0.4276(0.41)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.4829(1.85)</td>
<td>0.4330(0.38)</td>
<td>0.06</td>
<td>0.4357(0.33)</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.4841(1.94)</td>
<td>0.4399(0.32)</td>
<td>0.04</td>
<td>0.4424(0.18)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.4787(0.44)</td>
<td>0.3809(1.12)</td>
<td>0.10</td>
<td>0.3773(0.58)</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.4864(0.31)</td>
<td>0.3927(0.49)</td>
<td>0.04</td>
<td>0.3917(0.40)</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.4925(0.26)</td>
<td>0.4005(0.45)</td>
<td>0.03</td>
<td>0.3993(0.34)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.4931(0.17)</td>
<td>0.4083(0.26)</td>
<td>0.02</td>
<td>0.4075(0.23)</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.4613(0.43)</td>
<td>0.3700(0.47)</td>
<td>0.08</td>
<td>0.3692(0.43)</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.4698(0.29)</td>
<td>0.3782(0.33)</td>
<td>0.03</td>
<td>0.3770(0.30)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.4758(0.22)</td>
<td>0.3853(0.30)</td>
<td>0.03</td>
<td>0.3837(0.28)</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.4768(0.16)</td>
<td>0.3869(0.20)</td>
<td>0.01</td>
<td>0.3851(0.18)</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>$p$</td>
<td>SEN</td>
<td>SPE</td>
<td>ACC</td>
<td>Sig.</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.4023</td>
<td>0.5510</td>
<td>0.5693</td>
<td>0.8623</td>
<td>0.9708</td>
<td>0.7831</td>
</tr>
<tr>
<td>100</td>
<td>0.2884</td>
<td>0.4884</td>
<td>0.5112</td>
<td>0.9841</td>
<td>0.9860</td>
<td>0.9860</td>
</tr>
<tr>
<td>150</td>
<td>0.3499</td>
<td>0.4502</td>
<td>0.4729</td>
<td>0.8826</td>
<td>0.9903</td>
<td>0.9906</td>
</tr>
<tr>
<td>300</td>
<td>0.1601</td>
<td>0.3840</td>
<td>0.4145</td>
<td>0.9996</td>
<td>0.9960</td>
<td>0.9957</td>
</tr>
<tr>
<td>200</td>
<td>0.4546</td>
<td>0.7438</td>
<td>0.7678</td>
<td>0.8971</td>
<td>0.9710</td>
<td>0.9690</td>
</tr>
<tr>
<td>100</td>
<td>0.3963</td>
<td>0.6946</td>
<td>0.7182</td>
<td>0.9334</td>
<td>0.9840</td>
<td>0.9830</td>
</tr>
<tr>
<td>150</td>
<td>0.3755</td>
<td>0.6764</td>
<td>0.6911</td>
<td>0.9324</td>
<td>0.9876</td>
<td>0.9890</td>
</tr>
<tr>
<td>300</td>
<td>0.3344</td>
<td>0.6220</td>
<td>0.6449</td>
<td>0.9716</td>
<td>0.9944</td>
<td>0.9945</td>
</tr>
<tr>
<td>500</td>
<td>0.5612</td>
<td>0.9022</td>
<td>0.9073</td>
<td>0.9144</td>
<td>0.9620</td>
<td>0.9635</td>
</tr>
<tr>
<td>100</td>
<td>0.4909</td>
<td>0.8752</td>
<td>0.8817</td>
<td>0.9226</td>
<td>0.9794</td>
<td>0.9811</td>
</tr>
<tr>
<td>150</td>
<td>0.4548</td>
<td>0.8578</td>
<td>0.8643</td>
<td>0.9214</td>
<td>0.9862</td>
<td>0.9875</td>
</tr>
<tr>
<td>300</td>
<td>0.4027</td>
<td>0.8203</td>
<td>0.8275</td>
<td>0.9212</td>
<td>0.9930</td>
<td>0.9938</td>
</tr>
</tbody>
</table>
Table B.18: The Average SEN, SPE and ACC for Scenario 5 (\(p = 0.3\))

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>SEN</th>
<th>SPE</th>
<th>ACC</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(n_{NCM1})</td>
<td>(DAC_1)</td>
<td>(DAC_2)</td>
<td>(n_{NCM1})</td>
</tr>
<tr>
<td>50</td>
<td>0.3465</td>
<td>0.5466</td>
<td>0.5687</td>
<td>0.9601</td>
<td>0.9619</td>
</tr>
<tr>
<td>100</td>
<td>0.2800</td>
<td>0.4947</td>
<td>0.5143</td>
<td>0.9976</td>
<td>0.9804</td>
</tr>
<tr>
<td>150</td>
<td>0.2583</td>
<td>0.4653</td>
<td>0.4889</td>
<td>0.9986</td>
<td>0.9860</td>
</tr>
<tr>
<td>300</td>
<td>0.2223</td>
<td>0.3984</td>
<td>0.4193</td>
<td>0.9992</td>
<td>0.9936</td>
</tr>
<tr>
<td>50</td>
<td>0.4842</td>
<td>0.7550</td>
<td>0.7680</td>
<td>0.9901</td>
<td>0.9515</td>
</tr>
<tr>
<td>100</td>
<td>0.4322</td>
<td>0.6689</td>
<td>0.7175</td>
<td>0.9966</td>
<td>0.9843</td>
</tr>
<tr>
<td>150</td>
<td>0.4149</td>
<td>0.6633</td>
<td>0.6969</td>
<td>0.9976</td>
<td>0.9847</td>
</tr>
<tr>
<td>300</td>
<td>0.3719</td>
<td>0.6091</td>
<td>0.6441</td>
<td>0.9990</td>
<td>0.9926</td>
</tr>
<tr>
<td>50</td>
<td>0.6473</td>
<td>0.9028</td>
<td>0.9068</td>
<td>0.9880</td>
<td>0.9300</td>
</tr>
<tr>
<td>100</td>
<td>0.6145</td>
<td>0.8657</td>
<td>0.8787</td>
<td>0.9966</td>
<td>0.9704</td>
</tr>
<tr>
<td>150</td>
<td>0.5970</td>
<td>0.8451</td>
<td>0.8639</td>
<td>0.9981</td>
<td>0.9811</td>
</tr>
<tr>
<td>300</td>
<td>0.5605</td>
<td>0.8120</td>
<td>0.8255</td>
<td>0.9991</td>
<td>0.9892</td>
</tr>
</tbody>
</table>
Table B.19: The Average SEN, SPE and ACC for Scenario 5 ($p = 0.8$)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>SEN</th>
<th>SPE</th>
<th>ACC</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$n_{NCM}$</td>
<td>DAC1</td>
<td>DAC2</td>
<td>$n_{NCM}$</td>
</tr>
<tr>
<td>50</td>
<td>0.3833</td>
<td>0.5765</td>
<td>0.6101</td>
<td>0.8805</td>
<td>0.8972</td>
</tr>
<tr>
<td>100</td>
<td>0.2988</td>
<td>0.5250</td>
<td>0.5195</td>
<td>0.9439</td>
<td>0.9366</td>
</tr>
<tr>
<td>150</td>
<td>0.2841</td>
<td>0.4609</td>
<td>0.4713</td>
<td>0.9430</td>
<td>0.9636</td>
</tr>
<tr>
<td>300</td>
<td>0.2301</td>
<td>0.3535</td>
<td>0.3871</td>
<td>0.9717</td>
<td>0.9873</td>
</tr>
<tr>
<td>50</td>
<td>0.4036</td>
<td>0.7544</td>
<td>0.7542</td>
<td>0.9776</td>
<td>0.8645</td>
</tr>
<tr>
<td>100</td>
<td>0.3471</td>
<td>0.6666</td>
<td>0.6896</td>
<td>0.9967</td>
<td>0.9451</td>
</tr>
<tr>
<td>150</td>
<td>0.3342</td>
<td>0.6243</td>
<td>0.6237</td>
<td>0.9979</td>
<td>0.9634</td>
</tr>
<tr>
<td>300</td>
<td>0.3096</td>
<td>0.5409</td>
<td>0.5669</td>
<td>0.9992</td>
<td>0.9859</td>
</tr>
<tr>
<td>50</td>
<td>0.5676</td>
<td>0.8829</td>
<td>0.8794</td>
<td>0.9757</td>
<td>0.8670</td>
</tr>
<tr>
<td>100</td>
<td>0.5253</td>
<td>0.8144</td>
<td>0.8217</td>
<td>0.9940</td>
<td>0.9509</td>
</tr>
<tr>
<td>150</td>
<td>0.5123</td>
<td>0.7839</td>
<td>0.7928</td>
<td>0.9968</td>
<td>0.9687</td>
</tr>
<tr>
<td>300</td>
<td>0.4905</td>
<td>0.7426</td>
<td>0.7526</td>
<td>0.9986</td>
<td>0.9820</td>
</tr>
<tr>
<td>$n$</td>
<td>$p$</td>
<td>$st_{NCM_1}$</td>
<td>DAC$_1$</td>
<td>Sig.</td>
<td>DAC$_2$</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-------------</td>
<td>--------</td>
<td>------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\rho = 0$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>1.2162(11.74)</td>
<td>0.8466(5.58)</td>
<td>0.10</td>
<td>0.8525(4.35)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.0491(10.92)</td>
<td>0.9348(4.75)</td>
<td>0.10</td>
<td>0.9399(3.69)</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>1.8601(29.22)</td>
<td>0.9826(3.90)</td>
<td>0.10</td>
<td>0.9861(2.78)</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>1.148(2.16)</td>
<td>1.0229(3.11)</td>
<td>0.10</td>
<td>1.0219(2.68)</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>0.8304(8.13)</td>
<td>0.6727(4.18)</td>
<td>0.10</td>
<td>0.6686(3.90)</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>0.948(14.28)</td>
<td>0.7485(4.24)</td>
<td>0.10</td>
<td>0.7439(3.74)</td>
</tr>
<tr>
<td>150</td>
<td>200</td>
<td>1.1196(21.36)</td>
<td>0.7878(3.13)</td>
<td>0.10</td>
<td>0.7823(2.96)</td>
</tr>
<tr>
<td>300</td>
<td>200</td>
<td>1.094(20.72)</td>
<td>0.8352(3.06)</td>
<td>0.10</td>
<td>0.8268(2.35)</td>
</tr>
<tr>
<td>50</td>
<td>500</td>
<td>0.6042(3.16)</td>
<td>0.4904(3.50)</td>
<td>0.10</td>
<td>0.4886(3.01)</td>
</tr>
<tr>
<td>100</td>
<td>500</td>
<td>0.7708(2.91)</td>
<td>0.5407(2.96)</td>
<td>0.10</td>
<td>0.5381(2.85)</td>
</tr>
<tr>
<td>150</td>
<td>500</td>
<td>0.9308(2.97)</td>
<td>0.5795(2.75)</td>
<td>0.10</td>
<td>0.5779(2.61)</td>
</tr>
<tr>
<td>300</td>
<td>500</td>
<td>1.3403(3.26)</td>
<td>0.6186(2.22)</td>
<td>0.10</td>
<td>0.6147(2.08)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$st_{NCM_1}$</th>
<th>DAC$_1$</th>
<th>Sig.</th>
<th>DAC$_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\rho = 0.3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.9350(7.80)</td>
<td>0.8843(4.18)</td>
<td>0.10</td>
<td>0.8935(3.94)</td>
<td>0.10</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.9888(3.71)</td>
<td>0.9802(4.53)</td>
<td>0.10</td>
<td>0.9835(3.47)</td>
<td>0.10</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>1.0266(2.78)</td>
<td>1.0203(3.62)</td>
<td>0.10</td>
<td>1.0222(2.91)</td>
<td>0.10</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>1.0671(5.54)</td>
<td>1.0569(2.59)</td>
<td>0.09</td>
<td>1.0581(2.34)</td>
<td>0.09</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>0.7887(3.92)</td>
<td>0.7079(4.50)</td>
<td>0.10</td>
<td>0.7096(4.03)</td>
<td>0.10</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>0.8632(3.29)</td>
<td>0.7823(3.58)</td>
<td>0.10</td>
<td>0.7816(3.16)</td>
<td>0.10</td>
</tr>
<tr>
<td>150</td>
<td>200</td>
<td>0.9086(2.72)</td>
<td>0.8351(3.54)</td>
<td>0.09</td>
<td>0.8322(3.11)</td>
<td>0.10</td>
</tr>
<tr>
<td>300</td>
<td>200</td>
<td>0.9545(1.98)</td>
<td>0.8814(3.18)</td>
<td>0.07</td>
<td>0.8735(2.50)</td>
<td>0.07</td>
</tr>
<tr>
<td>50</td>
<td>500</td>
<td>0.6627(3.29)</td>
<td>0.5355(4.25)</td>
<td>0.10</td>
<td>0.5373(3.64)</td>
<td>0.10</td>
</tr>
<tr>
<td>100</td>
<td>500</td>
<td>0.7451(2.77)</td>
<td>0.5898(2.60)</td>
<td>0.10</td>
<td>0.5928(2.56)</td>
<td>0.09</td>
</tr>
<tr>
<td>150</td>
<td>500</td>
<td>0.7896(2.23)</td>
<td>0.6284(2.71)</td>
<td>0.10</td>
<td>0.6316(2.74)</td>
<td>0.10</td>
</tr>
<tr>
<td>300</td>
<td>500</td>
<td>0.8361(1.97)</td>
<td>0.6737(2.47)</td>
<td>0.07</td>
<td>0.6733(2.29)</td>
<td>0.08</td>
</tr>
</tbody>
</table>
Table B.22: The Average (standard error in %) of Spectral Norm-based IRSE for Scenario 5 (continued)

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>$\sigma_{NCM_1}$</th>
<th>DAC$_1$</th>
<th>Sig.</th>
<th>DAC$_2$</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>50</td>
<td>1.1946(4.58)</td>
<td>1.0905(3.03)</td>
<td>0.10</td>
<td>1.0966(2.78)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1.2773(4.40)</td>
<td>1.1765(2.42)</td>
<td>0.10</td>
<td>1.1826(2.22)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>1.3022(4.41)</td>
<td>1.2054(1.76)</td>
<td>0.06</td>
<td>1.2109(1.63)</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.3283(10.18)</td>
<td>1.2244(1.33)</td>
<td>0.04</td>
<td>1.2304(1.08)</td>
<td>0.03</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>1.2322(1.28)</td>
<td>1.0299(4.85)</td>
<td>0.10</td>
<td>1.0174(2.95)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1.2963(0.96)</td>
<td>1.1032(2.41)</td>
<td>0.04</td>
<td>1.0953(2.18)</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>1.3130(0.57)</td>
<td>1.1431(3.23)</td>
<td>0.03</td>
<td>1.1322(1.56)</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.3186(0.47)</td>
<td>1.1670(1.22)</td>
<td>0.02</td>
<td>1.1583(1.27)</td>
<td>0.01</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>1.1894(1.46)</td>
<td>0.9990(2.01)</td>
<td>0.08</td>
<td>0.9921(2.04)</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1.2546(1.04)</td>
<td>1.0667(1.60)</td>
<td>0.03</td>
<td>1.0555(1.70)</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>1.2763(0.69)</td>
<td>1.1048(1.37)</td>
<td>0.03</td>
<td>1.0917(1.35)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.2839(0.62)</td>
<td>1.1243(1.18)</td>
<td>0.01</td>
<td>1.1089(1.06)</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Appendix C

Proofs and Results of Chapter 5

C.1 Technical Details for AR\((p)\), MA\((q)\) and ARMA\((p,q)\) Processes

To prove Theorem 5.1, we need the following lemma

**Lemma C.1.** If multivariate variable \(x \sim N_p(\mu, \Sigma)\), then the entropy of \(x\), denoted as \(h(x)\), is
\[
h(x) = \frac{1}{2} \log \left( (2\pi e)^p |\Sigma| \right).
\]

**Proof.** By the definition of continuous entropy, we have
\[
h(x) = -\int_{\mathbb{R}^p} f(x) \log(f(x)) \, dx,
\]
\[
= \frac{p}{2} \log(2\pi) + \frac{1}{2} \log(|\Sigma|) + \frac{1}{2} \mathbb{E} \left[ (x - \mu)^T \Sigma^{-1} (x - \mu) \right],
\]
\[
= \frac{1}{2} \log \left( (2\pi e)^p |\Sigma| \right),
\]
this completes the proof. \(\square\)

Let \(\Sigma_m, \Sigma_{11; ms}, \Sigma_{22; ms}\) represent the auto-covariance matrices of vectors \(x^{(m+1)}\), \(x^{(m+1-s)}\) and \(x^{(s)}\) respectively, \(\Sigma_{12; ms}\) is the covariance matrix between \(x^{(m+1-s)}\) and \(x^{(s)}\), i.e.,

\[
\Sigma_m = \begin{bmatrix}
\gamma_0 & \gamma_1 & \cdots & \gamma_m \\
\gamma_1 & \gamma_0 & \cdots & \gamma_{m-1} \\
\gamma_2 & \gamma_1 & \cdots & \gamma_{m-2} \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_m & \gamma_{m-1} & \cdots & \gamma_0
\end{bmatrix}, \quad \Sigma_{11; ms} = \begin{bmatrix}
\gamma_0 & \gamma_1 & \cdots & \gamma_{m-s} \\
\gamma_1 & \gamma_0 & \cdots & \gamma_{m-s-1} \\
\gamma_2 & \gamma_1 & \cdots & \gamma_{m-s-2} \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_{m-s} & \gamma_{m-s-1} & \cdots & \gamma_0
\end{bmatrix};
\]
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and

\[ \Sigma_{22;ms} = \begin{bmatrix} \gamma_0 & \gamma_1 & \cdots & \gamma_{s-1} \\ \gamma_1 & \gamma_0 & \cdots & \gamma_{s-2} \\ \vdots & \vdots & \ddots & \vdots \\ \gamma_{s-1} & \gamma_{s-2} & \cdots & \gamma_0 \end{bmatrix}, \quad \Sigma_{12;ms} = \begin{bmatrix} \gamma_{m-s+1} & \gamma_{m-s+2} & \cdots & \gamma_m \\ \gamma_m & \cdots & \gamma_{m-1} \\ \vdots & \vdots & \ddots & \vdots \\ \gamma_1 & \gamma_2 & \cdots & \gamma_s \end{bmatrix}. \]

For simplicity, we have

\[ \Sigma_m = \begin{bmatrix} \Sigma_{11;ms} & \Sigma_{12;ms} \\ \Sigma_{21;ms} & \Sigma_{22;ms} \end{bmatrix}, \]

we also notice that \( R_m = \gamma_0^{-1}\Sigma_m, R_{11;ms} = \gamma_0^{-1}\Sigma_{11;ms}, R_{12;ms} = \gamma_0^{-1}\Sigma_{12;ms}, R_{22;ms} = \gamma_0^{-1}\Sigma_{22;ms} \). Based on these facts, we now prove Proposition 5.1.

**Proof of Proposition 5.1.** Since \( \varepsilon_i \) is the Gaussian white noise, the distribution of \( x^{(m+1)}, x^{(m+1-s)} \) and \( x^{(s)} \) are multivariate Gaussian with covariance matrices \( \Sigma_m, \Sigma_{11;ms}, \Sigma_{22;ms} \) respectively. By Lemma C.1, we can obtain the following results: \( h(x^{(m+1)}) = 2^{-1} \log \left( (2\pi e)^{m+1} |\Sigma_m| \right) \), \( h(x^{(s)}) = 2^{-1} \log \left( (2\pi e)^s |\Sigma_{22;ms}| \right) \) and \( h(x^{(m+1-s)}) = 2^{-1} \log \left( (2\pi e)^{m+1-s} |\Sigma_{11;ms}| \right) \). The relative entropy can be expressed as

\[
\mathcal{I}_s(x^{(m+1)}) = R\text{IEn}_s = \int_{\mathbb{R}^{m+1}} f(x^{(m+1)}) \log \left( \frac{f(x^{(m+1)})}{g(x^{(m+1-s)})} \right) dx^{(m+1)},
\]

\[
= \frac{1}{2} \log \left( \frac{|R_{11;ms}|}{|R_{22;ms}|} \right), \quad 1 \leq s \leq m, \quad m \geq 1.
\]

By the Yule-Walker equations,

\[
\begin{pmatrix} \rho_1 \\ \rho_2 \\ \vdots \\ \rho_p \end{pmatrix} = \begin{pmatrix} 1 & \rho_1 & \cdots & \rho_{p-1} \\ \rho_1 & 1 & \cdots & \rho_{p-2} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{p-1} & \rho_{p-2} & \cdots & 1 \end{pmatrix} \begin{pmatrix} \phi_1 \\ \phi_2 \\ \vdots \\ \phi_p \end{pmatrix},
\]

the autocorrelation \( \rho_i, i = 1, 2, \ldots, \infty \) are totally determined by coefficient \( \phi_k, k = 1, \ldots, p \). Hence, \( \mathcal{I}_s(x^{(m+1)}) \) is a function of \( \phi_k, k = 1, \ldots, p \). As \( \{x_i\} \) and \( \{\varepsilon_i\} \) are independent, the autocorrelation function of \( \{x_i\} \) is independent of \( \sigma \) which implies \( \mathcal{I}_s(x^{(m+1)}) \) is independent of \( \sigma \) as well which completes the proof. \( \square \)
Proof of Proposition 5.3. First, when $m = p$, we prove that

$$ I_1 (x^{(m+1)}) = -\frac{1}{2} \log \left( 1 - \sum_{k=1}^{p} \phi_k \rho_k \right). $$

Next, we prove it still holds when $m > p$.

Note that the $I_s(x^{(m+1)})$ relates to the determinant of block matrix, we introduce a general result of determinant of block matrix below. For any block matrix

$$ M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}, $$

if matrix $A$ is invertible, we have $|M| = |D - CA^{-1}B| |A|$. Applying this result to relative entropy when $s = 1$, we have

$$ I_1 (x^{(m+1)}) = \frac{1}{2} \log \left( \frac{|R_{11:p1}| |R_{22:p1}|}{|R_p|} \right), $$

where $R_{21:p1} = (\rho_p, \ldots, \rho_1)$, $R_{12:p1} = R_{21:p1}^T$ and

$$ R_{11:p1} = \Psi_p = \begin{bmatrix} 1 & \rho_1 & \rho_2 & \cdots & \rho_{p-1} \\ \rho_1 & 1 & \rho_2 & \cdots & \rho_{p-2} \\ \rho_2 & \rho_1 & 1 & \cdots & \rho_{p-3} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \rho_{p-1} & \rho_{p-2} & \rho_{p-3} & \cdots & 1 \end{bmatrix}. $$

Let $\rho_p = (\rho_1, \ldots, \rho_p)^T = PR_{21:p1}^T$, where $P$ is permutation matrix, i.e.,

$$ P = \begin{bmatrix} 0 & \cdots & 0 & 1 \\ 0 & \cdots & 1 & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 1 & \cdots & 0 & 0 \end{bmatrix}, $$

then $R_{21:p1}R_{11:p1}^{-1}R_{12:p1} = \rho_p^T(PR_{11:p1}^{-1}P)\rho_p$. The term $(PR_{11:p1}^{-1}P)$ means that we apply the same permutation $P$ twice to $R_{11:p1}^{-1}$, so $(PR_{11:p1}^{-1}P) = R_{11:p1}^{-1}$. Denote $\Phi_p = (\phi_1, \ldots, \phi_p)^T$, then the matrix form of Yule-Walker equation is
\( \rho_p = R_{11:p} \Phi_p \), finally we have

\[
R_{21:p} R_{11:p}^{-1} R_{12:p} = \rho_p^T R_{11:p}^{-1} \rho_p = \rho_p^T \Phi_p = \sum_{k=1}^{p} \rho_k \hat{\phi}_k,
\]

which completes the proof when \( m = p \).

When \( m > p \), denote \( \rho_{m-p} = (\rho_{p+1}, \ldots, \rho_m)^T \), then \( R_{21:m} = (\rho_{m}, \ldots, \rho_1) = P(\rho_p^T, \rho_{m-p}^T)^T \). Similarly, we still have

\[
R_{21:m} R_{11:m}^{-1} R_{12:m} = (\rho_p^T, \rho_{m-p}^T) P R_{11:m}^{-1} P(\rho_p^T, \rho_{m-p}^T)^T
= (\rho_p^T, \rho_{m-p}^T) R_{11:m}^{-1} (\rho_p^T, \rho_{m-p}^T)^T.
\]

Now \( R_{11:m} \) is \( m \times m \) size symmetric matrix. We divide it into four blocks, i.e.,

\[
R_{11:m} = \begin{bmatrix}
\Psi_p & \Psi_{12} \\
\Psi_{21} & \Psi_{22}
\end{bmatrix},
\]

where

\[
\Psi_{12} = \Psi_{21}^T = \begin{bmatrix}
\rho_p & \cdots & \rho_{m-1} \\
\rho_{p-1} & \cdots & \rho_{m-2} \\
\vdots & \vdots & \vdots \\
\rho_1 & \cdots & \rho_{m-p}
\end{bmatrix}, \Psi_{22} = \begin{bmatrix}
1 & \rho_1 & \cdots & \rho_{m-p-1} \\
\rho_1 & 1 & \cdots & \rho_{m-p-2} \\
\vdots & \vdots & \vdots & \vdots \\
\rho_{m-p-1} & \rho_{m-p-2} & \cdots & 1
\end{bmatrix}.
\]

Since \( AR(p) \) is stationary, then \( R_{11:m} \) is invertible. Let \( S = (\Psi_{22} - \Psi_{21} \Psi_p^{-1} \Psi_{12})^{-1} \), the inverse of \( R_{11:m} \) is

\[
R_{11:m}^{-1} = \begin{bmatrix}
\Psi_p^{-1} + \Psi_p^{-1} \Psi_{12} S \Psi_{21} \Psi_p^{-1} - \Psi_p^{-1} \Psi_{12} S & -S \Psi_{21} \Psi_p^{-1} \\
-S \Psi_{21} \Psi_p^{-1} & S
\end{bmatrix},
\]

therefore

\[
R_{21:m} R_{11:m}^{-1} R_{12:m} = (\rho_p^T, \rho_{m-p}^T) R_{11:m}^{-1} (\rho_p^T, \rho_{m-p}^T)^T,
= \rho_p^T \Psi_p^{-1} \rho_p + \rho_p^T \Psi_p^{-1} \Psi_{12} S \Psi_{21} \Psi_p^{-1} \rho_p - \rho_{m-p}^T S \Psi_{21} \Psi_p^{-1} \rho_p - \rho_{m-p}^T \Psi_p^{-1} \Psi_{12} S \rho_{m-p} + \rho_{m-p}^T S \rho_{m-p},
= \rho_p^T \Psi_p^{-1} \rho_p + \left( \rho_p^T \Psi_p^{-1} \Psi_{12} - \rho_{m-p}^T S \Psi_{21} \Psi_p^{-1} \rho_p - \rho_{m-p} \right),
= \rho_p^T \Psi_p^{-1} \rho_p + \left( \Phi_p^T \Psi_{12} - \rho_{m-p}^T S \Psi_{21} \Phi_p - \rho_{m-p} \right).
\]

By Yule-Walker equation, it is easy to verify that \( \Phi_p^T \Psi_{12} - \rho_{m-p}^T = 0 \). Combining
the previous result $\mathbf{p}_p^T \Psi_p^{-1} \mathbf{p}_p = \sum_{k=1}^p p_k \phi_k$, we finally complete the whole proof.

Proof of Proposition 5.4. Since $\{x_i\}$ is stationary moving average process and $\varepsilon_i, i = 1, 2, \ldots$ are i.i.d., the auto-covariance function of $\{x_i\}$ can be expressed as

$$
\gamma_r = \begin{cases} 
\sigma^2 \sum_{j=0}^{q-|r|} \theta_j \theta_{j+|r|} & \text{if } |r| \leq q. \\
0 & \text{if } |r| > q.
\end{cases}
$$

$$
\rho_r = \begin{cases} 
\sum_{j=0}^{q-|r|} \theta_j \theta_{j+|r|} / \sum_{j=0}^{q} \theta_j^2 & \text{if } |r| \leq q. \\
0 & \text{if } |r| > q.
\end{cases}
$$

where $\theta_0 = 1$. By the similar discussion in Proposition 5.1’s proof, equation (5.10) immediately holds. Furthermore, using the block matrix inversion manipulation in the proof of Proposition 5.3, one can verify that when $s = 1$ and $m \geq q_1$

$$
I_s(\mathbf{x}^{(m+1)}) = -2^{-1} \log(1 - R_{12; q_1}^1 (P_{11; q_1}^1)^{-1} R_{21; q_1}^1).
$$

This completes the proof.

Proof of Proposition 5.5. Using the characteristic polynomial, the ARMA($p, q$) process can be expressed as

$$
\phi(L)x_i = \theta(L)\varepsilon_i, \quad \text{or } x_i = \psi(L)\varepsilon_i,
$$

where $\psi(L) = \phi(L) / \theta(L)$. If ARMA($p, q$) process is stationary, by Wold representation (Wold, 1948), we have $\psi(L) = \sum_{j=0}^\infty \psi_j L^j$. Then $\gamma_0 = \sigma^2 \sum_{j=0}^\infty \psi_j < \infty$. It is easy to verify that

$$
\rho_r - \phi_1 \rho_{r-1} - \cdots - \phi_p \rho_{r-p} = 0, \quad \text{for } r \geq \max(p, q+1),
$$

$$
\rho_r - \phi_1 \rho_{r-1} - \cdots - \phi_p \rho_{r-p} = c_r / \sum_{j=0}^\infty \psi_j, \quad \text{for } 0 \leq r < \max(p, q+1),
$$

where $c_r = \theta_r \psi_0 + \theta_{r+1} \psi_1 + \cdots + \theta_q \psi_{q-r}$. By the similar discussion in Proposition 5.1’s proof, Proposition 5.5 immediately holds which completes the proof.

C.2 Lag Order Selection and Proof

Figure C.1 shows the results of the first time series in Case 2.

Proof of Theorem 5.1. The proof is based on the proofs of Vieu (1995) and Shao (1997). First, we construct a new equation $\sigma^2_\lambda(m) = \hat{\sigma}^2_\lambda(m) [1 + \lambda_n(m, \hat{\theta}_m)]$, where $\lambda_n(m, \hat{\theta}_m) = v(m, \hat{\theta}_m) \log(n)/n$. We can regard $\lambda_n(m, \hat{\theta}_m)$ as a penalty part in $\sigma^2_\lambda(m)$, when $\lambda_n(m, \hat{\theta}_m) \to 0$, minimizing $BIC(m)$ is equivalent to minimizing $\sigma^2_\lambda(m)$ based on the fact that $\log(1+x) \approx x$ as $x \to 0$. This proof skill is frequently adopted in discussion of BIC or AIC consistency, see, for example, Shibata (1981,
Figure C.1: Relative Entropy against Lag Order for Different Bandwidths

p. 46), Vieu (1995, p. 314) and Shao (1997, p. 232). Therefore, the sketch of our proof can be summarized into the following two steps: (1) We need to discuss the consistency of lag order selected via \( \hat{\sigma}_e^2(m) \); (2) We extend the result to the penalty version \( \sigma^2_{\lambda}(m) \) with controlling \( \lambda_n(m, \hat{h}_m) \to 0 \) in an appropriate rate. This proof is very similar to that in lag order selection (Vieu, 1995) except the definitions of \( \hat{\sigma}_e^2(m) \) and \( \lambda_n(m, \hat{h}_m) \). Next, we introduce the conditions used in our proof.

(C11) The time series \( \{X_i\}_{i \in \mathbb{N}} \) is \( \alpha \)-mixing, the mixing coefficient \( \alpha(n) \) satisfies:
\[ \exists s > 0, \exists 0 < t < 1, \forall n \geq 1, \alpha(n) \leq st^n. \]

(C12) For each \( 1 \leq m < M \), there exists the nonlinear autoregression functions such that
\[ x_{i+m} = \mathbf{f}(X_{i}^{(m)}) + \varepsilon_{i,m}, \]
where \( X_{i}^{(m)} \) is independent of \( \varepsilon_{i,m} \) and \( \varepsilon_{i,m}, i = 1, \ldots, n \) are noise with mean zero.

(C13) The unknown function \( \mathbf{f} \) has second-order continuous derivation.

(C14) \( \forall q \geq 1, \exists M_q \) such that for any \( i, \mathbb{E}|X_i|^q \leq M_q < \infty \).

(C15) Given \( m \), for some \( 0 < \gamma_m < \infty \) and some \( 0 < \eta_m < 1/(4 + m) \), the bandwidth satisfies:
\[ h_* \in \mathcal{H}_{n,m} = \left[ \gamma_m^{-1} n^{-\eta_m - 1/(4 + m)}, \gamma_m n^{\eta_m - 1/(4 + m)} \right]. \]
(C16) $\lambda_n(m, \hat{h}_m)$ is of order $\log(n)/(n(h_*)^m)$.

(C17) $m$ could be arbitrary large but has an upper bound $M$.

Conditions (C11)–(C16) are quoted from Vieu (1995, pp. 310–311) with appropriate adjustments for our circumstance. Condition (C17) controls the upper bound $M$ to coordinate the proof of RlEn in Appendix C.3. Given lag order $m, 1 \leq m \leq M$ and the underlying lag order $m_0$, we define the distance between \( \hat{\mathcal{S}}(X^{(m_0)}_i) \) and \( \hat{\mathcal{S}}(X^{(m)}_i, h_*) \) by

$$
\sigma^2_0(m, h_*) = \frac{1}{N - \max(m, m_0)} \sum_{i=1}^{\max(m, m_0)} \left[ \hat{\mathcal{S}} \left( X^{(m_0)}_i \right) - \hat{\mathcal{S}} \left( X^{(m)}_i, h_* \right) \right]^2.
$$

Furthermore, let $\sigma^2_0(m) = \inf_{h_* \in \mathcal{H}_n} \sigma^2_0(m, h_*)$, we have

**Lemma C.2.** Given Conditions (C11)–(C15), Assumption 1 and Assumption 2, the nonlinear autoregression process (5.14) has underlying lag order $m_0$ and $m_0 \in \{1, \ldots, M\}$, then we have

(a) $\sigma^2_0(m_0) \to 0$, a.e.,

(b) For $1 \leq m < m_0$, there exists real positive constant $c_m > 0$ such that

$$
\hat{\sigma}^2(m) - \hat{\sigma}^2(m_0) \geq c_m, \quad \text{a.s.,}
$$

(c) For $m_0 < m \leq M$, $\exists c_0 > 0$ s.t. $\hat{\sigma}^2(m_0) - c_0 \geq 0$, a.s. and

$$
\frac{\hat{\sigma}^2(m) - c_0}{\hat{\sigma}^2(m_0) - c_0} \to +\infty, \quad \text{a.s.}
$$

**Proof of Lemma C.2.** This proof employs the same techniques used in Lemma 1, Lemma 2 and Theorem 3 in Vieu (1995). It can be regarded as a special case of Vieu (1995) except the upper bound $M$. Give $m, n = N - m$, the average square predict error of nonlinear autoregression is defined as

$$
\sigma^2(m, h_*) = \frac{1}{n} \sum_{i=1}^{n} \left[ \hat{\mathcal{S}} \left( X^{(m)}_i \right) - \hat{\mathcal{S}} \left( X^{(m)}_i, h_* \right) \right]^2.
$$

Under Assumptions 1 and 2, we can rewrite the average square predict error (e.g., Li & Racine, 2007, pp. 83–85) as

$$
\sigma^2(m, h_*) = \alpha_1 m + \alpha_2 m h_*^4 + o \left( \frac{1}{nh_*^4} + h_*^4 \right), \quad \text{a.s.,} \quad \text{(C.1)}
$$

where $\alpha_1$ and $\alpha_2$ are constant. We can easily obtain the optimal bandwidth if
we minimize the first two leading terms in equation (C.1), denoted as
\[
\hat{h}_m = \left( \frac{4\alpha_{2m}}{\alpha_{1m}} \right)^{-\frac{1}{4+m}}.
\]

Finally, we get
\[
\sigma^2(m) = \inf_{h_* \in \mathcal{H}_{n,m}} \sigma^2(m, h_*) = \alpha_{3m} n^{-\frac{4}{4+m}} + o\left(n^{-\frac{4}{4+m}}\right), \quad \text{a.s.,} \tag{C.2}
\]
where \(\alpha_{3m}\) is a constant. Especially, when \(m = m_0\), then \(\sigma^2(m) = \sigma_0^2(m_0)\), immediately, \(\sigma_0^2(m_0) \to 0\) holds almost surely. This completes the proof of (a).

**Proof of (b).** For given \(m, 1 \leq m < m_0\), let \(\hat{h}_{m,cv} = \arg \min_{h_* \in \mathcal{H}_{n,m}} \hat{\sigma}_e^2(m, h_*)\), the bandwidth selected by least square cross-validation is still of order \(n^{-1/(4+m)}\) as \(\hat{h}_m\) (e.g., Vieu, 1991; Hall et al., 2004), so \(\hat{h}_{m,cv} \in \mathcal{H}_{n,m}\), we have
\[
\frac{\sigma^2(m, \hat{h}_{m,cv})}{\inf_{h_* \in \mathcal{H}_{n,m}} \sigma^2(m, h_*)} \to 1, \quad \text{a.s.} \tag{C.3}
\]
In the proof of this property, Vieu (1991) and Vieu (1995) employed the following statement for nonlinear autoregression:
\[
\hat{\sigma}_e^2(m, h_*) - \sigma^2(m, h_*) = \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i,m}^2 + o\left(\sigma^2(m, h_*)\right), \quad \text{a.s.,} \tag{C.4}
\]
where the operation \(o(\cdot)\) is uniform over \(h_* \in \mathcal{H}_{n,m}\). Therefore, by equation (C.2) and equation (C.3), \(\forall \ m, 1 \leq m < m_0\), we have \(\sigma^2(m, \hat{h}_{m,cv}) = o(n^{-4/(4+m)})\) almost surely. Then, minimizing equation (C.4), we obtain for any \(1 \leq m < m_0\)
\[
\hat{\sigma}_e^2(m) = \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i,m}^2 + o(1), \quad \text{a.s.} \tag{C.5}
\]
Let \(\delta_m = \text{Var}(\varepsilon_{i,m})\) and \(c_m = \delta_m - \delta_{m_0}\), by equation (C.5), we have \(\hat{\sigma}_e^2(m) - \hat{\sigma}_e^2(m_0) \to c_m\), a.s., and \(c_m > 0\) because from (C15) and Assumption 2, we know \(c_m \geq \text{Var}[E(x_{i+m} | X_i^{m_0}) - E(x_{i+m} | X_i^{(m)})]\), because \(1 \leq m < m_0\), so \(\text{Var}[E(x_{i+m} | X_i^{m_0}) - E(x_{i+m} | X_i^{(m)})] > 0\) which completes the proof (b).

**Proof of (c).** For \(m_0 < m \leq M\), replacing \(h_*\) in equation (C.4) with \(\hat{h}_{m,cv}\), we obtain
\[
\hat{\sigma}_e^2(m) - \sigma^2(m, \hat{h}_{m,cv}) = \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i,m}^2 + o\left(n^{-4/(4+m)}\right), \quad \text{a.s.}
\]
We also note that (C.3) implies
\[
\sigma^2(m, \hat{h}_{m,cv}) = \inf_{h \in H_{m,n}} \sigma^2(m, h) + o\left(n^{-4/(4+m)}\right), \quad \text{a.s.,}
\]
therefore
\[
\hat{\sigma}^2_{\varepsilon}(m) = \sigma^2_0(m) + \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i,m}^2 + o\left(n^{-4/(4+m)}\right), \quad \text{a.s.} \tag{C.6}
\]
Like the discussion in Vieu (1995), by Bernstein’s inequality for $\alpha$-mixing, for example, see the Theorem 3.1 in Roussas & Ioannides (1988), we have
\[
\frac{1}{N - m_0} \sum_{i=1}^{N-m_0} \varepsilon_{i,m_0}^2 - \text{Var}(\varepsilon_{i,m_0}) = o\left(n^{-4/(4+m_0)}\right), \quad \text{a.s.} \tag{C.7}
\]
Combining (C.6) and (C.7), we get
\[
\frac{|\hat{\sigma}^2_{\varepsilon}(m) - c_0|}{|\hat{\sigma}^2_{\varepsilon}(m_0) - c_0|} = \frac{\sigma^2_0(m)}{\sigma^2_0(m_0)} + o\left(\frac{\sigma^2_0(m)}{\sigma^2_0(m_0)}\right), \quad \text{a.s.,}
\]
where $c_0 = \text{Var}(\varepsilon_{i,m_0})$. By the fact (C.2), we have $\sigma^2_0(m)/\sigma^2_0(m_0) \to \infty$ almost surely. Immediately, by (C.6), we can conclude $\hat{\sigma}^2_{\varepsilon}(m_0) - c_0 \geq 0$, a.s., because $\sigma^2_0(m)$ is positive. This completes the proof.

Let $\hat{m} = \arg \min \hat{\sigma}^2_{\varepsilon}(m)$, based on Lemma C.2, we immediately have
\[
\sigma^2_0(\hat{m})/\sigma^2_0(m_0) \to 1, \quad \text{a.s.}
\]
Moreover, we add the penalty part to $\hat{\sigma}^2_{\varepsilon}(m)$, i.e.,
\[
\hat{\sigma}^2_{\lambda}(m) = \hat{\sigma}^2_{\varepsilon}(m)[1 + \lambda_n(m, \hat{h}_m)],
\]
where $\lambda_n(m, \hat{h}_m) = \nu(m, \hat{h}_m) \log(n)/n$. Based on Lemma 5.1, Condition (C16) makes sure that the penalty part is not arbitrary large compared with 0. Based on Lemma C.2, previous discussion and Condition (C17), we have
\[
\max_{m=1, \ldots, M} \frac{|\hat{\sigma}^2_{\lambda}(m) - \hat{\sigma}^2_{\varepsilon}(m)|}{\sigma^2_0(m)} = \frac{\log(n)}{n^{4+m}} \leq \frac{\log(n)}{n^{4+O(\sqrt{\log(n)})}} = o(1), \quad \text{a.s.} \tag{C.8}
\]
Let $\hat{m} = \arg \min \sigma^2_0(m)$, we have $\sigma^2_0(\hat{m}_\lambda)/\sigma^2_0(m_0) \to 1$ almost surely. Because the previous results are almost surely convergence, so
\[
P(\hat{m} = m_0) \to 1,
\]
holds as well which completes the whole proof.

Note: Vieu (1995) claimed $M = O(\log(n))$, however, our result shows that $M$ is at least of order $O(\sqrt{\log(n)})$, see equation (C.8). Furthermore, if one want to control $M$ to tend to infinity not as fast as $O(\sqrt{\log(n)})$, the order of $M$ could
be \( O(\log(\log(n))) \). However, in order to keep \( M \) consistent in the proof of RLEn theory, we sacrifice the relaxation of \( m \) to infinity discussed above.

### C.3 Consistency of RLEn

**Proof of Lemma 5.2.** Under Assumptions 1 and 2, we can obtain the uniform rates of convergence for multivariate kernel density estimator (e.g., Li & Racine, 2007, pp. 30–32). For \( z \in \Omega^{m} \), it follows that

\[
\sup_{z \in \Omega^{m}} |\hat{g}(z) - g(z)| = O_p \left( \frac{(\log n)^{1/2}}{n^{1/2}h^{m/2}} + mh^2 \right), \tag{C.9}
\]

and

\[
\sup_{z \in \Omega^{m}} \mathbb{E} \{ [\hat{g}(z) - g(z)]^2 \} = O \left( n^{-1}h^{-m} + mh^4 \right). \tag{C.10}
\]

Using (C.9) and (C.10), we have

\[
\frac{1}{n} \sum_{i=1}^{n} \left| \hat{g} \left( x_i^{(m)} \right) - g \left( x_i^{(m)} \right) \right|^3 \leq \sup_{x_i^{(m)} \in \Omega^{m}} \left| \hat{g} \left( x_i^{(m)} \right) - g \left( x_i^{(m)} \right) \right| \left\{ \frac{1}{n} \sum_{i=1}^{n} \left[ \hat{g} \left( x_i^{(m)} \right) - g \left( x_i^{(m)} \right) \right]^2 \right\} \leq O_p \left( \frac{(\log n)^{1/2}}{n^{3/2}h^{3m/2}} + m^2h^6 \right). \tag{C.11}
\]

Then by (C.11) and the inequality \( |\log(1 + x) - x + \frac{1}{2}x^2| \leq |x|^3 \), obviously we have

\[
\left| \hat{I}_{nm}(\hat{g},g) - \hat{W}_{1S}(m) + \frac{1}{2} \hat{W}_{2S}(m) \right| \leq O_p \left( \frac{(\log n)^{1/2}}{n^{3/2}h^{3m/2}} + m^2h^6 \right), \tag{C.12}
\]

where

\[
\hat{W}_{1S}(m) = \frac{1}{n} \sum_{i \in S_{n}(m)} \left[ \frac{\hat{g} \left( x_i^{(m)} \right) - g \left( x_i^{(m)} \right)}{g \left( x_i^{(m)} \right)} \right],
\]

and

\[
\hat{W}_{2S}(m) = \sum_{i \in S_{n}(m)} \left[ \frac{\hat{g} \left( x_i^{(m)} \right) - g \left( x_i^{(m)} \right)}{g \left( x_i^{(m)} \right)} \right]^2.
\]
Note that the definitions of $\hat{W}_1(m)$ and $\hat{W}_2(m)$ include the summation of $n$ observations. The difference is

$$
\left[ \hat{W}_{1S}(m) - \frac{1}{2} \hat{W}_{2S}(m) \right] - \left[ \hat{W}_1(m) - \frac{1}{2} \hat{W}_2(m) \right] = O_p \left( \frac{1}{n} \sum_{i=1}^{n} P(\hat{S}_n(m) = i) \right), \tag{C.13}
$$

$$
= O_p \left( \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \frac{\hat{g}(x_i^{(m)}) - g(x_i^{(m)})}{g(x_i^{(m)})} \right]^3 \right), \tag{C.14}
$$

$$
= O_p \left( \frac{(\log n)^{1/2}}{n^{3/2}h^{3m/2}} + m^2h^6 \right). \tag{C.15}
$$

Step (C.13) to step (C.14) is based on the fact that

$$
P(\hat{S}_n(m) = i) = P(\hat{g}(x_i^{(m)}) \leq 0),$$

$$P \left[ \left| \frac{\hat{g}(x_i^{(m)}) - g(x_i^{(m)})}{g(x_i^{(m)})} \right| \right] \leq \mathbb{E} \left[ \left| \frac{\hat{g}(x_i^{(m)}) - g(x_i^{(m)})}{g(x_i^{(m)})} \right|^3 \right],$$

Combining equations (C.12) and (C.15), we complete the proof of this lemma. □

**Proof of Lemma 5.3.** Firstly, we give a similar result for univariate kernel, then we extend this result to multivariate kernel. For any $x, y \in \mathbb{I}$, denote $\gamma_{n1}(x, y) = \int_0^1 [K_h^J(x^*, y) - \int_0^1 K_h^I(x^*, y^*) g_1(y^*) dy^*] dx^*/g_1(x)$. The numerator of $\gamma_{n1}(x, y)$ includes two terms. The first term can be expanded as

$$
\int_0^1 K_h^J(x^*, y) dx^*
$$

$$
= \int_0^h K_h^J(x^* - y) dx^* + \int_{1-h}^1 K_h^J(x^* - y) dx^* + \int_h^{1-h} K_h(x^* - y) dx^*, \tag{C.16}
$$

when $n \to \infty$, then $h \to 0$ such that $y/h \to \infty$ and $(1-y)/h \to \infty$ for any $y \in (0, 1)$, see APPENDIX A in Hong & White (2005). Using $K(\cdot)$ having bounded support $[-1, 1]$ and change of variable, when $n$ is sufficient large, the first and second terms in equation (C.16) are zero, and the third term is 1. When
n is sufficiently large, the term
\[
\int_0^1 \int_0^1 K_h(x^*, y^*) g_1(y^*) dy^* dx^*
\]
\[
= \int_0^1 g_1(y^*) \int_0^1 K_h(x^*, y^*) dx^* dy^*
\]
\[
= \int_0^1 g_1(y^*) \cdot 1 dy^* = 1,
\]
(C.17)
as well. Therefore, when n is sufficiently large, \( \gamma_{n1}(x, y) = 0 \) with probability 1. Recalling that \( K_h^{(m)}(\cdot) \) is multiplicative kernel, we can easily extend this result to multivariate case. It follows that for sufficiently large n,
\[
P \left[ \gamma_{nm} \left( x_i^{(m)}, x_j^{(m)} \right) = 0 \right] = 1,
\]
this completes the proof. \( \square \)

Proof of Lemma 5.4. Let
\[
\phi_{nm}(z_1, z_2) = h^m D_{nm}(z_1, z_2) = h^m \left[ A_{nm}^2(z_1, z_2) + A_{nm}^2(z_2, z_1) \right],
\]
then we have \( \hat{\phi}_n(m) = h^m \hat{D}_n(m) \) and
\[
\phi_{nm0} = \int_{\mathbb{R}^m} \int_{\mathbb{R}^m} \phi_{nm}(z_1, z_2, z_3) g(z_1) g(z_2) dz_1 dz_2
\]
\[
= 2 h^m E A_{nm}^2(z_1, z_2).
\]
We note that \( g(z) \) is bounded away from zero by Assumption 2, then it follows that
\[
E \phi_{nm}^2 \leq h^{2m} C \int_{\mathbb{R}^m} \int_{\mathbb{R}^m} A_{nm}^4(z_1, z_2) dz_1 dz_2 = O(1),
\]
because \( E A_{nm}^2(z_1, z_2) = O(h^{-m}) \), Jensen’s inequality and Cauchy-Schwarz inequality. Using the same way, one can also verify that \( E \phi_{nm1}^2(x_i^{(m)}) - \phi_{nm0}^2 = O(1) \), so \( h^m D_{nm}(z_1, z_2) \) satisfies the conditions in Lemma C.3, immediately have the result (5.28). \( \square \)

Proof of Lemma 5.5. Let
\[
\phi_{nm}(z_1, z_2, z_3) = h^m \hat{H}_{2nm}(z_1, z_2, z_3),
\]
\[
= h^m \left[ A_{nm}(z_1, z_2) A_{nm}(z_1, z_3) + A_{nm}(z_2, z_3) A_{nm}(z_2, z_1) \\
+ A_{nm}(z_3, z_1) A_{nm}(z_3, z_2) \right],
\]
then we have
\[
\phi_n(m) = h^m \left( \frac{n}{3} \right)^{-1} \sum_{k=3}^{n} \sum_{j=2}^{k-1} \sum_{i=1}^{j-1} \tilde{H}_{2nm}(x_k, x_i, x_j) = h^m \tilde{H}_{2n}(m),
\]
and \( \phi_{nm2}(z_1, z_2) = h^n H_{2nm}(z_1, z_2) \) based on the fact \( \int_{\mathbb{S}^m} A_{nm}(z_1, z_2) g(z_2) \, dz_2 = 0 \). Furthermore, we can easily verify that \( E\phi_{nm}^2(x_1, x_i, x_j) = O(1) \), then by Lemma C.4, we immediately obtain equation (5.29) which completes the proof.

\[\square\]

**Proof of Lemma 5.6.** Firstly, \( \hat{W}_{22}(m) \) can be expressed as
\[
\hat{W}_{22}(m) = \frac{1}{n} \sum_{i=1}^{n} B_{nm}^2(x_i^{(m)}) = EB_{nm}^2(x_i^{(m)}) + \frac{1}{n} \sum_{i=1}^{n} \left[ B_{nm}^2(x_i^{(m)}) - EB_{nm}^2(x_1^{(m)}) \right].
\]
By Lemma C.5, we have \( EB_{nm}^4(x_i^{(m)}) = O(h^8) \). When \( i \geq m \), \( x_i^{(m)} \) is independent of \( x_i^{(m)} \) and \( m \) is bounded by \( M \), by Chebyshev’s inequality, we immediately have \( \hat{W}_{22}(m) = EB_{nm}^2(x_1^{(m)}) + O_p(n^{-1/2}h^4) \), this completes the proof.

\[\square\]

**Proof of Lemma 5.7.** Define a new symmetric function
\[
\tilde{C}_{nm}(z_1, z_2) = A_{nm}(z_1, z_2) B_{nm}(z_1) + A_{nm}(z_2, z_1) B_{nm}(z_2),
\]
then
\[
\hat{W}_{23}(m) = \frac{1}{n} \sum_{i=1}^{n} \left[ \tilde{g}(x_i^{(m)}) - \tilde{g}(x_i^{(m)}) \right] \left[ \tilde{g}(x_i^{(m)}) - \tilde{g}(x_i^{(m)}) \right] = \left( \frac{n}{2} \right)^{-1} \sum_{j=2}^{n} \sum_{i=1}^{j-1} \tilde{C}_{nm}(x_i^{(m)}, x_j^{(m)}).
\]
Let \( \phi_{nm}(z_1, z_2) = \tilde{C}_{nm}(z_1, z_2) \), then \( \phi_{nm0} = 0 \) and
\[
\phi_{nm1}(z) = \int_{\mathbb{S}^m} \phi_{nm}(z, z_2) g(z_2) \, dz_2 = \int_{\mathbb{S}^m} \phi_{nm}(z_2, z) g(z_2) \, dz_2 = \int_{\mathbb{S}^m} A_{nm}(z_2, z) B_{nm}(z_2) g(z_2) \, dz_2.
\]
As discussion in Lemma 5.4, one can verify that \( E[\phi_{nm}^2(x_i^{(m)}, x_j^{(m)})] = O(c_n^2) \),
where \( c_n = h^{2-m/2} \). By Lemma C.3, we have
\[
\hat{W}_{23}(m) = \hat{\phi}_n(m) = \frac{2}{n} \sum_{i=1}^{n} \phi_{nm1}(x_i^{(m)}) + O_p(n^{-1}mh^{2-m/2}),
\]
\[
= 2C_n(m) + O_p(n^{-1}mh^{2-m/2}),
\]
which completes the proof.

**Proof of Lemma 5.8.** Let \( \kappa_1 = 2 \int_{0}^{1} \int_{-1}^{1} k^2_h(u) du \, d\rho - 2\kappa - 1 \), then \( Ea^2_h(z_{1m}, z_{2m}) = \kappa h^{-1} + \kappa_1 + O(h) \), by equation (C.26) and \( \mathbb{II}_0 \), we immediately obtain the desired result.

**Proof of Lemma 5.9.** By equation (C.27), \([\hat{B}_n(m + 1) - \hat{B}_n(m) - \hat{b}_n] \) can be expressed as
\[
\left[ \hat{B}_n(m + 1) - \hat{B}_n(m) - \hat{b}_n \right] = E B_{nm}(y_1)b_n(z_{1m}) + \frac{1}{n} \sum_{i=1}^{n} \left[ B_{nm}(x_i^{(m)}) b_n(x_{i+m}) - E B_{nm}(y_1)b_n(z_{1m}) \right],
\]
According to Cauchy-Schwarz inequality, \( E[B_{nm}(x_i^{(m)}) b_n(x_{i+m})]^2 = O(h^8) \), so the second term
\[
n^{-1} \sum_{i=1}^{n} \left[ B_{nm}(x_i^{(m)}) b_n(x_{i+m}) - E B_{nm}(y_1)b_n(z_{1m}) \right] = O_p(n^{-1/2}h^4),
\]
by Markov inequality and Chebyshev inequality. Furthermore, by equation (C.27) and Lemma C.5, after simple calculations, we have
\[
E B^2_{n(m+1)}(z_1) - E B^2_{n(m)}(y_1) - E b^2_n(z_{1m})
\]
\[
= 2E B_{nm}(y_1)b_n(z_{1m}) + 2E B^2_{nm}(y_1)b_n(z_{1m}) + E B_{nm}(y_1)b^2_n(z_{1m}) + O(h^8),
\]
\[
= 2E B_{nm}(y_1)b_n(z_{1m}) + O(h^8),
\]
which immediately completes the proof.

**Proof of Lemma 5.10.** Let
\[
\hat{g}_h(z_{1m}) = \int_{0}^{1} K_h(z_{1m}, z) g_1(z) \, dz,
\]
\[
\hat{g}(m)(y_1) = \int_{1}^{m} \hat{g}_h(m)(y_1, y) \, dy,
\]
\[
\hat{g}_h(m+1)(y_1) = \int_{1}^{m+1} \hat{g}_h(m+1)(y_1, z) \, f(z) \, dz,
\]
and \((\psi_1(z_{1m}) = \hat{K}_h(z_{1m})/g_1(x_{i+m}), \psi_1(z_{1m}, x_{i+m}) = K_h(z_{1m}, x_{i+m})/g_1(x_{i+m}),
\]
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\[ \psi_m(y_1) = \mathcal{K}_h^{(m)}(y_1)/g(y_1), \psi'_m(y_1, x_i^{(m)}) = \mathcal{K}_h^{(m)}(y_1, x_i^{(m)})/g(y_1). \] Given the definition of multivariate kernel and \( \mathcal{H}_0 \), we obtain

\[
a_n(z_{1m}, x_{i+m}) = \psi_1(z_{1m}, x_{i+m}) - \psi_1(z_{1m}),
\]

\[
A_{nm}(y_1, x_i^{(m)}) = \psi_m(y_1, x_i^{(m)}) - \psi_m(y_1),
\]

\[
A_{n(m+1)}(z_1, x_i^{(m+1)}) = \psi_m(y_1, x_i^{(m)}) \psi_1(z_{1m}, x_{i+m}) - \psi_m(y_1) \psi_1(z_{1m}).
\]

Using equation (C.27) and \( f(z_1) = g(y_1)g_1(z_{1m}) \), we can separately write \( \tilde{c}(x_{i+m}) \), \( \tilde{C}_m(x_i^{(m)}) \) and \( \tilde{C}_{m+1}(x_i^{(m+1)}) \) as

\[
\tilde{c}(x_{i+m}) = \int_0^1 \psi_1(z_{1m}, x_{i+m}) b_n(z_{1m}) g_1(z_{1m}) \, dz_{1m}
\]

\[
- \int_0^1 \psi_1(z_{1m}) b_n(z_{1m}) g_1(z_{1m}) \, dz_{1m},
\]

\[
= \tilde{c}_1(x_{i+m}) - \tilde{c}_2,
\]

\[
\tilde{C}_m(x_i^{(m)}) = \int_{y_1 \in \mathcal{I}_m^m} \psi_m(y_1, x_i^{(m)}) B_{nm}(y_1) g(y_1) \, dy_1
\]

\[
- \int_{y_1 \in \mathcal{I}_m^m} \psi_m(y_1) B_{nm}(y_1) g(y_1) \, dy_1,
\]

\[
= \tilde{C}_1(x_i^{(m)}) - \tilde{C}_2,
\]

\[
\tilde{C}_{m+1}(x_i^{(m+1)}) = \tilde{C}_1(x_i^{(m)}) \tilde{c}_1(x_{i+m}) - \tilde{C}_2 \tilde{c}_2
\]

\[
+ \tilde{C}_1(x_i^{(m)}) \int_0^1 \mathcal{K}_h^{(m)}(z_{1m}, x_{i+m}) \, dz_{1m}
\]

\[
- \tilde{C}_2 \int_0^1 \mathcal{K}_h^{(m)}(z_{1m}) \, dz_{1m}
\]

\[
+ \tilde{c}_1(x_{i+m}) \int_{y_1 \in \mathcal{I}_m^m} \mathcal{K}_h^{(m)}(y_1, x_i^{(m)}) \, dy_1
\]

\[
- \tilde{c}_2 \int_{y_1 \in \mathcal{I}_m^m} \mathcal{K}_h^{(m)}(y_1) \, dy_1,
\]
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then we have
\[
\hat{C}_{m+1}(x_i^{(m+1)}) - \hat{C}_m(x_i^{(m)}) - \hat{c}(x_{i+m}) \\
= \hat{c}_1(x_i^{(m)}) - \hat{c}_2(x_{i+m}) + \hat{c}_1(x_i^{(m)}) \left[ \int_0^1 K_h(z_{1m}, x_{i+m}) \, dz_{1m} - 1 \right] \\
- \hat{c}_2 \left[ \int_0^1 K_h(z_{1m}) \, dz_{1m} - 1 \right] \\
+ \hat{c}_1(x_{i+m}) \left[ \int_{y_1 \in \mathbb{I}^m} K_h^{(m)}(y_1, x_i^{(m)}) \, dy_1 - 1 \right] \\
- \hat{c}_2 \left[ \int_{y_1 \in \mathbb{I}^m} \hat{K}_h^{(m)}(y_1) \, dy_1 - 1 \right] \\
= \hat{c}_1(x_i^{(m)}) - \hat{c}_2(x_{i+m}) + \sum_{s=1}^4 \delta_s.
\]

Firstly, for terms \( \delta_s, s = 1, 2, 3, 4 \), we prove \( \delta_1 = 0, \delta_2 = 0, a.e., \) for univariate kernel when \( n \) is sufficient large, then we extend this result to multivariate kernel. For any \( y \in \mathbb{I} \), by equations (C.16) and (C.17) in Lemma 5.3, we have \( \int_0^1 K_h(x, y) \, dx = 1 \) and \( \int_0^1 \hat{K}_h(x) \, dx = 1 \) almost surely. Therefore, when \( n \) is sufficiently large, \( \delta_1 = 0, \delta_2 = 0 \) almost everywhere. Recalling that \( K_h^{(m)}(\cdot) \) is multiplicative kernel, we can easily extend this result to multivariate case. It follows that for sufficiently large \( n, \sum_{s=1}^4 \delta_s = 0 \) almost surely. Therefore, \( \hat{C}_n(m+1) - \hat{C}_n(m) - \hat{c}_n = n^{-1} \sum_{i=1}^n \hat{c}_1(x_i^{(m)})\hat{c}_1(x_{i+m}) - \hat{c}_2\hat{c}_2 \). We also notice that \( E[\hat{c}_1(x_i^{(m)})\hat{c}_1(x_{i+m})] = \hat{c}_2\hat{c}_2 \) and \( E[\hat{c}_1(x_i^{(m)})\hat{c}_1(x_{i+m})]^2 = O(h^8) \) because of Lemma C.5. Hence, by Chebyshev inequality, \( \hat{C}_n(m+1) - \hat{C}_n(m) - \hat{c}_n = O_p(n^{-1/2}h^4) \), this completes the proof.

\[ \square \]

**Proof of Lemma 5.11.** By Lemma 6.6 and Lemma 6.7, we have \( E[T_{1n_0}(m+1)] = E[T_{2n_0}(m+1)] = O(mn^{-1}h^2), E[T_{1n_0}(m)] = E[T_{2n_0}(m)] = c_2(\tau^m - 1) + O(mn^{-1}h), E[T_{2n_0}(m+1)] = c_1(\tau^{m+1} - 1) + O(mn^{-1}h) \) where \( c_2 = [(2n - m)(m - 1)]/(n - m)(n - m - 1) \) and \( c_1 = [(2n - m - 1)(m - 1)n - 1)(n - m)] \). Using the similar change of variable in Lemma 6.6 and Lemma 6.7, one can verify that \( E[T_{2n_0}(m)] = O(m^2n^{-2}h^{-m}), E[T_{1n_0}(m)] = O(m^2n^{-2}h^{-m-1}), E[T_{2n_0}(m)] = O(m^2n^{-2}h^{-m}) \) and \( E[T_{2n_0}(m+1)] = O(m^2n^{-2}h^{-m-1}) \). Hence, by Chebyshev inequality, we have
\[
T_{1n_0}(m) = O(mn^{-1}h^2) + O_p(mn^{-1}h^{-\frac{3}{2}}), \\
T_{2n_0}(m) = c_2(\tau^m - 1) + O(mn^{-1}h) + O_p(mn^{-1}h^{-\frac{3}{2}}), \\
T_{1n_0}(m+1) = O(mn^{-1}h^2) + O_p(mn^{-1}h^{-\frac{m+1}{2}}), \\
T_{2n_0}(m+1) = c_1(\tau^{m+1} - 1) + O(mn^{-1}h) + O_p(mn^{-1}h^{-\frac{m+1}{2}}),
\]
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which immediately completes the proof comparing with order $n^{-1/2} h^{-(m+1)/2}$.

**Proof of Theorem 5.5.** Following the THEOREMs A.6 – A.9 in Hong & White (2005), one can extend their theory to multivariate U-statistics with bounded $m$. Hong & White (2005) discussed the pair variables $Z_{jt} = (X_t, X_{t-j})^T$ and $j = o(n)$. THEOREM A.6 constructs a new $2j$-dependent process to show the dependent part of U-statistics is negligible, then they employed a martingale difference sequence in THEOREM A.7 so that the U-statistics can be projected on it. THEOREM A.7 implies that one can apply central limit theorem to martingale difference sequence according to Brown (1971)’s theorem if two conditions in THEOREM A.9 are satisfied. Finally, by Slusky’s theorem, Brown’s theorem and THEOREMS A.6 – A.9, the central limit theorem of U-statistics is completed. Analogue to Hong & White (2005)’s idea but more tedious than that, for bounded $m$, (5.32) holds as well.

### C.4 Lemmas for The Second and Third Order U-statistics

**Lemma C.3.** Let $Z^{(m)}_i = (X_i, \ldots, X_{i+m-1})^T$, $m < M$ and $\{X_t\}$ is i.i.d. with CDF $G_1(\cdot)$. Consider a second-order U-statistics

$$\hat{\phi}_n(m) = \left(\begin{array}{l}n \\ 2 \end{array}\right)^{-1} \sum_{j=2}^{n-1} \sum_{i=1}^{j-1} \phi_{nm}(Z^{(m)}_i, Z^{(m)}_j),$$

where $\phi_{nm}(\cdot, \cdot)$ is a kernel function such that $\phi_{nm}(z_1, z_2) = \phi_{nm}(z_2, z_1)$. Let

$$\phi_{nm0} = \int_{\mathbb{R}^m} \int_{\mathbb{R}^m} \phi_{nm}(z_1, z_2) \ dG_m(z_1) \ dG_m(z_2),$$

and $\phi_{nm1}(z) = \int_{\mathbb{R}^m} \phi_{nm}(z, z_1) \ dG_m(z_1)$, where $G_m(z) = G_1(x_1)G_1(x_2) \cdots G_1(x_m)$ and $z = (x_1, \ldots, x_m)^T$. Suppose $E\phi_{nm}^2(Z^{(m)}_i, Z^{(m)}_j) - \phi_{nm0}^2 = O(c_n^2)$ holds, then we have

$$\hat{\phi}_n(m) = \phi_{nm0} + \frac{2}{n} \sum_{i=1}^{n} \phi_{nm1}(Z^{(m)}_i) - \phi_{nm0} + O_p(mn^{-1}c_n).$$

If in addition $E\phi_{nm1}^2(Z^{(m)}_i) - \phi_{nm0}^2 \leq C$ and $c_n = O(n^{1/2})$, then $\hat{\phi}_n(m) = \phi_{nm0} + O_p(m^{1/2}n^{-1/2})$.

**Proof of Lemma C.3.** Lemma C.3 is the version of LEMMA B.1 in Hong & White (2005). For $m$-consecutive variables, we still use the same notations as Hong & White (2005)’s. Denote $\hat{\phi}_{nm}(z_1, z_2) = \phi_{nm}(z_1, z_2) - \phi_{nm1}(z_1) - \phi_{nm1}(z_2) + \phi_{nm0},$
then \( \forall \mathbf{z}_1, \mathbf{z}_2 \in \mathbb{I}^m \), we have

\[
\int_{\mathbb{I}^m} \tilde{\phi}_{nm}(\mathbf{z}_1, \mathbf{z}_2) \, dG_m(\mathbf{z}_2) = \int_{\mathbb{I}^m} \tilde{\phi}_{nm}(\mathbf{z}_1, \mathbf{z}_2) \, dG_m(\mathbf{z}_1) = 0. \quad (C.18)
\]

Using \( \tilde{\phi}_{nm}(\mathbf{z}_1, \mathbf{z}_2) \), we can reshape \( \hat{\phi}_n(m) \) after simple computations,

\[
\hat{\phi}_n(m) = \phi_{nm0} + 2 \sum_{i=1}^{n} \left[ \phi_{nm1} \left( \mathbf{Z}_i^{(m)} \right) - \phi_{nm0} \right] \\
+ \left( \begin{array}{c} \frac{n}{2} \end{array} \right)^{-1} \sum_{j=2}^{n} \sum_{i=1}^{j-1} \tilde{\phi}_{nm} \left( \mathbf{Z}_i^{(m)}, \mathbf{Z}_j^{(m)} \right),
\]

\[= \phi_{nm0} + 2 \sum_{i=1}^{n} \left[ \phi_{nm1} \left( \mathbf{Z}_i^{(m)} \right) - \phi_{nm0} \right] + \tilde{\phi}_n(m). \quad (C.19)
\]

Note that, if \( j - i \geq m \), then \( \mathbf{Z}_j^{(m)} \) and \( \mathbf{Z}_i^{(m)} \) have no overlap variable. By this fact, we divide \( \tilde{\phi}_n(m) \) into two parts,

\[
\tilde{\phi}_n(m) = \left( \begin{array}{c} \frac{n}{2} \end{array} \right)^{-1} \sum_{j=1+m}^{n} \sum_{i=1}^{j-m} \tilde{\phi}_{nm} \left( \mathbf{Z}_i^{(m)}, \mathbf{Z}_j^{(m)} \right) \\
+ \left( \begin{array}{c} \frac{n}{2} \end{array} \right)^{-1} \sum_{j=2}^{n} \sum_{i=1}^{j-1} \tilde{\phi}_{nm} \left( \mathbf{Z}_i^{(m)}, \mathbf{Z}_j^{(m)} \right),
\]

\[= \tilde{\phi}_{n1}(m) + \tilde{\phi}_{n2}(m). \]

The double summation of \( \tilde{\phi}_{n1}(m) \) includes \((n - m)(n - m + 1)/2\) terms and there are \((2n - m)(m - 1)/2\) summation terms in \( \tilde{\phi}_{n2}(m) \). One can easily verify

\[E \tilde{\phi}_{nm}^2 \left( \mathbf{Z}_i^{(m)}, \mathbf{Z}_j^{(m)} \right) = E \phi_{nm}^2 \left( \mathbf{Z}_i^{(m)}, \mathbf{Z}_j^{(m)} \right) - \phi_{nm0}^2 = O(c_n^2). \]

Hence, using Cauchy-Schwarz inequality, we have

\[E \left| \tilde{\phi}_{n2}(m) \right| = E \left| \left( \begin{array}{c} \frac{n}{2} \end{array} \right)^{-1} \sum_{j=2}^{n} \sum_{i=1}^{j-1} \tilde{\phi}_{nm} \left( \mathbf{Z}_i^{(m)}, \mathbf{Z}_j^{(m)} \right) \right| \]

\[= O(mn^{-1})E \left| \tilde{\phi}_{nm} \left( \mathbf{Z}_i^{(m)}, \mathbf{Z}_j^{(m)} \right) \right|,\]

\[\leq O(mn^{-1}) \sqrt{E \tilde{\phi}_{nm}^2 \left( \mathbf{Z}_i^{(m)}, \mathbf{Z}_j^{(m)} \right)},\]

\[= O(mn^{-1}c_n).\]

By Markov’s inequality, we have \( \tilde{\phi}_{n2}(m) = O_p(mn^{-1}c_n) \). We also notice that the
$Z^{(m)}_i$ and $Z^{(m)}_j$ in the first term $\tilde{\phi}_{n1}(m)$ are independent, hence we have

$$
E\tilde{\phi}_{n1}^2(m) = \binom{n}{2}^{-2} \sum_{j=1+m}^{n} \sum_{i=1}^{j-m} \sum_{t=1+m}^{n} \sum_{s=1}^{t-m} E\left[ \tilde{\phi}_{nm}(Z^{(m)}_i, Z^{(m)}_j) \tilde{\phi}_{nm}(Z^{(m)}_s, Z^{(m)}_t) \right] \times 1 \ (i, j \in S_{ij}),
$$

(C.20)

where $S_{ij} = [s - m + 1, s + m - 1] \cup [t - m + 1, t + m - 1]$. If at least one of $i, j \notin S_{ij}$, by equation (C.18), $E[\tilde{\phi}_{nm}(Z^{(m)}_i, Z^{(m)}_j)\tilde{\phi}_{nm}(Z^{(m)}_s, Z^{(m)}_t)] = 0$. The number of pair $(s, t)$, $t - s \geq m$ is of order $O(n^2)$, for each given $(s, t)$, if $Z^{(m)}_i$ has at least one overlap variable with $Z^{(m)}_s$ or $Z^{(m)}_t$, and $Z^{(m)}_j$ has at least one overlap variable with $Z^{(m)}_s$ or $Z^{(m)}_t$ as well, then the expectation is nonzero.

The indices of $i, j$ have at most $O(m)$ and $O(m)$ choices respectively given $m < M$. So the number of four summation terms in equation (C.20) is of order $O(n^2m^2) = O(n^2O(m)O(m))$, hence $E\tilde{\phi}_{n1}^2(m) = O(m^2n^{-2}c_n^2)$ by Cauchy-Schwarz inequality and $E\tilde{\phi}_{nm}^2(Z^{(m)}_i, Z^{(m)}_j) = O(c_n^2)$. It follows that $\tilde{\phi}_{n1}(m) = O_p(mn^{-1}c_n)$ by Chebyshev’s inequality, and finally $\phi_n(m) = O_p(mn^{-1}c_n)$.

Next, using a similar way, we discuss the order of the second term in equation (C.19). Note that $\phi_{nm1}(Z^{(m)}_i) - \phi_{nm0}$ is an $m$-dependence process with mean 0 and

$$
E\left\{ \left[ \phi_{nm1}(Z^{(m)}_i) - \phi_{nm0} \right] \left[ \phi_{nm1}(Z^{(m)}_j) - \phi_{nm0} \right] \right\} = 0,
$$

if $j - i \geq m$. The number of nonzero terms in $E\{\sum_{i=1}^{n} [\phi_{nm1}(Z^{(m)}_i) - \phi_{nm0}]\}^2$ is of order $O(nm)$. By these facts, $E[\phi_{nm1}(Z^{(m)}_i) - \phi_{nm0}] \leq C$ and Chebyshev’s inequality, we have $2n^{-1} \sum_{i=1}^{n} [\phi_{nm1}(Z^{(m)}_i) - \phi_{nm0}] = O_p(m^{1/2}n^{-1/2})$. This completes the proof.

**Lemma C.4.** Let $Z^{(m)}_i = (X_1, \ldots, X_{i+m-1})^{T}$, $m < M$ and $\{X_t\}$ is i.i.d. with CDF $G_1(\cdot)$. Consider a third-order U-statistics

$$
\hat{\phi}_n(m) = \binom{n}{3}^{-1} \sum_{k=3}^{n} \sum_{j=2}^{k-1} \sum_{i=1}^{j-1} \phi_{nm}(Z^{(m)}_i, Z^{(m)}_j, Z^{(m)}_k),
$$

(C.21)

where $\phi_{nm}(\cdot, \cdot, \cdot)$ is a kernel function in its argument and $\forall \ z_1 \in \mathbb{R}^m$

$$
\int_{1^m} \int_{1^m} \phi_{nm}(z_1, z_2, z_3) \ dG_m(z_2) \ dG_m(z_3) = 0,
$$

(C.22)

holds, where $G_m(z) = G_1(x_1)G_1(x_2) \cdots G_1(x_m)$ and $z = (x_1, \ldots, x_m)^T$. Let

$$
\phi_{nm2}(z_1, z_2) = \int_{1^m} \phi_{nm}(z_1, z_2, z_3) \ dG_m(z_3).
$$
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Suppose $E\phi_{nm}^2(Z_i^{(m)}, Z_j^{(m)}, Z_k^{(m)}) = O(c_n^2)$, then we have

$$\hat{\phi}_n(m) = 3\left(\frac{n}{2}\right)^{-1} \sum_{j=2}^{n} \sum_{i=1}^{j-1} \phi_{nm2}\left(Z_i^{(m)}, Z_j^{(m)}\right) + O_p(m^{3/2}n^{-3/2}c_n).$$

Proof of Lemma C.4. Lemma C.4 is the version of LEMMA B.2 in Hong & White (2005). For $m$-consecutive variables, we still use the same notations as Hong & White (2005)’s. As in Lemma C.3, we construct a new symmetric third-order $U$-statistics

$$\tilde{\phi}_{nm}(Z_1, Z_2, Z_3) = \phi_{nm}(Z_1, Z_2, Z_3) - \phi_{nm2}(Z_1, Z_2) - \phi_{nm2}(Z_2, Z_3) - \phi_{nm2}(Z_3, Z_1),$$

and it is easy to verify

$$\int_{I^n} \tilde{\phi}_{nm}(Z_1, Z_2, Z_3) \, dG_m(Z_3) = 0, \quad \forall Z_1, Z_2 \in I^m, \quad (C.23)$$

given equation (C.22). We can rewrite equation (C.21) using $\tilde{\phi}_{nm}(\cdot, \cdot, \cdot)$ as

$$\hat{\phi}_n(m) = 3\left(\frac{n}{2}\right)^{-1} \sum_{j=2}^{n} \sum_{i=1}^{j-1} \phi_{nm2}\left(Z_i^{(m)}, Z_j^{(m)}\right) + \left(\frac{n}{3}\right)^{-1} k=3 \sum_{j=2}^{n} \sum_{i=1}^{j-1} \tilde{\phi}_{nm}\left(Z_i^{(m)}, Z_j^{(m)}, Z_k^{(m)}\right),$$

$$= 3\left(\frac{n}{2}\right)^{-1} \hat{\phi}_{n2}(m) + \left(\frac{n}{3}\right)^{-1} \hat{\phi}_n(m).$$

Let

$$\tilde{\phi}_{n1}(m) = \sum_{k=1}^{n} \sum_{j=1}^{k-m} \sum_{i=1}^{j-m} \tilde{\phi}_{nm}\left(Z_i^{(m)}, Z_j^{(m)}, Z_k^{(m)}\right), \quad (C.24)$$

then $Z_i^{(m)}$, $Z_j^{(m)}$, $Z_k^{(m)}$ in (C.24) are mutually independent and (C.24) includes $(n-2m+2)/3$ terms. Then $\tilde{\phi}_{n2}(m) = \tilde{\phi}(m) - \tilde{\phi}_{n1}(m)$ includes $(n^3) - (n-2m+2)/3 = O(mn^2)$ terms by $m < M$. Using Cauchy-Schwarz inequality, we can verify $E\tilde{\phi}_{nm}^2(Z_i^{(m)}, Z_j^{(m)}, Z_k^{(m)}) = O(c_n^2)$ as well. Hence, we have

$$E \left| \tilde{\phi}_{n2}(m) \right| = O(mn^2)E \left| \tilde{\phi}_{nm}\left(Z_i^{(m)}, Z_j^{(m)}, Z_k^{(m)}\right) \right|,$$

$$\leq O(mn^2) \sqrt{E\tilde{\phi}_{nm}^2(Z_i^{(m)}, Z_j^{(m)}, Z_k^{(m)})},$$

(by Cauchy-Schwarz inequality ),

$$= O(mn^2c_n).$$
For \( \tilde{\phi}_{n1}(m) \), we have

\[
E \tilde{\phi}_{n1}^2(m) = \sum_{k=1+2m}^{n} \sum_{j=1+m}^{k-m} \sum_{i=1}^{j-m} \sum_{s=1}^{r-m} \sum_{t=1+m}^{s} \sum_{m=1}^{r-m} \sum_{m=1}^{s} \sum_{m=1}^{t-m} E \left[ \tilde{\phi}_{nm} \left( Z_i^{(m)}, Z_j^{(m)}, Z_k^{(m)} \right) \tilde{\phi}_{nm} \left( Z_s^{(m)}, Z_t^{(m)}, Z_r^{(m)} \right) \right] 
\]

(C.25)

where

\[
S_{ijk} = [s - m + 1, s + m - 1] \cup [t - m + 1, t + m - 1] \cup [r - 1].
\]

If at least one of \( i, j, k \notin S_{ijk} \), then by equation (C.23),

\[
E \left[ \tilde{\phi}_{nm} \left( Z_i^{(m)}, Z_j^{(m)}, Z_k^{(m)} \right) \tilde{\phi}_{nm} \left( Z_s^{(m)}, Z_t^{(m)}, Z_r^{(m)} \right) \right] = 0.
\]

The number of triplet \((s, t, r)\), \( t - s \geq m \) and \( r - t \geq m \) is of order \( O(n^3) \), for each given triplet \((s, t, r)\), if each of \(Z_i^{(m)}\), \(Z_j^{(m)}\), \(Z_k^{(m)}\) has at least one overlap variable with \(Z_s^{(m)}\), \(Z_t^{(m)}\) or \(Z_r^{(m)}\), then the expectation is nonzero. The indices of \( i, j, k \) have at most \( O(m) \), \( O(m) \) and \( O(m) \) choices respectively given \( m < M \). So the number of six summation terms in equation (C.25) is of order \( O(n^3m^3) = O(n^3)O(m)O(m)O(m) \), hence \( E\tilde{\phi}_{n1}^2(m) = O(m^3n^3c_n^2) \) by Cauchy-Schwarz inequality and \( E\tilde{\phi}_{nm}^2(Z_i^{(m)}, Z_j^{(m)}, Z_k^{(m)}) = O(c_n^2) \). Finally, it follows that \((n/3)^{-1}\tilde{\phi}_n(m) = O_p(m^{3/2}n^{-3/2}c_n)\) by Chebyshev’s inequality and Markov’s inequality. This completes the proof. 

\[\square\]

Lemma C.5. Given Assumptions 1 and 2, \( \forall z_1, z_2 \in \mathbb{I}^m \), if \( z_1, z_2 \) are independent, then \( EA_{nm}^2(z_1, z_2) \) is of order \( O(h^{-m}) \). Furthermore, for \( 1 \leq m \leq M \), \( \max_m \sup_{z_1 \in \mathbb{I}^m} B_{nm}(z_1) = O(h^2) \).

Proof of Lemma C.5. To prove this lemma, we investigate the univariate case, i.e.,

\[
a_n(x_1, x_2) = \left[ K_h^J(x_1, x_2) - \int_0^1 K_h^J(x_1, x)g_1(x)dx \right]/g_1(x_1).
\]

For simplicity, we denote \( \tilde{K}_h^J(x_1) = \int_0^1 K_h^J(x_1, x)g_1(x)dx \), then

\[
a_n(x_1, x_2) = \left[ K_h^J(x_1, x_2) - \tilde{K}_h^J(x_1) \right]/g_1(x_1),
\]

\[
\int_0^1 a_n(x_1, x_2)g_1(x_2)dx_2 = 0,
\]
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and

\[
Ea_n(x_1, x_2) = \int_0^1 \int_0^1 a_n(x_1, x_2) g_1(x_1) g_1(x_2) \, dx_1 \, dx_2,
\]

\[
= \int_0^1 \int_0^1 \left[ K'_h(x_1, x_2) - K'_h(x_1) \right] g_1(x_2) \, dx_1 \, dx_2 = 0.
\]

We have

\[
a^2_n(x_1, x_2) = \left[ \frac{K'_h(x_1, x_2) - K'_h(x_1)}{g_1(x_1)} \right]^2,
\]

\[
= \left[ \frac{K'_h(x_1, x_2)}{g_1(x_1)} \right]^2 + \left[ \frac{K'_h(x_1)}{g_1(x_1)} \right]^2 - 2 \frac{K'_h(x_1, x_2) \times K'_h(x_1)}{g_1(x_1)},
\]

\[
= \psi_1(x_1, x_2) + \psi_2(x_1, x_2) - 2\psi_3(x_1, x_2).
\]

Next, we will discuss each \( \psi_i(\cdot, \cdot), i = 1, 2, 3 \).

\[
E\psi_1(x_1, x_2) = \int_0^1 \int_0^1 h^{-2} k^2_{(x_1/h)} \left( \frac{x_1 - x_2}{h} \right) g_1(x_2) \frac{g_1(x_1)}{g_1(x_1)} \, dx_1 \, dx_2
\]

\[
+ \int_0^1 \int_{1-h}^{1-h} h^{-2} K_h^2 \left( \frac{x_1 - x_2}{h} \right) g_1(x_2) \frac{g_1(x_1)}{g_1(x_1)} \, dx_1 \, dx_2
\]

\[
+ \int_0^1 \int_{1-h}^{1-h} h^{-2} k^2_{0(1-x_1)/h} \left( \frac{x_1 - x_2}{h} \right) g_1(x_2) \frac{g_1(x_1)}{g_1(x_1)} \, dx_1 \, dx_2,
\]

\[
= \psi_{11} + \psi_{12} + \psi_{13}.
\]

By change of variable, we have

\[
\psi_{11} = \int_0^1 \int_0^h h^{-2} k^2_{(x_1/h)} \left( \frac{x_1 - x_2}{h} \right) g_1(x_2) \frac{g_1(x_1)}{g_1(x_1)} \, dx_1 \, dx_2,
\]

\[
= \int_0^h \int_{-1}^{1/h} h^{-1} k^2_{(x_1/h)} (u) \frac{g_1(x_1 - uh)}{g_1(x_1)} \, du \, dx_1,
\]

\[
= \int_0^h \int_{-1}^{1/h} h^{-1} k^2_{(x_1/h)} (u) \left[ 1 - uh \frac{g_1'(x_1)}{g_1(x_1)} \right] \, du \, dx_1,
\]

\[
= \int_0^h \int_{-1}^\rho k^2(u) \, du \, d\rho - h \int_0^1 \int_{-1}^\rho u k^2(u) \frac{g_1'(\rho h)}{g_1(\rho h)} \, du \, d\rho + O(h^2).
\]

Using the same method, we have

\[
\psi_{12} = \int_0^1 \int_{1-h}^h h^{-2} K^2_h \left( \frac{x_1 - x_2}{h} \right) g_1(x_2) \frac{g_1(x_1)}{g_1(x_1)} \, dx_1 \, dx_2,
\]

\[
= \int_{1-h}^h \int_{-1}^{1-h} h^{-1} K_h^2 (u) \left[ 1 - uh \frac{g_1'(x_1)}{g_1(x_1)} + \frac{1}{2} u^2 h^2 \frac{g_1''(x_1)}{g_1(x_1)} \right] \, du \, dx_1,
\]

\[
= (h^{-1} - 2) \int_{-1}^1 K^2(u) \, du + O(h),
\]
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and
\[ \psi_{13} = \int_0^1 \int_{-\rho}^\rho k^2_\rho(u) \, du \, d\rho - h \int_0^1 \int_{-\rho}^\rho k^2_\rho(u) \frac{g'_\rho(\rho)}{g_1(\rho)} \, du \, d\rho + O(h^2). \]

Hence,
\[ \mathbb{E}\psi_1(x_1, x_2) = (h^{-1} - 2) \int_{-1}^1 K^2(u) + 2 \int_0^1 \int_{-\rho}^\rho k^2_\rho(u) \, du \, d\rho + O(h), \]
\[ \mathbb{E}\psi_2(x_1, x_2) = \int_0^1 \left[ \tilde{K}^J_\rho(x_1) \right]^2 / g_1(x_1) \, dx_1, \]
and
\[ \mathbb{E}\psi_3(x_1, x_2) = \int_0^1 \int_0^1 \frac{K^J_\rho(x_1, x_2) \times \tilde{K}^J_\rho(x_1)}{g_1^2(x_1)} g_1(x_1) g_1(x_2) \, dx_1 \, dx_2, \]
\[ = \int_0^1 \left[ \tilde{K}^J_\rho(x_1) \right]^2 / g_1(x_1) \, dx_1. \]

Now we need to expand \( \tilde{K}^J_\rho(x_1) \), when \( 0 \leq x_1 \leq h \),
\[ \tilde{K}^J_\rho(x_1) = g_1(x_1) \int_{-1}^{x_1/h} k_{(x_1/h)}(u) \, du - h g'_1(x_1) \int_{-1}^{x_1/h} u k_{(x_1/h)}(u) \, du \]
\[ + \frac{1}{2} h^2 g''_1(x_1) \int_{-1}^{x_1/h} u^2 k_{(x_1/h)}(u) \, du, \]
\[ = g_1(x_1) + O(h^2), \]
because
\[ \int_{-1}^{x_1/h} k_{(x_1/h)}(u) \, du = 1, \]
\[ \int_{-1}^{x_1/h} u k_{(x_1/h)}(u) \, du = 0. \]

Note that for Jackknife kernel \( k_\rho(u) \),
\[ \int_{-1}^\rho k_\rho(u) \, du = \int_{-1}^\rho (1 + \beta) \frac{K(u)}{\omega_0(\rho)} \, du - \int_{-\alpha}^\rho \frac{\beta K(u/\alpha)}{\alpha \omega_0(\rho/\alpha)} \, du, \]
for \( h \leq x_1 \leq 1 - h \) and \( 1 - h < x_1 \leq 1 \), we also have \( \tilde{K}^J_\rho(x_1) = g_1(x_1) + O(h^2) \), so
\[ \left[ \tilde{K}^J_\rho(x_1) \right]^2 / g_1(x_1) = g_1(x_1) + O(h^2), \]
hence \( \mathbb{E}\psi_2(x_1, x_2) = \mathbb{E}\psi_3(x_1, x_2) = 1 + O(h^2). \)
Finally,
\[ Ea^2_n(x_1, x_2) = E\psi_1(x_1, x_2) + E\psi_2(x_1, x_2) - 2E\psi_3(x_1, x_2) \]
\[ = (h^{-1} - 2) \int_{-1}^{1} K^2(u) du + 2 \int_{0}^{1} \int_{-1}^{1} k^2_{\rho}(u) du d\rho - 1 + O(h), \]
\[ = O(h^{-1}). \]

Now, we have obtained the result of univariate case. For multivariate case, let
\[ z_1 = (z_{10}, \ldots, z_{1(m-2)}, z_{1(m-1)})^T = (y_1^T, z_{1(m-1)})^T \]
\[ z_2 = (z_{20}, \ldots, z_{1(m-2)}, z_{1(m-1)})^T = (y_2^T, z_{2(m-1)})^T , \]
by the Assumptions 1 and 2, the definition of multivariate kernel and \( \mathbb{H}_0 \), we can prove that
\[ EA^2_{nm}(z_1, z_2) = \left[ \frac{K_f(z_{1(m-1)})}{g_1(z_{1(m-1)})} \right]^2 + \left[ \frac{K_{\rho}(z_{1(m-1)})}{g_1(z_{1(m-1)})} \right]^2, \tag{C.26} \]
\[ = EA^2_{n(m-1)}(y_1, y_2)O(h^{-1}) + EA^2_{n(m-1)}(y_1, y_2)E\left[ b_n(z_{1(m-1)}) + 1 \right]^2 + Ea^2_{n}(z_{1(m-1)}, z_{2(m-1)})E\left[ B_n(z_{1(m-1)}) + 1 \right]^2, \]
where \( K_f(z_1) = \int_{0}^{1} K_f(z_1, z_2)g_1(z_2) dz_2 \) and
\[ \tilde{K}_{\rho}(z_{1(m-1)}) = \int_{1}^{m-1} K_{\rho}(z_1, y)g(y) dy. \]

Iteratively, we can obtain \( EA^2_{nm}(z_1, z_2) = O(h^{-m}) \) by equations (C.26) and (C.27).

For the last part, we have \( b_n(x_1) = \tilde{K}_f(x_1)/g_1(x_1) - 1 = O(h^2) \), given \( \mathbb{H}_0 \), we can also verify that
\[ B_{nm}(z_1) = B_{n(m-1)}(y_1)b_n(z_{1(m-1)}) + B_{n(m-1)}(y_1) + b_n(z_{1(m-1)}). \tag{C.27} \]

This immediately completes the proof. \( \square \)

**Lemma C.6.** Given \( \mathbb{H}_0 \) and \( 1 \leq m < M \), we have
\[ EH_{nm}(z_1, z_2) = \begin{cases} 0 & \text{if } z_1, z_2 \text{ are independent,} \\ O(h^2) & \text{otherwise.} \end{cases} \]
Proof of Lemma C.6. When $z_1$ and $z_2$ have no overlap variable, i.e., $z_1$ and $z_2$ are independent, by the definition (5.21), (5.22) and $H_0$, we have $EH_{1nm}(z_1, z_2) = 0$. Next, we will prove the order of $EH_{1nm}(z_1, z_2)$ is $O(h^2)$ if $z_1$ and $z_2$ have one or more overlap variables. Note that $H_{1n}(m)$ is a U-statistics, $z_1 \neq z_2$, then $z_1$ and $z_2$ have at most $m-1$ overlap variables. By the fact $A_{nm}(z_1, z_2) - A_{nm}(z_1, z_2) = \gamma_{nm}(z_1, z_2)$ and Lemma 5.3, we only need to prove $EA_{nm}(z_1, z_2) = O(h^2)$. First, we prove the order is $O(h^2)$ if $z_1$ and $z_2$ sharing $m-1$ overlap variables, then extend the result to the case whence $z_1$ and $z_2$ share only 1 overlap variable. Let $z_1 = (z_1, \ldots, z_m)$ and $z_2 = (z_2, \ldots, z_{m+1})$, from Lemma C.5, we know $\forall z_1 \in \mathbb{H}^m$, $\bar{K}^{(m)}_h = g(z_1) + O(h^2)$. Hence,

\[
EA_{nm}(z_1, z_2) = \int_0^1 \cdots \int_0^1 K^{(m)}_h(z_1, z_2) g(z_1) g_1(z_{m+1}) \, dz_1 \cdots \, dz_{m+1},
\]

\[
= \int_0^1 \cdots \int_0^1 \left[ K^{(m)}_h(z_1, z_2) - g(z_1) + O(h^2) \right] g_1(z_{m+1}) \, dz_1 \cdots \, dz_{m+1},
\]

\[
= \int_0^1 \cdots \int_0^1 K^{(m)}_h(z_1, z_2) g_1(z_{m+1}) \, dz_1 \cdots \, dz_{m+1} - 1 + O(h^2).
\]

We also notice that

\[
\int_0^1 K^{(m)}_h(z_1, z_2) g_1(z_{m+1}) \, dz_{m1}
\]

\[
= K^{(m)}_h(z_1, z_2) \times \cdots \times K^{(m)}_h(z_{m-1}, z_m) \int_0^1 K^{(m)}_h(z_m, z_{m+1}) g_1(z_{m+1}) \, dz_{m1},
\]

\[
= K^{(m)}_h(z_1, z_2) \times \cdots \times K^{(m)}_h(z_{m-1}, z_m) \left[ g_1(z_m) + O(h^2) \right],
\]

iteratively substituting (C.29) into integration (C.28), we finally obtain

\[
EA_{nm}(z_1, z_2) = O(h^2).
\]

Using the similar method, one can easily prove $EA_{nm}(z_1, z_2) = O(h^2)$ if $z_1, z_2$ have only one overlap variable. This completes the proof.

Lemma C.7. Given $\mathbb{H}_0$ and $2 \leq m < M$, we have

\[
EH_{2nm}(z_1, z_2) = \begin{cases} 0 & \text{if } z_1, z_2 \text{ are independent}, \\ z^m - 1 + O(h) & \text{otherwise}, \end{cases}
\]

where $\tau = \int_{-1}^1 \int_{-1}^1 K(u)K(u + v) \, du \, dv$.

Proof of Lemma C.7. Let $z_0 = (z_0, \ldots, z_0)^T$, $z_1 = (z_1, \ldots, z_m)^T$ and
\( \mathbf{z}_2 = (z_2, \ldots, z_{m+1})^T \), then we have

\[
H_{2nm}(\mathbf{z}_1, \mathbf{z}_2) = \int_{\mathbb{R}^m} A_{nm}(\mathbf{z}_0, \mathbf{z}_1)A_{nm}(\mathbf{z}_0, \mathbf{z}_2)g(\mathbf{z}_0) \, d\mathbf{z}_0,
\]

\[
= \int_{\mathbb{R}^m} \frac{K^{(m)}_h(\mathbf{z}_0, \mathbf{z}_1)K^{(m)}_h(\mathbf{z}_0, \mathbf{z}_2)}{g(\mathbf{z}_0)} \, d\mathbf{z}_0
\]

\[
- \int_{\mathbb{R}^m} \left[ K^{(m)}_h(\mathbf{z}_0, \mathbf{z}_1) + K^{(m)}_h(\mathbf{z}_0, \mathbf{z}_2) \right] \, d\mathbf{z}_0 + 1 + O(h^2),
\]

therefore

\[
E H_{2nm}(\mathbf{z}_1, \mathbf{z}_2)
\]

\[
= \int_{\mathbb{R}^m} \int_{\mathbb{R}^m} \int_{\mathbb{R}^m} \frac{K^{(m)}_h(\mathbf{z}_0, \mathbf{z}_1)K^{(m)}_h(\mathbf{z}_0, \mathbf{z}_2)}{g(\mathbf{z}_0)} g(\mathbf{z}_1)g_1(z_{m+1}) \, d\mathbf{z}_0 \, d\mathbf{z}_1 \, dz_{m+1} - 1 + O(h^2).
\]

By change of variable and the first-order Taylor expansion, the first term can be expressed as \( \tau^m + O(h) \). One can also obtain the same result for \( \mathbf{z}_1 = (z_1, \ldots, z_m)^T \) and \( \mathbf{z}_2 = (z_m, \ldots, z_{2m-1})^T \) using the same discussion. This completes the proof.

\[\square\]

### C.5 Relationship of CoEn and ApEn

We define the multivariate uniform kernel as

\[
K(x) = 2^{-m} \mathbb{1}(\|x\|_\infty \leq 1),
\]

(C.30)

where \( m \) is the length of \( x \) and \( \|x\|_\infty \) is the maximum norm. In fact, (C.30) is one type of \textbf{multiplicative} kernel. If we let bandwidth for each entry of \( x \) be constant \( h \), then the scaled multivariate kernel can be expressed as

\[
K_h(x) = (2h)^{-m} \mathbb{1}(\|x\|_\infty \leq h).
\]

We still use the notions \( x^{(m)}_i \) and \( x^{(m+1)}_i \) as defined in Section 5.2, therefore the kernel density estimators of both \( x^{(m)}_i \) and \( x^{(m+1)}_i \) can be written as

\[
\hat{f}\left(x^{(m+1)}_i\right) = \frac{1}{n} \sum_{j=1}^{n} K_h\left(x^{(m+1)}_j - x^{(m+1)}_i\right),
\]

\[
= (2h)^{-(m+1)} \frac{1}{n} \sum_{j=1}^{n} \mathbb{1}\left(\|x^{(m+1)}_j - x^{(m+1)}_i\|_\infty \leq h\right),
\]

\[
= (2h)^{-(m+1)} C_i^{(m+1)}(h), \quad i = 1, \ldots, n,
\]

212
\[
\hat{g}(x_i^{(m)}) = \frac{1}{n} \sum_{j=1}^{n} K_h (x_j^{(m)} - x_i^{(m)}),
\]
\[
= (2h)^{-m} \frac{1}{n} \sum_{j=1}^{n} \mathbb{1}(\|x_j^{(m)} - x_i^{(m)}\|_\infty \leq h),
\]
\[
= (2h)^{-m} C_i^{(m)}(h), \quad i = 1, \ldots, n.
\]

Hence, conditional entropy can be expressed as

\[
\text{CoEn} = -\frac{1}{n} \sum_{i=1}^{n} \log \left( \frac{\hat{f}(x_i^{(m+1)})}{\hat{g}(x_i^{(m)})} \right),
\]
\[
= -\frac{1}{n} \sum_{i=1}^{n} \log \left( \frac{C_i^{(m+1)}(h)}{(2h)C_i^{(m)}(h)} \right),
\]
\[
= \text{ApEn} + \log(2h).
\]

Especially, for Gaussian kernel, the relationship of \text{CoEn} and \text{ApEn} is

\[
\text{CoEn} = \text{ApEn} + \log \left( \sqrt{2h} \right).
\]

### C.6 Seasonal ARIMA Estimation

We divide the real sports time series into three groups according to the change points 16 and 22, i.e., Group 1 indices: 1–15; Group 2 indices: 16–21; Group 3 indices: 22–52. The average of each group denotes as \(x_1, x_2, x_3\) respectively. Next we will estimate Processes 1, 2 and 3 based on \(x_1, x_2, x_3\) step by step.

**Degree of Integration** Using the Augmented Dickey-Fuller test (Dickey & Fuller, 1979), we found the degree of integration is 2 for \(x_1, x_2, x_3\).

**The Period of Season** We check the graph of sample autocorrelation function, see Figure C.2. In the dataset cleaning step, the dataset is filtered by lower-pass ButterWorth, the cut-off frequency is 20 Hz. Figure C.2 also implies the periodical auto-correlation of \(x_1, x_2, x_3\). Discrete Faster Fourier Transformation is used here to convert time series analysis from time domain to frequency domain. For example, Figure C.3(a) demonstrates the result of Discrete Faster Fourier Transformation of \(x_1\). Clearly, the largest amplitude is 0.01603, the corresponding frequency is 13.4 Hz, which mean the period is around 75. The seasonality of Process 1 sets to be 75. Using the same way, the seasonalities of Processes 2 and 3 are 67 and 81 respectively. Furthermore, we specify the seasonality order of AR as 1 for simplicity.
The Choice of Order  Based on the previous analysis, we suggest the following process\(^1\) for Group 1:

\[
\phi(L)\Phi(L)(1 - L)^D(1 - L^s)^D_s x_t = c + \theta(L)\varepsilon_t,
\]

where \(\phi(L) = 1 - \phi_1 L - \cdots - \phi_p L^p\) and \(\theta(L) = 1 + \theta_1 L + \cdots + \theta_q L^q\) represent the AR and MA operator polynomials. \(\Phi(L) = 1 - \Phi_{P1} L^{p1} - \Phi_{P2} L^{p2} - \cdots - \Phi_{Ps} L^{ps}\) is seasonal auto-regressive operator polynomials. \((1 - L^s)^D_s\) is the so-called Seasonal Difference factor. For Group 1, based on our previous analysis, we let \(D = 2\), \(s = 75\) and \(D_{75} = 1\), the unknown parameters are \(\phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q, \Phi_{75}\). We can not guarantee each unknown parameter significant at this moment. Therefore, for given pair \((p, q)\), we apply the backward model selection method to choose the significant parameters.

Specifically, we let \(p\) and \(q\) changes from 0 to 4 respectively, for each combination of \(p\) and \(q\), the BIC of backward model selection in each step is computed. Then, choose the combination of \(p\) and \(q\) which has a minimum BIC.

Finally, we summarize the basic steps of SARIMA process as follows:

Step 1: Using the Augmented Dickey-Fuller test to determine \(D\);

Step 2: Using Discrete Faster Fourier Transformation to choose the seasonal period;

Step 3: For user-specified order of seasonality of AR and MA polynomial,

\(^1\)https://uk.mathworks.com/help/econ/seasonal-arima-sarima-model.html
choose the lag numbers;

Step 4: For given \((p, q)\), using backward model selection to choose the modal and compute the corresponding BIC;

Step 5: Let \(p\) and \(q\) change from 0 to \(p_{\text{max}}\) and \(q_{\text{max}}\) respectively, repeat step 4, and choose the combination which has the minimum BIC.

For Group 2 and 3, we use the same procedures to choose the order and parameters of SARIMA process.

Note, the process is not optimal because (1) the range of \(p, q\) is from 1 to 4, one can extend this range to 10, 20, etc, but the complexity will increase as well; (2) seasonal autoregressive order is 1, there maybe exist more periods, see Figure C.3(a), if we go further, the complexity and computation consumption will increase significantly.

We also apply the same estimation procedure to \(x_2\) and \(x_3\), the order \(p, q\) are \((2, 2)\) and \((2, 1)\) respectively. We generate 15 time series from Process 1, 6 time series from Process 2 and 31 time series from Process 3. Even in this case, our RlEn method can detect the change points 16 and 22.

**List of publications**

(a) $RlEn=1.886$
(b) $RlEn=1.578$
(c) $RlEn=1.393$
(d) $RlEn=1.359$
(e) $RlEn=1.055$
(f) $RlEn=0.831$
(g) $RlEn=0.548$
(h) $RlEn=0.103$

*Figure C.4: Normalized Daily New Cases for eight Countries*
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