 Segmenting farms for analysing agricultural trajectories: a case study of the Navarra region in Spain

ABSTRACT

Farms in the Navarra region of Spain are segmented based on their absolute characteristics and rates of structural change to analyse differences in agricultural trajectories. This provides a basis for assessing the validity of competing theories of structural change in agriculture. While average figures for the panel of farms are in line with changes reported more widely for Spanish agriculture (greater capitalisation, improved productivity and profitability, and growing importance of direct payments), significant differences in trajectories are highlighted by the typology. Differences between farms can neither be reduced to a direct lifecycle effect nor support most elements of the bimodalisation theory. High levels of direct payments dampen pressures for restructuring rather than stimulating improvements in productivity. Farms in the most marginal areas benefited relatively little from the switch to more direct forms of farm support and their continued existence depends on farmers accepting returns below their opportunity costs for own land and labour (self-exploitation).
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1. Introduction

There is a large amount of literature on structural change in European farming, with a multitude of attempts to understand changes in employment, agricultural output, the intensity of farming and reactions to policy reform. In short, it is an attempt to identify and comprehend agricultural trajectories. While this literature agrees that there is a marked diversity in the trajectories followed by different farms, there is little consensus on what accounts for these variations or how they should be studied. 

The most common approach to explain structural change has drawn on farm typologies or classifications, categorising the state of subsets of farms and using this as a basis for predicting future change (Daskalopoulou and Petrou, 2002; Shucksmith and Herrmann, 2002). These studies have often employed cluster analysis. However, while this approach has specifically analysed differences between groups of farms, it has typically been based on data for a single year and as such has presented static analysis rather than capturing effects over time and varying trajectories. 

The objective of this paper is to produce a robust typology of farms according to multiple criteria, incorporating both the absolute characteristics of farms and dynamic effects which, it is argued, produce a richer characterisation of agricultural trajectories. This analysis is used as a basis for assessing the validity of different theories that seek to explain structural change. In meeting this objective attention is paid to the role of direct subsidies, which, it is argued, are having an important, if variable impact on the survivability and evolution of different production systems. The analysis therefore assesses the degree to which each identified production system in the typology is dependent on direct subsidies and how this has changed over time. 

The paper focuses on one case study area, namely the Navarra region of Spain. Navarra was chosen as a region because, while it is predominately rural (agriculture accounts for 5 per cent of Navarra’s GDP and 9 per cent of employment, which is higher than the mean for Spain and is also above the average for the EU-15) it incorporates a heterogeneous cross-section of farm types ranging from peri-urban cropping to mountainous, extensive livestock systems. Important differences between its seven constituent counties (see Figure 1) are apparent with the nature of specialisation changing significantly from the mountainous areas in the North to the lowlands near the Ebro River in the South. The North-West County (I) is mountainous with livestock accounting for more than 85 per cent of the value of agricultural production. This is the region’s most important county for dairy production but the average value of farm output is relatively small. The Pirineos (II) is also mountainous with the lowest population density. The farms in this county have traditionally been engaged in extensive cattle production. The Basin of Pamplona (III) is an urban county where agriculture plays a minor economic role. Pamplona is the capital of the region with a high population density and a concentration of the region’s services and industry. Some of the farms located in this area are important livestock producers, which benefit from their proximity to a large consumer market. In the mountainous North of Tierra Estella (IV) the main activities are livestock and forestry, whilst in the South cereals, vineyards and olive trees prevail. The farms in Tierra Estella have the largest average value of output and quantity of labour used compared against the respective figures for the other counties. Navarra Media (V), as Tierra Estella, combines a mountainous area in the North with plains in the South, and Ribera Alta (VI) is a county characterised by small latitudes and flatlands. Navarra Media and Ribera Alta are specialised in cereals and horticulture. Farms in these two counties, by several measures, are similar but in Navarra Media agricultural holdings are on average larger and better capitalised. Finally, Ribera Baja (VII) has large, irrigated plains on which horticultural products and maize are cultivated. Compared against the other six counties, farms in Ribera Baja are the most specialised in crops. By encapsulating such a heterogeneous mixture of farm types, Navarra’s suitability as a case study region for segmenting and analysing agricultural trajectories in the EU is underlined.

The paper is divided into seven sections. The next section reviews the main theories of structural change that seek to account for variations in agricultural trajectories. Section 3 considers the methodologies employed in previous studies that have attempted to segment farms according to variations in structural change. Section four details the methodological approach used in our analysis and how the approach seeks to improve on earlier attempts. Section five describes the data used in the analysis. Sections six and seven discuss the resultant typology and identified segments. The final section assesses the extent to which the results support or refute the competing theories of structural change that are outlined in section 2. 

2. Theories of Structural Change and Agricultural Trajectories

Three broad sets of theories that seek to explain the evolution of farm structures in contemporary Western societies have emerged in the literature, which pay greatest attention to adjustments in area, labour input and intensity of farming. Each of these theories is briefly summarised below.

a) Bipolarisation

This theory predicts the emergence of an increasingly bimodal farm structure, with fewer, larger farms dominating agricultural production (Buttel, 2001). At the other extreme very small farms will persist as either as ‘hobby’ farms, maintained by those who generate sufficient incomes from outside of agriculture, or through self-exploitation (Hazell, 2005). Self-exploitation of farm labour means that the expected marginal value product of household labour used in own farming is less than a market-wage-based measure of the opportunity cost of labour (Sen, 1996). In this framework, medium sized farms are marginalised and agricultural trajectories are characterised by a ‘disappearing middle’ (Buttel and LaRamee, 1991; Buttel, 2001). Farmers face an agricultural treadmill whereby short-run gains of increasing yields from the adoption of new technology are reduced in the long-run. This is because as the innovation spreads throughout the industry, output rises and prices fall (Cochrane, 1979). To deal with worsening terms of trade, farmers have to constantly look to further intensify and increase yields or expand the land area they farm, resulting in fewer, larger farms with the marginalisation and exit of smaller, less capitalised units. 

The main criticisms of the bipolarisation theory have been that it is too mechanistic (Ward, 1993) or structuralist (Long and Ploeg, 1994). The bipolarisation theory conceptualises that the behaviour of farmers is determined by exogenous forces that operate at the macro-level (market forces, agricultural policy etc.) (Ploeg, 1994). Such an approach  pays too little attention to the range of responses by farmers, the role of local and endogenous forces (Long and Ploeg, 1994), the importance of off-farm income in guiding agricultural trajectories (Ward, 1993) or the limits to the growth of farms. The latter criticism is a central tenet of the second set of theories.

b)
The Distinctive Logic of Agriculture and Institutional Theories

The argument that agriculture has a distinctive logic from other economic activities has its roots both in the work of Chayanov on peasant economies and also institutional economics (Roumasset, 1995). Both groups point to the institutional particularities of farming, arguing that the growth of individual units is limited by economies of scale being less widespread than in other sectors (Chavas, 2001). Institutional economists have also drawn attention to the spatially dispersed nature of agricultural production, arguing that under such conditions the costs of monitoring worker behaviour are high (Allen and Lueck, 1998; Roumasset, 1995). As a result, they argue that farms that are limited in size to only employing family members will be more efficient as the principal agent problem is removed as incentives to work are ‘internalised’ within the family with no moral hazard costs associated with a worker's gains from shirking (Allen and Lueck, 1998). These writers therefore stress the likely continuity of farms limited in size to only employing family members, at least in arable production, and reject the notion of an inevitable bipolarisation of farms and ‘disappearing middle’. 
c)
Family Entrepreneurship

The third set of theories contend that previous writings have downplayed the role of human agency and how agricultural trajectories are shaped by farmers’ values, and family ties and responsibilities. These theorists, such as Gasson and Errington (1993) and Brown et al. (1998), have drawn heavily on a model of family entrepreneurship, arguing that agricultural trajectories can only be understood in the context of the strong commitment of most farmers to continue farming and pass on land to their children. Few farmers are growth oriented (Raley and Moxey, 2000) but seek to expand or contract according to their stage in the lifecycle or to create a role for a son or daughter. Taking off-farm employment or reducing costs during an economic downturn are seen as survival strategies that allow a farm household to retain its involvement in agriculture. The ability of a farm household to follow such strategies will depend on the human and social capital at its disposal, so that survival and change in farming has ‘as much to do with demographic and family dynamics as with strategic economic behaviour’ (Jackson-Smith, 1999: p.88). Empirical studies suggest that both the family lifecycle and age have a significant impact on the goals and motivations of farmers, and the performance and technical efficiency of their farms (Ondersteijn et al. 2003; Wilson et al. 2001).

All three sets of theories stress the differentiated nature of agricultural change, albeit identifying different causes for differentiation (initial size, demographics etc.), emphasizing that the fortunes of farmers and their responses will be far from uniform. To analyse this differentiation and understand differences in trajectories, a typology of farm types has been advocated by many (see Djurfeldt and Gooch, 2002). However, as discussed in the next section, there has been little agreement on how typologies should be constructed. Moreover, all three sets of theories pay little attention to the role of the state as an actor that shapes agricultural trajectories both through market price support and direct payments. While the latter have become an important component of farm incomes in the EU, the way in which such transfers contribute to the survival of farm businesses and interact with production decisions has received scant attention. 

3. Methodological Approaches to Segmenting Farms for Analysing Agricultural Trajectories 

The driving force for any farm typology and segmentation is diversity. The relevance of a farm typology will therefore depend on its ability to capture the differentiation of farming systems, showing ‘a maximum amount of heterogeneity between the types, while obtaining maximum homogeneity within particular types or categories’ (Köbrich et al., 2003, p.142).

Previous typologies have followed one or a combination of two methods: the a priori approach and quantitative typification techniques. The a priori, or what Rosenberg and Turvey (1991) refer to as the prespecified method, relies on the knowledge and judgment of the researcher to define the characteristics for segmentation. The merit of this approach depends heavily on the choices made by researchers and has been heavily criticised for failing to make full use of available data (Gloy and Akridge, 1999). Moreover, due to their lack of statistical foundation, there is no evidence that any a priori based segmentation yields (fairly) homogenous groups (Gebauer, 1987). The most common prespecified approach to segmentation has been to group farms based on geographical areas, which ignores the heterogeneity of farming systems within particular locations (Köbrich et al., 2003).

The second approach has been labelled quantitative typification (Köbrich et al., 2003). Quantitative typification may be based on a small number of variables, such as followed by USDA (2000; 2001) or employ multivariate statistical techniques. USDA (2001) segmented family farms into seven categories based on just two variables: the occupation of operators and the volume of sales. When a classification is based on so few variables there is a danger that the typology will fail to accurately capture and segment the state of farms. For example, while the USDA (2001) seeks to understand the economic outlook of farms, by relying on such a limited number of indicators they ignore a number of factors that might influence future performance such as the degree of financial stress and asset ownership. Given this, some have preferred to adopt multivariate statistical techniques so that a greater range of segmentation variables can be employed in producing a typology (Bernhardt et al., 1996; Köbrich et al., 2003). Following this approach, the most commonly used technique has been cluster analysis. For example, Gebauer (1987) employs cluster analysis to segment farms in the former Federal Republic of Germany into four groups based on thirteen socio-economic variables. However, previous multivariate analysis has relied on data for a single year limiting the ability of such analysis to trace what Landais (1998) calls the evolution trajectories of farms. So, while Gebauer (1987, p.279) seeks to ‘provide a basis for sound predictions concerning the future dynamics of structural changes in agriculture’, the data employed fail to capture such dynamics. This exemplifies the fact that many typologies which seek to understand the differentiation of agricultural production are weakened by failing to capture the differential process of farm development.

In our case, the objective is to consider changes in variables that are indicative of agricultural trajectories and the strategies employed by farmers, which are, at the same time, linked to farm characteristics (Bowler et al., 1996; Maton et al., 2005). For example, farmers may follow an expansionist strategy, indicated by high rates of growth in the volume of total assets, or they may pursue an income diversification strategy by taking up off-farm employment (Djurfeldt and Waldenström, 1999) or reducing the amount of labour used on-farm (Ondersteijn et al., 2003), or they may prefer a strategy of decreasing their exposure to risk by reducing the level of specialisation (Chavas, 2001).

Relatively few attempts have been made to classify the diversity of Spanish farms. One exception to this is Lopez’s (2003) classification of farms into size categories based on their total gross margin and into ‘survivability groups’ based on the total gross margin per unit of labour costs. Although this analysis is insightful, it suffers from its reliance on one indicator and data for a single point in time, which is also a feature of the analysis undertaken by Caballero (2001), Milán et al. (2003) and Milán et al. (2006), who analyse cereal-sheep, sheep, and beef cattle farms respectively. A similar point can be made about studies that have clustered livestock farms located in the Central Pyrenees (Manrique et al., 1997; Manrique et al., 1999; Bernués et al. 2004). The analysis developed in this paper seeks to present a more robust picture by applying multivariate analysis to data from a number of years.

4. Methodology

a)
Cluster Analysis

In order to segment farms according to the range of variables discussed below, cluster analysis was chosen due to its strength in defining homogeneous groups of objects, or farms in our case. Initial investigations identified that the formation of clusters was hampered by multicollinearity amongst the variables. To deal with this problem, as suggested by Ketchen and Shook (1996), factor analysis was employed and the resultant factor scores for each observation used as the basis for clustering. Factor analysis defines the underlying structure in a data matrix, analysing the nature of interrelationships among a typically large number of variables by defining a set of common underlying dimensions (factors). Data reduction may be achieved by calculating scores for each underlying dimension and substituting them for the much larger number of original variables (Hair et al., 1998). For the factor analysis in this case, the method of principal component analysis with varimax rotation was adopted, as suggested by Solano et al. (2003) and Thapa and Rasul (2005). This method assures that the obtained factors are orthogonal and so avoids the problem of multicollinearity between the variables used in the cluster analysis. Factors presenting an eigenvalue greater than one were chosen; the cut-off applied for interpretation purposes was factor loadings greater or equal to 0.5 on at least one factor. 

Cluster analysis was performed in two stages. First, a hierarchical technique was used to identify outliers, the number of clusters and profile the cluster centres. Then, the observations were clustered by a non-hierarchical method with the cluster centres from the hierarchical results used as the initial seed points. This combined procedure allows one to benefit from the advantages associated with hierarchical and non-hierarchical methods, while at the same time minimising the drawbacks (Punj and Stewart, 1983). The algorithm used in the hierarchical technique was Ward’s method based on squared Euclidean distances. To decide how many clusters exist, the criteria suggested by Fiegenbaum and Thomas (1993) were applied, which focus on the simultaneous analysis of the overall fit obtained within each grouping and the improvement that is obtained in this fit with the inclusion of an additional group. These criteria are: (a) the percentage of intra-group variance explained with the obtained grouping being higher than a minimum percentage which we place at 50% and (b) that the percentage increase in the explanation of the intra-group variance, obtained with the inclusion of an additional group, does not exceed 5 per cent. Thus, the number of groups that exist will be determined when the two conditions are satisfied simultaneously.
To profile and validate the clusters, each is assessed in terms of two sets of estimated performance variables (profitability and Total Factor Productivity (TFP) indices) that were not included as variables used to derive the clusters. This is a part of the validation process, as this helps to evaluate whether the derived clusters are meaningful (Ketchen and Shook, 1996). If the typology is meaningful in partitioning groups of farms with different trajectories, these groups should be characterised by significantly different performance outcomes. The indicators that were utilised for assessing profitability and productivity are described below. 

b)
Profitability

Farm profitability is evaluated through three ratios of costs to revenues for each farm. A ratio smaller than one indicates that a farm is profitable according to a particular measure and vice versa. Ratios have been preferred as they ease the comparative analysis of clusters when farms are segmented according to a range of variables. Several previous studies have used such ratios to assess profitability or cost efficiency across diverging groups of enterprises (Seckler and Young, 1978; Jensen, 1984; Davidova et al., 2003).

First, farm profitability is analysed with reference to a private cost-benefit ratio (P_CB). For the i'th farm, the P_CB is taken to be:
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 is the cost of non-tradable factors of production (based on private prices or estimates for non-paid land and labour input) and 
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 is the value of output excluding net direct subsidies. As non-paid (own) land and labour input is important in Spanish agriculture, its value should be included in measuring performance. For non-paid land and labour input, shadow prices are utilised using regional averages. Family labour is valued using the average regional farm unit labour costs for the sample. As far as land is concerned, if a farm has a mixture of rented and owned land, the rent paid is imputed to the owned land, as it is supposed that rented and owned land are in close proximity and, thus, are of a compatible quality. If a farm does not rent land, then the average rent actually paid by farms in the sample is applied to the owned land.

Two other profitability ratios were also calculated in order to give an insight into the effects of net direct payments and the valuation of factors at their opportunity costs on profitability. The first, cost-revenue plus net direct subsidies (C_Rs) ratio, is equal to the P_CB ratio except that Cfi does not include estimates for non-paid labour and land, and Ri includes net direct subsidies. The second ratio (C_R) matches the C_Rs ratio in terms of costs, in the sense that only paid costs are included, but the revenue side excludes net direct subsidies. 

c)
Total Factor Productivity

To assess variations in productivity, a Tornqvist-Theil TFP index was constructed for all farms relative to a base-case ‘sample average farm’. The Tornqvist-Theil TFP index is recognised as a measure of technical efficiency and an acceptable alternative to econometric estimation in cases where data do not permit an underlying production function to be estimated (Capalbo and Antle, 1988). The Tornqvist TFP index is a relative measure of productivity based on the difference between an aggregated output index and an aggregated input index. Supposing there are two firms i and b which produce n outputs 
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where for firm i, 
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 represents the share of the value of the j’th output in the total value of all n outputs, and 
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 represents the share of the costs of the k’th input in the total input costs of all m inputs. For a particular farm, the higher the TFP index score, the more productive it is, implying that differences in outputs are not explained by differences in inputs but are due to differences in efficiency, technology and returns to scale (Hughes, 2000).

In addition to the profitability ratios and TFP index, two other external variables, income per annual work unit (INCAWU) and reliance on direct subsidies (SUBNET, SUBOUTP), were included in the validation process.

5. Data Employed in the Analysis 

The objective of this paper is to identify groups of farms with different characteristics and trajectories according to multiple criteria by incorporating both absolute characteristics and dynamic effects. Variables were therefore chosen that are theoretically, and have been empirically, linked with determining the performance and the trajectories of agricultural enterprises. A review of relevant literature was undertaken, to help the identification of such variables to develop the typology and also highlight external variables for validating the classification. The specific variables chosen in this study to partition farms can be classified into 5 groups: size, use of factors of production, technological (intensification) variables, financial structure and location.

FARM SIZE

The size of the farm is a critical factor, because of its importance in theories of structural change (particularly bimodal arguments) which highlight the existence of scale economies that may motivate growth patterns, as evidenced in empirical work by Paul and Nehring (2005) on the US agricultural sector. Moreover, some have found that farmers operating on a larger scale are more willing to change (Damianos and Skuras, 1996) and that they are more favourably positioned to adopt technological advances and innovations (Argilés and Slof, 2003). The farm’s size is usually measured in physical units, as quantity of labour, land and livestock units, or in monetary terms through variables as total output, total assets or standard gross margin. But changes in farm size generally involve changes in factor proportions and production technology, as well as changes in the output mix, and consequently, none of these measures if taken separately can fully characterize the process of farm growth (Weiss, 1999). As a result many studies (Argilés, 2001; Kristensen, 2003; Villatora and Langemeer, 2005) use more than one measure for farm size. In our analysis, the size is represented by four variables: total farmed area (UAATOT), total labour input (TOTALAWU), value of output excluding net direct subsidies (OUTTOT) and total assets employed (TOTASSET). 

RENTED LAND AND HIRED LABOUR 

The use of external factors, such as amount of rented land and hired labour, were also included to construct the typology. It has been showed that land tenure status is an important factor in farmers’ decisions, for example to adopt conservation practices and/or change the intensity of production (Soule et al., 2000), and also influences the level of financial stress (Franks, 1998). Moreover, the percentage of rented land (PORREUAA) has been used as an indicator of farmers’ willingness to undertake risk (Daskalopoulou and Petrou, 2002). As agricultural incomes are unstable due to factors such as weather conditions and fluctuations in the price of agricultural output, an increase in the size of the farm through renting is supposed, ceteris paribus, to increase risk (Chavas, 2001). 

The percentage of paid labour (PORPALAB) has been utilised by some researchers, such as Daskalopoulou and Petrou (2002), in creating farm typologies because the presumed higher qualities of non-paid labour may be associated with improved performance. This is because family labour may have greater incentives to be more efficient (Karagiannis and Sarris, 2002) as well as incurring lower monitoring costs compared to hired labour (Chavas, 2001). This is consistent with theoretical arguments that family farms are a more efficient ownership type and that therefore agricultural production follows a distinctive logic (Allen and Lueck, 1998).

FARM SPECIALISATION

Farm specialisation is also considered, as those specialised in one type of agriculture may perform better than mixed farms because they are more focused and require less investment in equipment (Argilés and Slof, 2003). Empirical findings on this have been inconclusive. Hallam and Machado (1996) and Brümmer (2001) found that specialisation was not linked to performance but others arrive at the opposite conclusion (Karagiannis and Sarris, 2002). One of the most exhaustive studies by Villatora and Langemeier (2005) did find that farms specialising in crop production grew at a faster rate than specialist livestock farms and that the distinction between crops and livestock was important in accounting for differences between the performance of farms. We therefore have included a variable computed as the percentage of the value of total output accounted for crop production (PROCRO) to measure the degree to which a farm specialises in arable farming. 

INTENSIFICATION

As in some other typologies (Ganpat and Bekele, 2001) indicators of intensification were also included. Capital intensity was approximated by the quantity of depreciation per annual work unit (DEPAWU), with higher values indicating that there is more capital available per employed worker. This is similar to approaches often followed in the analysis of accounting data (Curtiss, 2000; Lissitsa and Odening, 2005). Moreover, we also account for the amount of land per annual work unit (LANDAWU), in which case larger scores indicate lower levels of intensification. 

DEBTS AND FINANCIAL STRESS

Debts are associated with dynamic farmers, entrepreneurs, innovators and also with larger farms (Damianos and Skuras, 1996). However, heavily indebted farms with high rents and financial burdens are very vulnerable to random effects that lead to shortfalls in income (Argilés, 2001). Moreover, higher debt levels do not necessarily stimulate growth if the rate of return is less than the cost of borrowing capital (Mishra et al., 1999), if they reduce access to further loans and thus the ability to make timely purchases of inputs (Karagiannis and Sarris, 2002), or if they translate into serious financial stress (Escalante and Barry, 2002). In order to capture such factors we included both standard financial and financial stress ratios. In relation to the former, the debt to asset ratio (DEBTOAS) and the leverage ratio (LEVERAGE) were included. To account for financial stress we followed the suggestion made by Franks (1998), and included the ratio between paid rents plus interest and total output (RENGO) and the ratio between paid rents plus interest and the gross margin (RENGM). 

GEOGRAPHIC LOCATION

Finally, the location of the farm is included in the analysis, as this shapes both off-farm opportunities and agricultural potential (Damianos and Skuras, 1996). Moreover, land in Less Favoured Areas (LFAs) is typically of poor quality and generally unsuitable for cropping (Austin et al., 1998). The European Commission (1994) found that farms located in these areas exhibited a poor performance and received a larger quantity of subsidies that those located in other areas. In our sample, overall, 65 per cent of the panel’s farms are located in LFAs, with the majority within a mountainous LFA (42 per cent), qualifying for special aids. To the continuous variables discussed above, a dummy variable was added, accounting for farms that are located in a less-favoured mountainous area (LESSFM).

Data were extracted from the Farm Accountancy Data Network (FADN) for the region of Navarra and was supplied by the Department of Agriculture, Livestock and Food of the regional Government of Navarra. FADN is designed to provide a record of the evolution of agricultural incomes of European farms, generating information that can be used in the design of the Common Agricultural Policy (Hill, 1999). It consists of an annual survey conducted by the Member States of the European Union of a sample of around 80,000 commercial farms in the EU. Farms are selected according to three criteria to ensure a representative sample: region, economic size and type of farming. The responsibility for FADN data collection rests with Liaison Agencies, often together with agricultural research institutes. 
FADN is an important source of micro-economic data and provides a detailed picture of farms’ production and financial structure, although as it includes only holdings that are of a size that can be considered as commercial, the mean size of farms tends to be larger that what is recorded in Agricultural Census returns of each Member State. In the Spanish case, Mora et al. (2003) studied the representativeness of FADN in relation to the Agricultural Census for the year 1999. Their results show that the estimation error of the total gross margin is about 20% because very small units are underrepresented in FADN. Notwithstanding this difficulty, FADN is still considered to be the most comprehensive and detailed source of data for the microeconomic analysis of the agricultural activity (Hill, 1999). 

To incorporate absolute characteristics and effects over time, the analysis is based on data for four years (1996 to 1999). A general discussion of the characteristics of this period is provided in section 7. Such a time period was chosen in reflecting a balance between wanting a sufficient number of years to capture broad trajectories and recognising that FADN has a fairly high turnover of farms willing to participate so that the number of complete and continuous records falls as the time period chosen is lengthened. Considering our interest in changes over time, only those farms for which there are records for each of the four years are included in the analysis. As a result, the analysis is based on a panel of 237 farms, the main characteristics of which are presented in Table 1. 

TABLE 1 ABOUT HERE

6. Data Analysis

The study incorporates both absolute characteristics and changes over time, with absolute farm characteristics, such the number of hectares farmed, measured for the start of the time-period i.e. accounting year 1996. Changes over time are captured by measuring the average annual percentage change of selected variables for the period 1996-1999. For the calculation of annual changes, monetary variables were deflated. However, some of the variables were excluded from the analysis over time because they failed to show sufficient variability, as Köbrich et al. (2003) recommends. As a result, 22 variables were judged suitable for the factor analysis and these are listed in Table 2. Each of the variables included in Table 2 can be presented in three forms: the absolute value of the variable at the start of the time period analysed (subscript ‘96’), the value at the end of the time period studied (subscript ‘99’) or in terms of the average annual percentage change in that indicator (subscript ‘aac’). This notation is adopted in the presentation of results (see Tables 3, 4 and 6).

TABLE 2 ABOUT HERE

Two tests were applied to assess the validity of the factor analysis. The Kaiser-Meyer-Olkim measure of sampling adequacy (Kaiser, 1970) is 0.60 indicating that the data matrix has sufficient correlation to justify the application of factor analysis. Bartlett’s test of sphericity is large and statistically significant at the 1 per cent level, so the hypothesis that the correlation matrix is the identity matrix can be rejected. These measures indicate that the set of variables is appropriate for factor analysis. 

An eight-factor solution is adopted, choosing the factors that present an eigenvalue greater than one (Table 3). This solution explains 75 per cent of the total variance in the data set, which is more than satisfactory (Hair et al., 1998). The first factor is associated with land in 1996, as it relates to the variables for total land area, land per AWU, percentage of crop production and percentage of paid labour. This factor is also associated with the dummy variable that distinguishes farms located in a mountainous LFA. The second factor relates to farm size at the beginning of the period, measured by total output, labour and assets. The third factor is associated with the initial financial situation measured by the debt to asset ratio and leverage. Factor 4 can be interpreted as a measure of the initial level of financial stress, because the main loadings are for the ratios of rental costs to output and gross margin, and the variable that accounts for the percentage of rented land. Factor 5 is related to a variable accounting for the level of intensification at the beginning of the period. The last three factors relate to the variables presenting changes over time. Factor 6 accounts for the change in the size of farms (assets, output and labour), factor 7 for the financial situation and factor 8 for the other structural variables (land per AWU and percentages of rented land and paid labour).

TABLE 3 ABOUT HERE

These factors formed the basis of the cluster analysis. Using the criteria outlined in the methodology section, a six-cluster solution was obtained. Table 4 profiles the clusters showing the mean values for each of the variables included in the factor analysis. It also shows the results for the analysis of variance (ANOVA), conducted in order to check in that differences between clusters are statistically significant. For the dummy variable (LESSFM) detailing the mean value is meaningless and for this reason a chi-square statistic is reported, assessing the distribution of farms by clusters and location in a mountainous LFA (Table 5). 

TABLES 4 AND 5 ABOUT HERE

As discussed above, a set of external variables related to farm performance are used to help profile and validate the clusters. These are the three profitability ratios (P_CB, C_R and C_Rs), measure of productivity (TFP), net direct subsidies received by the farm expressed in absolute terms (SUBNET) and as a percentage of output (SUBOUTP), farm income per annual work unit (INCAWU). Given our interest in family entrepreneurship, the mean age of the principal farmer for each cluster is also detailed. In order to test the statistical significance of the differences in these performance indicators across clusters, an analysis of variance (ANOVA) was performed (Table 6). For the typology produced from the cluster analysis to be meaningful, in distinguishing groups of farms with different agricultural trajectories one would expect significant differences in these performance measures between clusters to be evident. This will allow us to have a better understanding of which farm characteristics influence performance and hence structural change. 

TABLE 6 ABOUT HERE

7. Segmentation of farms in the Navarra Region

Before discussing the characteristics of each cluster, it is useful to consider changes over the four year time period for the sample as a whole. The characteristics of the complete panel of farms are detailed in Table 1 and the penultimate columns of Tables 4 and 6. In 1996 the panel of farms collectively accounted for 11,139 hectares of utilised land, possessed assets valued at approximately 55.5 million euros and had an annual turnover of just less than 19.2 million euros. By 1999, the utilised agricultural area of the panel had risen only modestly (to 11,613 ha) but in constant prices the assets of these farms were valued at 61.9 million euros and annual turnover exceeded 23.2 million euros. 

The average farm size (using both land and labour measures) was almost constant over the four analysed years, but both output and assets per farm increased. Although FADN is biased towards larger farms, nearly half of the farms in the panel are smaller than 30 ha in size and the share of rented land in total utilised agricultural area (UAA) was around 40 per cent throughout the time period. The farms in the sample are also small in relation to labour input: 35-39 per cent use one or less Annual Work Units (AWU) and most rely entirely on family labour; the share of paid labour represents only 9-10 per cent of total labour input. The shares of crops and livestock in total output were relatively constant over the analysed period with a slight preponderance of crops. Family farms predominate (over 90 per cent of the panel), with the remainder being farming companies. 

TFP rose at an average annual rate of 3.14 per cent, which is high by West European standards (San Juan and Decimavilla, 1999). The net value of direct subsidies in both absolute terms and as a percentage of output rose steeply (average annual changes of 13.6 and 6.0 per cent respectively), reflecting reforms to the CAP. While changes in the CAP saw a shift to non-market support, commodity prices remained buoyant and these features combined with strong productivity growth led to a significant growth in incomes per worker: incomes per AWU rose at an annual average rate of 27.8 per cent for the period 1996-9.

The changes evident in the panel of farms underline trends reported for Spain as a whole, against a backdrop of historically low profitability and productivity compared to other West European EU Member States (Sabate, 1992; San Juan and Decimavilla, 2000). Spanish agriculture underwent significant intensification in the 1990s, improving the performance of those remaining in the sector. Subsidy based income growth was also apparent: as a result of the MacSharry reforms, the profitability of Spanish crop farms increased significantly and the variability of returns fell (Bardají et al., 1995). However, while this overall agricultural trajectory can be described, it fails to capture the differentiation of farming systems which is evident in the clusters.

CLUSTER 1: medium-sized arable farms on an expansionist trajectory. 

This cluster accounts for 33 per cent of farms in the panel and it is characterised by medium-sized arable farms which have a low level of capital intensity. The farms are mainly located in Tierra Estella, Ribera Alta and Ribera Baja (Centre and the South of the region). These farms registered the second best performance (INCAWU) of any cluster in 1996 and were profitable according to all cost-revenue ratios, including when the costs of own factors are imputed. They were also the most productive farms in the panel in 1996 with a lower than average dependence on direct subsidies. 

Farms in this cluster have adopted an expansionist strategy as indicated by the average annual rates of change in the scale of farm operations: the value of total output grew at an average rate of 21.1 per cent per annum. While there was a slight increase in labour employed, this growth was outstripped by increases in land area and capital employed, as evidenced by the higher rates of annual growth in land per AWU, total assets and depreciation. Farms in this cluster have managed to expand without increasing their financial stress. 

Analysing their performance over the period 1996-9, this cluster witnessed the highest growth in TFP and income per AWU. Profitability also increased at a rate significantly above the average for the panel. While it is true that these farms had a healthy starting position, during the four-year period their performance improved at a much higher rate than not only the average for the panel but also when compared against other clusters which possessed a strong initial position. 

CLUSTER 2: small mixed farms. 

This cluster is relatively small, consisting of 13 small, mixed farms with a low level of capitalisation. They are predominately located in the counties of Tierra Estella and North-West. In 1996 these farms were more profitable than those in Cluster 1, albeit slightly less productive, with a level of income per AWU very similar to the average for the whole panel. However their performance over time has been disappointing. In stark contrast to the majority of the panel, this cluster witnessed a decline in both productivity and profitability and it had the poorest rates of average annual change for almost all of the other performance variables. There is a particularly marked increase in financial stress. 

Two factors are associated with this poor performance. First, the farms increased labour input, principally hired labour, and this is the only cluster to register a fall in the amount of land per AWU. The average annual change in labour use rose at a higher rate than that of the value of output. Secondly, there was a substantial decline in the value of direct subsidies received, both in relative and absolute terms.

CLUSTER 3: very small livestock farms. 

This cluster consists of a small number of farms for which livestock production accounts for 72 per cent of the value of gross output. They rely almost completely on family labour and their asset base is small. The eight farms in this cluster are spread across five counties. This cluster had the worst performance in 1996: farms were not profitable when the costs of own resources were valued and the value of direct subsidies subtracted (P_CB96 1.063). Considering only paid costs (C_R96 and C_Rs96), they were profitable, but the ratios were the worst in the panel. The cluster received the smallest amount of direct payments in both absolute terms and relative to output. They registered the second worst average TFP scores and were characterised by a high level of indebtedness and financial stress. This unsatisfactory performance, together with the small level of direct payments received (in absolute and in relative terms), led to well below average incomes per labour unit.

Over the period 1996-9 the profitability and productivity of this cluster increased dramatically: the farms in this cluster registered the largest percentage decrease in cost-revenue ratios. The level of indebtedness and financial stress also fell. These trends appear in line with Jensen’s (1986) hypothesis, empirically supported by Karagiannis and Sarris (2002), that greater reliance on debt to finance farm operations stimulates considerable effort on the part of farmers to improve efficiency to meet and reduce such financial obligations. This cluster has improved its fortunes by cutting labour (it witnessed an average fall in total labour use of 1.5 per cent per annum), and reducing the amount of capital used per unit of labour: this is the only cluster where capital intensity (DEPAWU) decreased over the period. The approach of this cluster has been geared to survival, adopting a cost-cutting strategy. While this has ensured survival in the short term, their existence in the longer term depends on accepting low returns to own labour and the level of indebtedness remains high. These farms receive few direct payments and the value of this type of support, in both relative and absolute terms, fell over the 1996-9 period. 

CLUSTER 4: large arable farms dependent on subsides. 

This is a relatively large cluster comprised of 39 crop farms located in the South of the region. At the outset of the period of study, these farms were already relatively large (an average size of 111 ha) and highly capitalised, using factor markets extensively, renting land and hiring labour. The level of indebtedness was lower than the average for the panel, although the degree of financial stress was above average, chiefly due to the greater proportion of rented land. Farms in this cluster were the most dependent on subsidies, in both absolute and relative terms with almost 23 per cent of gross revenue accounted for by CAP direct payments. As a result, there are large differences in the profitability ratios depending on whether such subsidies are included or excluded from their revenue. In 1996, the farms were not profitable according to the private cost-benefit ratio. However, their income per annual work unit was the highest in the panel, underlining the importance of direct payments to this group.

While cluster 4 was in a relatively healthy position in 1996, the rates of change for all variables over time were lower than the panel average and in terms of total assets and output these farms shrank. Agricultural operations contracted and the productivity and profitability of this cluster deteriorated substantially. Income per AWU fell at an average rate of 5.5 per cent per annum despite rises in the amount of direct payments received. Overall, this cluster exhibited the worst changes in performance. 

The contracting tendency of Cluster 4 cannot be explained by a ‘lifecycle effect’, the mean age of farmers in the cluster is slightly below the average for the panel. In fact, there are no significant differences between clusters in terms of the mean age of the principal farmer – for all groups the mean lies between 41 and 45 years old. The relationship between performance and direct payments also warrants discussion. In its Mid-Term Review, the European Commission (EC) acknowledged that CAP direct payments have become an income support measure, providing “a cushion which has allowed the farm sector to adjust to a more market oriented environment” (EC, 2002: p.7). However, the evolution of Cluster 4 brings into question the notion that direct payments provide a basis for a more market oriented agriculture: the cluster with the highest level of direct payments throughout the analysed period, both in absolute terms and relative to gross output, witnessed the greatest fall in productivity and profitability. In this regard, the pattern for Navarra mirrors analysis for Greece conducted by Karagiannis and Sarris (2002), who found a clear negative relationship between technical efficiency and the magnitude of direct subsidies. 

CLUSTER 5: small mountainous livestock farms. 

This cluster includes 36 per cent of the farms in the panel and represents an important share of the region’s agricultural sector. The vast majority are located in a mountainous LFA (97 per cent of the cluster) and in the two northern counties (North-West and Pirineos counties). These livestock farms are small in size with an average UAA of 20 ha and use family labour. Approximately one third of the land of this cluster is rented. 

In 1996, the relative performance of this cluster was poor. This result mirrors that of Manrique et al. (1999) who analysed a sample of livestock farms in another area of the Pyrennees. In our case, when unpaid inputs are valued at their opportunity costs, they were loss making and income per unit of labour was well below the average for the panel. If unpaid land and labour were not valued at their opportunity costs, however, the cluster did generate a financial surplus and the level of indebtedness was similar to the panel average or lower. 

During the period 1996-9 the performance of the cluster improved, profitability and TFP grew, although the latter rose at a lower rate than for the overall sample. A number of factors are associated with this improved performance. First, the farms in this cluster, as well as those in the other two clusters which are specialised in livestock production (Clusters 3 and 6), have decreased the number of annual work units per farm. In some cases this has been accommodated by switching from dairy to beef, making it easier to combine agricultural activities with off-farm employment and as a result these farmers switched from being full-time to part-time farmers: between 1996 and 1999, there was an increase of 12 in the number of part-time farmers in the sample, 9 of which are located in the North-West county. Secondly, this cluster has become more reliant on owned factors of production with the proportion of rented land falling by an average of 2.1 per cent per annum. Due to a combination of expanding owned land area and cutting labour, the amount of land per AWU grew at a rate above that for the whole panel.  

While the performance of this cluster improved over the four years, it remains unprofitable when unpaid factors are valued at their opportunity costs. Their existence thus depends on self-exploitation. While one may expect farms in such mountainous areas to benefit most from direct aid, the value of such subsidies is modest in absolute terms and as a percentage of output only just exceeds the average for the sample. Moreover, the growth in direct payments in both absolute and relative terms in the late 1990s was at a lower rate than the average for the panel. The main beneficiaries of the switch to more direct support were larger arable and livestock farms (clusters 1, 4 and 6) which were initially in the healthiest financial state. While direct payments are often seen as a vehicle to maintain agricultural activities in marginal areas, such farms in Navarra have received a disproportionally low share of such aid.

CLUSTER 6: large capital intensive livestock farms. 

These farms are located in the central belt of Navarra and are relatively large in terms of employment, turnover and the value of total assets (means of 3 AWUs, 278,000 euros and 679,000 euros respectively).  While the numbers employed on each farm are relatively high, they nonetheless depend on family labour: only 8.4 per cent of total labour input is hired. At the start of the analysed period this cluster was profitable according to all three ratios albeit only marginally when the opportunity costs of unpaid factors were imputed. They were productive although not the most efficient in the panel. In terms of direct payments, the absolute value (mean of 12,800 euros) was above the average for the sample but given their size this constituted only six per cent of the value of gross revenue.

Analysing their performance over the 1996-9 period, Cluster 6 recorded an improvement in profitability, although this was unexceptional compared against some of the other clusters. Total assets grew by a very modest 0.9 per cent per annum and the value of total output rose at less than half the rate of the average for the panel. The size of these farms also increased at a rate that was below the average for the panel but this may be expected given that these farms were the largest at the beginning of the period. Overall, the strategy of these farms can be summed up as maintenance of the status quo.

What is remarkable about Cluster 6 is the high rate of growth in income per AWU (which averaged increases of 45.6 per cent per annum). This growth was not primarily achieved through cost-cutting, although the amount of labour employed fell at a rate of 1.4 per cent per annum, nor was it based on improvements in productivity, in fact TFP declined over time. Rather this cluster benefited from substantial increases in direct payments, both in absolute and relative terms. This growth in direct payments has reduced financial stress while allowing farmers to maintain the status quo in terms of the scale of their agricultural operations but has not stimulated improvements in efficiency.

8. Discussion and conclusions

A typology of farms in the Navarra region of Spain is presented, based on both their absolute characteristics and effects over time, which allows for a clearer picture of the differential evolution of farms than typologies based on data for a single year or analysis focused purely on average rates of change. Such a typology allows us to capture and understand differences between farms and their patterns of change, and therefore assess the validity and weaknesses of competing theories of structural change. The paper therefore seeks to present an analysis of regional data that is of both methodological (capturing absolute and dynamic characteristics) and theoretical relevance. 

Regarding structural change, little evidence is uncovered to support the bimodalisation theory of the ‘strong getting stronger’ with medium sized farms disappearing. The best relative performance recorded over the analysed period, when measured by absolute levels and changes in productivity and profitability, was achieved by Cluster 1 which is medium-sized by most of the indicators for the sample. In contrast, Clusters 4 and 6, which were larger in terms of initial area, value of output and the value of assets, and were both in relatively healthy financial positions in 1996, performed far more modestly. This implies that structuralist theories of large farms consolidating and becoming ever more efficient and dominant should be rejected. 

The only element of the bimodal theory that is confirmed by the analysis is the dependence of small farms on off-farm transfers for their survival. Clusters 2, 3 and 5 are comprised of small or very small farms that struggle to be profitable when unpaid inputs of land and labour are valued. For such farms, family owned land and labour are important resources that allow for their continued existence, subject to farmers being able to cover their paid costs. On such small farms, families must either accept low returns to their own resources (self-exploitation) or look to cross-subsidise the farm with income from elsewhere. The latter may necessitate alterations in production systems to better accommodate off-farm work such as switching from dairy to beef (as exhibited by some of Cluster 5). A pool of family labour, which can allow for a reduction in paid costs when under financial stress, also appears critical for the survival of small farms (Cluster 3). Those small farms for which survival is most in doubt are characterised by increases in paid labour, due to an absence of family resources, which leads to rises in costs which cannot be fully offset by changes in output (Cluster 2). However, while a pool of family labour is important for the survival of small farms, differences in the performance of systems cannot be explained by a simple demographic ‘lifecycle effect’, as there are no significant differences between the mean age of the principal farmer across groups.  

Further analysis also indicated that there were no significant differences between family farms and farming companies in terms of changes in profitability and productivity over the analysed period. While the number of agricultural companies in the sample is small the analysis therefore indicates that claims that family farms are a superior organisational type, which is a common assumption in many institutional accounts of structural change, should be treated with caution.

The limits to the growth of farms cannot be reduced solely to a debate about technical efficiency, limits are also behavioural and policy induced, as evidenced by Cluster 6. At the outset of the period, Cluster 6 contained the largest farms when measured by output and capital stock and during the analysed period only modest changes in size and capital were recorded. These farms while not being under financial stress, sought to maintain the existing scale of their operations. Pressures for improvements in efficiency were weakened by large increases in direct payments which meant that rises in net incomes did not have to be achieved through improvements in productivity. This is consistent with the argument that rises in policy transfers weaken market pressures (Karagiannis and Sarris, 2002) and that the state therefore must be understood as an important actor mediating structural change in agriculture. Both larger crop and livestock farms enjoyed rises in incomes which stemmed from their disproportionate share of direct payments, when measured in both absolute and relative terms rather than improvements in productivity (Clusters 4 and 6). In contrast, productivity growth was associated with those that accrued more modest amounts of direct payments (Cluster 1) and had to expand through growth in production or those that had to cut costs dramatically to survive (Cluster 3). This draws into question the EC’s (2002) argument that direct payments facilitate adjustments to a more market oriented environment. Rather, the empirical evidence presented here indicates that increases in direct payments actually weaken pressures for structural change.
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	Table 1

Main characteristics of the panel of farms

	
	Units
	1996
	1997
	1998
	1999
	Navarra1
	Spain1

	Land 
	
	
	
	
	
	
	

	Land per farm (utilised agricultural area, UAA)
	Ha.
	47
	49
	49
	49
	29
	20

	Share of farms with less than 30 ha 
	%
	47
	46
	46
	46
	80
	88

	Average share of rented land 
	%
	39
	41
	40
	39
	41
	33

	Labour 
	
	
	
	
	
	
	

	Labour per farm (annual work units, AWU)
	Units
	1.5
	1.5
	1.5
	1.5
	0.77
	0.84

	Average share of hired labour 
	%
	9
	9
	9
	10
	29
	34



1 The data correspond to the Agricultural Census 1999.

	Table 2

Variables utilised in the analysis1

	VARIABLE
	Definition
	Units

	UAATOT
	Total utilised agricultural area
	Ha.

	OUTTOT
	Output (excluding the net current subsidies)
	1,000 €

	TOTALAWU
	Total labour 
	AWU

	TOTASSET
	Total asset 
	1,000 €

	PORPALAB
	Percentage of paid labour
	%

	PORREUAA
	Percentage of rented land
	%

	PROCRO
	Percentage of crop production 
	%

	LANDAWU
	Land per unit of labour
	Ha.

	DEPAWU
	Capital (depreciation) per unit of labour
	1,000 €

	DEBTOAS
	Debt to asset ratio 
	Units

	LEVERAGE
	Leverage 
	Units

	RENGO
	Rental (rents and interests paid)/total output
	Units

	RENGM
	Rental (rents and interests paid)/gross margin2 
	Units

	LESSFM
	Dummy variable to account for the location in mountain less-favoured areas
	-

	P_CB
	Private cost-benefit ratio
	Units

	C_R
	Cost-revenue ratio
	Units

	C_Rs
	Cost-revenue plus net direct subsidies ratio
	Units

	TFP
	Total factor productivity
	Units

	SUBNET
	Net direct subsidies
	1,000 €

	SUBOUTP
	Net direct subsidies as a percentage of output
	%

	INCAWU
	Farm income per annual work unit
	1,000 €

	AGE
	Age of the farmer
	Units


1 The listed variables can be presented in three forms: the year to which the variable makes reference (96 or 99) or aac which refers to the average annual percentage change. In this last case, the variables are expressed as percentages. 2 The gross margin is computed as the difference between the total output and intermediate consumption.

	Table 3

Factor loadings (Rotated Component Matrix)1

	
	Factor 1
	Factor 2
	Factor 3
	Factor 4
	Factor 5
	Factor 6
	Factor 7
	Factor 8

	PROCRO96
	0.859*
	-0.138
	-0.100
	0.045
	0.011
	0.180
	-0.005
	-0.041

	UAATOT96
	0.707*
	0.261
	-0.234
	0.300
	0.335
	-0.211
	0.050
	-0.063

	LANDAWU96
	0.643*
	-0.057
	-0.244
	0.284
	0.498
	-0.207
	0.076
	-0.116

	LESSFM
	0.634*
	-0.171
	0.173
	-0.001
	-0.186
	0.245
	-0.075
	-0.027

	PORPALAB96
	0.600*
	0.364
	-0.015
	-0.113
	-0.329
	0.046
	0.009
	0.232

	OUTTOT96
	-0.137
	0.866*
	0.078
	0.036
	0.234
	-0.059
	0.016
	0.021

	TOTALAWU96
	0.061
	0.853*
	0.012
	0.036
	-0.329
	-0.046
	-0.033
	0.159

	TOTASSET96
	0.011
	0.847*
	-0.106
	-0.010
	0.309
	-0.086
	-0.014
	-0.032

	LEVERAGE96
	-0.069
	-0.025
	0.952*
	0.138
	0.002
	-0.036
	-0.093
	0.010

	DEBTOAS96
	-0.066
	0.018
	0.950*
	0.167
	-0.009
	-0.024
	-0.128
	0.032

	RENGO96
	0.262
	-0.014
	0.259
	0.801*
	0.077
	-0.027
	-0.132
	0.004

	RENGM96
	-0.025
	-0.103
	0.180
	0.736*
	0.070
	-0.126
	-0.114
	0.055

	PORREUAA96
	0.026
	0.202
	-0.047
	0.726*
	0.066
	0.261
	0.071
	-0.033

	DEPAWU96
	-0.059
	0.217
	0.027
	0.121
	0.746*
	-0.074
	-0.074
	0.078

	TOTASSETaac
	0.203
	-0.073
	-0.037
	0.044
	-0.151
	0.793*
	-0.004
	0.095

	OUTTOTaac
	-0.040
	-0.055
	0.004
	-0.067
	-0.080
	0.792*
	-0.192
	-0.044

	TOTALAWUaac
	0.098
	-0.076
	-0.069
	0.167
	0.280
	0.640*
	0.181
	-0.454

	RENGMaac
	0.016
	-0.011
	-0.096
	-0.060
	-0.002
	-0.120
	0.936*
	0.042

	RENGOaac
	-0.036
	-0.015
	-0.119
	-0.089
	-0.054
	-0.005
	0.922*
	0.045

	LANDAWUaac
	-0.067
	0.128
	-0.076
	0.084
	-0.299
	0.015
	0.007
	0.631*

	PORREUAAaac
	0.126
	0.106
	0.151
	-0.301
	0.187
	0.211
	0.206
	0.480*

	PORPALABaac
	0.011
	0.049
	-0.040
	-0.060
	-0.215
	0.140
	-0.030
	-0.724*

	Eigenvalue
	3.19
	2.94
	2.87
	2.07
	1.12
	1.74
	1.52
	1.03

	% variance (74.95%)
	14.48
	13.37
	13.06
	9.42
	5.09
	7.90
	6.93
	4.68


1 In the columns corresponding to each factor, the variables associated with the factor are marked by an asterisk. 

	Table 4

Cluster analysis1

	
	Cluster 1
	Cluster 2
	Cluster 3
	Cluster 4
	Cluster 5
	Cluster 6
	Total / Mean
	F2

	No. Farms
	78
	13
	8
	39
	85
	14
	237
	

	% of the total panel
	33
	5
	3
	16
	36
	6
	100
	

	UAATOT96
	51
	27
	4
	111
	20
	52
	47
	48.4***

	OUTTOT96
	57
	52
	59
	66
	57
	278
	72
	66.7***

	TOTALAWU96
	1.6
	1.3
	1.2
	1.2
	1.3
	3.0
	1.5
	18.3***

	TOTASSET96
	200
	174
	117
	283
	189
	679
	234
	43.4***

	PORPALAB96
	20.0
	8.3
	0.0
	6.2
	0.3
	8.4
	8.7
	16.5***

	PORREUAA96
	40
	41
	38
	48
	32
	55
	39
	1.8

	PROCRO96
	93
	54
	28
	88
	8
	6
	53
	135***

	LANDAWU96
	33
	21
	4
	99
	16
	18
	35
	85.4***

	DEPAWU96
	4.1
	3.3
	5.6
	7.3
	4.5
	9.8
	5.1
	9.7***

	DEBTOAS96
	0.052
	0.050
	0.464
	0.031
	0.046
	0.102
	0.063
	62.1***

	LEVERAGE96
	0.060
	0.062
	0.893
	0.037
	0.055
	0.119
	0.086
	130***

	RENGO96
	0.054
	0.03
	0.103
	0.077
	0.034
	0.045
	0.051
	7.7***

	RENGM96
	0.084
	0.045
	0.261
	0.152
	0.106
	0.053
	0.105
	3.2***

	OUTTOTaac
	21.1
	4.5
	11.6
	-4.2
	9.1
	5.1
	10.5
	17.1***

	TOTALAWUaac
	3.6
	5.4
	-1.5
	1.6
	-1.3
	-1.4
	1.2
	3.3***

	TOTASSETaac
	13.0
	2.0
	1.0
	-0.2
	2.1
	0.9
	5.2
	16.4***

	PORPALABaac
	3.7
	56.7
	-5.4
	-6.8
	-0.4
	-2.0
	2.7
	6.6***

	PORREUAAaac
	4.8
	-2.5
	0.0
	1.4
	-2.1
	14.6
	1.5
	1.5

	LANDAWUaac
	6.7
	-4.8
	0.1
	0.3
	7.4
	6.6
	5.0
	0.9

	RENGOaac
	-4.9
	133.5
	-29.4
	17.4
	4.2
	-7.0
	8.7
	18.8***

	RENGMaac
	-5.0
	154.8
	-31.4
	32.5
	-0.3
	-3.4
	10.8
	22.5***


1 Value units are expressed in thousand Euro and change units in percentage. 2 *** Statistically significant at 1% level.

	Table 5

Farms in mountainous LFA1

	
	In mountainous LFA
	Not in mountainous LFA
	Total

	
	No.
	% of the cluster
	No.
	% of the cluster
	

	Cluster 1
	19
	24
	59
	76
	78

	Cluster 2
	9
	69
	4
	31
	13

	Cluster 3
	5
	63
	3
	37
	8

	Cluster 4
	25
	64
	14
	36
	39

	Cluster 5
	82
	97
	3
	3
	85

	Cluster 6
	13
	93
	1
	7
	14

	Total
	153
	65
	84
	35
	237


1 Pearson Chi-square statistic has a value of 97.96, statistically significant at 1%. 

	Table 6

Farm performance by cluster1

	
	Cluster 1
	Cluster 2
	Cluster 3
	Cluster 4
	Cluster 5
	Cluster 6
	Total

/ Mean
	F2

	No. Farms
	78
	13
	8
	39
	85
	14
	237
	

	Values for1996
	
	
	
	
	
	
	
	

	P_CB96
	0.962
	0.897
	1.063
	1.038
	1.202
	0.986
	1.062
	2.5**

	C_R96
	0.524
	0.504
	0.784
	0.655
	0.757
	0.810
	0.654
	10.0***

	C_Rs96
	0.454
	0.447
	0.773
	0.497
	0.641
	0.742
	0.556
	18.6***

	TFP96
	1.131
	1.102
	0.862
	0.976
	0.851
	1.049
	0.989
	7.1***

	SUBNET96
	7.7
	4.8
	1.0
	18.5
	6.8
	12.8
	9.1
	14.0***

	SUBOUTP96
	0.12
	0.11
	0.02
	0.23
	0.14
	0.06
	0.13
	11.4***

	INCAWU96
	31.3
	27.3
	12.4
	40.1
	17.5
	35.4
	27.2
	12.6***

	AGE
	45.5
	41.1
	42.4
	42.9
	45.4
	44.2
	44.6
	0.84

	Values 96-99
	
	
	
	
	
	
	
	

	P_CBaac
	-13.1
	3.4
	-13.3
	5.3
	-7.1
	-4.1
	-6.5
	19.2***

	C_Raac
	-7.1
	12.3
	-7.9
	9.2
	-0.5
	-1.2
	-0.7
	15.1***

	C_Rsaac
	-7.4
	12.3
	-7.8
	4.9
	-0.5
	-1.1
	-1.5
	13.2***

	TFPaac
	11.44
	-6.10
	5.98
	-6.68
	2.01
	-1.86
	3.14
	16.6***

	SUBNETaac
	29.5
	-22.9
	-12.5
	6.9
	7.7
	28.3
	13.6
	1.5

	SUBOUTPaac
	13.1
	-41.3
	-12.2
	12.7
	1.3
	31.1
	6.0
	1.3

	INCAWUaac
	45.8
	6.7
	15.2
	-5.5
	28.1
	45.6
	27.8
	4.1***

	Values 1999
	
	
	
	
	
	
	
	

	P_CB99
	0.697
	0.979
	0.786
	1.211
	1.003
	0.953
	0.925
	8.7***

	C_R99
	0.453
	0.742
	0.684
	0.854
	0.805
	0.873
	0.694
	22.5***

	C_Rs99
	0.392
	0.675
	0.675
	0.599
	0.699
	0.825
	0.587
	23.6***

	
	
	
	
	
	
	
	
	


1 Value units are expressed in thousand Euro and change units in percentage. 2 *** Statistically significant at 1% level. ** Statistically significant at 5% level.
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Figure 1. Map of Navarra with the seven counties
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