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Abstract. This paper focuses on the construction of rational solutions for the \( A_{2n} \)-Painlevé system, also called the Noumi-Yamada system, which are considered the higher order generalizations of \( P_{IV} \). In this even case, we introduce a method to construct the rational solutions based on cyclic dressing chains of Schrödinger operators with potentials in the class of rational extensions of the harmonic oscillator. Each potential in the chain can be indexed by a single Maya diagram and expressed in terms of a Wronskian determinant whose entries are Hermite polynomials. We introduce the notion of cyclic Maya diagrams and we characterize them for any possible period, using the concepts of genus and interlacing. The resulting classes of solutions can be expressed in terms of special polynomials that generalize the families of generalized Hermite, generalized Okamoto and Umemura polynomials, showing that they are particular cases of a larger family.
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1. Introduction

The set of six nonlinear second order Painlevé equations \( P_I, \ldots, P_{VI} \) have been the focus of intense study from many different angles in the past century [23, 43]. Their defining property is that their solutions have no movable branch points, i.e. the locations of multi-valued singularities of any of the solutions are independent of the particular solution chosen and so are dependent only on the equation. The Painlevé equations, whose solutions are called Painlevé transcendents, are now considered to be the nonlinear analogues of special functions, cf. [20, 23, 30]. Although, in general, these functions are transcendental in the sense that they cannot be expressed in terms of previously known functions, the Painlevé equations, except the first, also possess special families of solutions that can be expressed via rational functions, algebraic functions or the classical special functions, such as Airy, Bessel, parabolic cylinder, Whittaker or hypergeometric functions, for special values of the parameters, see, for example, [23, 43] and the references therein.

Rational solutions of the second Painlevé equation \( (P_{II}) \)

\[
\frac{d^2 u}{dz^2} = 2u^3 + zu + \alpha,
\]

with \( \alpha \) an arbitrary constant and \( \frac{d}{dz} \), were studied by Yablonskii [78] and Vorob’ev [76], in terms of a special class of polynomials, now known as the Yablonskii–Vorob’ev polynomials \( Q_n(z) \), which are polynomials of degree \( \frac{1}{2}n(n + 1) \). Clarkson and Mansfield [26] investigated the locations of the roots of the Yablonskii–Vorob’ev polynomials in the complex plane and observed that these roots have a very regular, approximately triangular structure; the term “approximate” is used since the patterns are not exact triangles as the roots lie on arcs rather than straight lines. Bertola and Bothner [11] and Buckingham and Miller [15, 16] studied the Yablonskii–Vorob’ev polynomials \( Q_n(z) \) in the limit as \( n \to \infty \) and showed that the roots lie in a triangular region with elliptic sides which meet with interior angle \( \frac{2}{3}\pi \). Further Buckingham and Miller [15, 16] show that in the limit as \( n \to \infty \), the rational solution of \( P_{II} \) tends to the \textit{tritronquée solution} of the first Painlevé equation \( (P_I) \)

\[
\frac{d^2 u}{dz^2} = 6u^2 + z.
\]
Okamoto [62] obtained special polynomials associated with some of the rational solutions of the fourth Painlevé equation (P\textsubscript{IV})

\begin{equation}
\frac{d^2 u}{dz^2} = \frac{(u')^2}{2u} + \frac{3}{2} u^3 + 4zu^2 + 2(z^2 - \alpha)u + \frac{\beta}{u},
\end{equation}

with \(\alpha\) and \(\beta\) constants, which are analogous to the Yablonskii–Vorob'ev polynomials. Noumi and Yamada [55] generalized Okamoto's results and expressed all rational solutions of P\textsubscript{IV} in terms of two types of special polynomials, now known as the \textit{generalized Hermite polynomials} \(H_{m,n}(z)\) and \textit{generalized Okamoto polynomials} \(Q_{m,n}(z)\), both of which are determinants of sequences of Hermite polynomials. The structure of the roots of these polynomials is studied in [21], where it is shown that the roots of the generalized Hermite polynomials have an approximate rectangular structure and the roots of the generalized Okamoto polynomials have a combination of approximate rectangular and triangular structures. Recent studies on the asymptotic distribution of zeros of certain generalised Hermite polynomials \(H_{m,n}(z)\) as \(m,n \to \infty\) are given in [13, 50, 51] and of the Okamoto polynomials in [56]. Buckingham [13] also obtained an explicit characterization of the boundary curve in the case of generalized Hermite polynomials.

Umemura [73] derived special polynomials associated with rational solutions of the third Painlevé equation (P\textsubscript{III}) and the fifth Painlevé equation (P\textsubscript{V}) which are determinants of sequences of associated Laguerre polynomials.

The special polynomials associated with rational solutions of the Painlevé equations arise in several applications:

(i) the Yablonskii–Vorob'ev polynomials arise in the transition behaviour for the semi-classical sine-Gordon equation [14], in boundary value problems [8], in moving boundary problems [65–67], and in symmetry reductions of a Korteweg capillarity system [68] and cold plasma physics [69];
(ii) the generalized Hermite polynomials arise as multiple integrals in random matrix theory [31], in supersymmetric quantum mechanics [9, 10, 49, 57], in the description of vortex dynamics with quadrupole background flow [24], and as coefficients of recurrence relations for orthogonal polynomials [19, 25, 74];
(iii) the generalized Okamoto polynomials arise in supersymmetric quantum mechanics [49] and generate rational-oscillatory solutions of the de-focusing nonlinear Schrödinger equation [22];
(iv) the Umemura polynomials arise as multivortex solutions of the complex sine-Gordon equation [7, 64], and in Multiple-Input-Multiple-Output wireless communication systems [18].

A very successful approach in the study of rational solutions to Painlevé equations has been through the geometric methods developed by the Japanese school, most notably by Noumi and Yamada [54]. The core idea is to write the scalar equations as a system of first order nonlinear equations. For instance, Noumi and Yamada [54] showed that P\textsubscript{IV} (1.3) is equivalent to the following system of three first order equations

\begin{equation}
\begin{align*}
f'_0 + f_0(f_1 - f_2) &= \alpha_0, \\
f'_1 + f_1(f_2 - f_0) &= \alpha_1, \\
f'_2 + f_2(f_0 - f_1) &= \alpha_2,
\end{align*}
\end{equation}

with \(\frac{d}{dz}\) and \(\alpha_j, j = 0, 1, 2\) constants, subject to the normalization conditions

\begin{equation}
f_0 + f_1 + f_2 = z, \quad \alpha_0 + \alpha_1 + \alpha_2 = 1.
\end{equation}

Once this equivalence is shown, it is clear that the symmetric form of P\textsubscript{IV} (1.4), sometimes referred to as sP\textsubscript{IV}, is easier to analyse. In particular, Noumi and Yamada [55] showed that the system (1.4) possesses a symmetry group of Bäcklund transformations acting on the tuple of solutions and parameters \((f_0, f_1, f_2|\alpha_0, \alpha_1, \alpha_2)\). This symmetry group is the affine Weyl group \(A_2^{(1)}\), generated by
the operators \( \{ \pi, s_0, s_1, s_2 \} \) whose action on the tuple \((f_0, f_1, f_2 | \alpha_0, \alpha_1, \alpha_2)\) is given by:

\[
\begin{align*}
\pi(f_j) &= f_j - \frac{\alpha_k \delta_{k+1,j}}{f_k} + \frac{\alpha_k \delta_{k-1,j}}{f_k}, \\
\pi(\alpha_j) &= \alpha_j - 2 \alpha_j \delta_{k,j} + \alpha_k (\delta_{k+1,j} + \delta_{k-1,j}), \\
s_k(f_j) &= f_j - \alpha_j \delta_{k,j} + \alpha_k (\delta_{k+1,j} + \delta_{k-1,j}), \\
s_k(\alpha_j) &= \alpha_j - \frac{2 \alpha_j \delta_{k,j}}{f_k} + \frac{\alpha_k \delta_{k-1,j}}{f_k}, \\
\end{align*}
\]

(1.6)

where \( \delta_{k,j} \) is the Kronecker delta and \( j, k = 0, 1, 2 \mod (3) \). The technique to generate rational solutions is to first identify a number of very simple rational seed solutions, and then successively apply the Bäcklund transformations (1.6) to generate families of rational solutions.

This is a beautiful approach which makes use of the hidden group theoretic structure of transformations of the equations, but the solutions built by dressing seed solutions are not very explicit, in the sense that one needs to iterate a number of Bäcklund transformations (1.6) on the functions and parameters in order to obtain the desired solutions. Questions such as determining the number of zeros or poles of a given solution constructed in this manner seem very difficult to address. For this reason, alternative representations of the rational solutions have also been investigated, most notably the determinantal representations [44, 45], and representations in terms of Schur polynomials, [55] and universal characters [72].

The system of first order equations (1.4) admits a natural generalization to any number of equations, and it is known as the \( A_N \)-Painlevé or the Noumi-Yamada system. The \( A_2n \)-Painlevé system is considerably simpler (for reasons that will be explained later), and it is the one we will focus on this paper. In this case, the system has the form:

\[
f_i' + f_i \left( \sum_{j=1}^{n} f_{i+2j-1} - \sum_{j=1}^{n} f_{i+2j} \right) = \alpha_i, \quad i = 0, \ldots, 2n \mod (2n + 1)
\]

subject to the normalization conditions

\[
f_0 + \cdots + f_{2n} = z, \quad \alpha_0 + \cdots + \alpha_{2n} = 1.
\]

The symmetry group of this higher order system is the affine Weyl group \( A_{2n}^{(1)} \), acting by Bäcklund transformations as in (1.6). The system passes the Painlevé-Kowalevskaya test, [75], and it is believed to possess the Painlevé property. It is thus considered a proper higher order generalization of sP\(_{IV}\) (1.4), which corresponds to the special case \( n = 1 \).

The next higher order system belonging to this hierarchy is the \( A_4 \)-Painlevé system, that has been studied by Filipuk and Clarkson [29], who provide several classes of rational solutions via an explicit Wronskian representation, and by Matsuda [53], who uses the classical approach to identify the set of parameters that lead to rational solutions. However, a complete classification and explicit description of the rational solutions of \( A_{2n} \)-Painlevé for \( n \geq 2 \) is, to the best of our knowledge, still not available in the literature.

Of particular interest are the special polynomials associated with these rational solutions, whose zeros and poles structure shows extremely regular patterns in the complex plane, and have received a considerable amount of study, as mentioned above. We will show that all these special polynomial are only particular cases of a larger one.

Our approach for describing rational solutions to the Noumi-Yamada system makes no use of symmetry groups of Bäcklund transformations, vertex operators, Hirota bilinear equations, etc. Instead, we will adopt the approach of Darboux dressing chains introduced by the Russian school [3, 75], which has received comparatively less attention in connection to Painlevé systems, and the recent advances in the theory of exceptional polynomials [35, 38, 39]. Having said this, it would be a very interesting development to establish a dictionary between the symmetry group approach and the one presented in this paper.
The paper is organized as follows: in Section 2 we introduce the equations for a dressing chain of Darboux transformations of Schrödinger operators and prove that they are equivalent to the $A_{2n}$-Painlevé system. These results are well known [3] but recalling them is useful to fix notation and make the paper self contained. In Section 3 we explore the class of dressing chains built on rational extensions of the harmonic oscillator, which can be indexed by Maya diagrams. We introduce the key notion of cyclic Maya diagrams and reformulate the problem of classifying rational solutions of the $A_{2n}$-Painlevé system as that of classifying $(2n+1)$-cyclic Maya diagrams. In Section 4 we introduce the notion of genus and interlacing for Maya diagrams which allows us to achieve a complete classification of $p$-cyclic Maya diagrams for any period $p$. In Section 5, we focus on the $A_4$-Painlevé system to give the class of rational solutions using the representation developed in the previous sections. Finally, we show some plots of the roots of these special solutions in the complex plane.

The purpose of this paper is to illustrate a new construction method and an explicit representation of rational solutions to higher order Painlevé systems. We conjecture that this construction includes all possible rational solutions to the system. A proof of this fact requires new arguments than the ones developed in this paper, and remains for now an open question.

Even cyclic dressing chains provide higher order extensions of $P_\nu$. The situation for this even cyclic case corresponding to the $A_{2n+1}$-Painlevé systems is considerably harder. Construction methods similar to the ones described here are available, but the class of dressing chains is larger, and it includes rational extensions of both the harmonic and the isotonic oscillator [41,42], thus described by universal characters (or pairs of Maya diagrams). Some rational solutions have been given by Tsuda [72] but the full classification for this case is still an open question.

## 2. Darboux dressing chains

The theory of dressing chains, or sequences of Schrödinger operators connected by Darboux transformations was developed by Adler [3], and Veselov and Shabat [75]. The connection between dressing chains and Painlevé equations was already shown in [3] and it has been exploited by some authors [10, 47–49, 52, 70–72, 77]. This section follows mostly the early works of Adler, Veselov and Shabat.

Consider the following sequence of Schrödinger operators

\begin{equation}
L_i = -D_z^2 + U_i, \quad D_z = \frac{d}{dz}, \quad U_i = U_i(z), \quad i \in \mathbb{Z}
\end{equation}

where each operator is related to the next by a Darboux transformation, i.e. by the following factorization

\begin{equation}
L_i = (D_z + w_i)(-D_z + w_i) + \lambda_i, \quad w_i = w_i(z),
\end{equation}

\begin{equation}
L_{i+1} = (-D_z + w_i)(D_z + w_i) + \lambda_i.
\end{equation}

It follows that the functions $w_i$ satisfy the Riccati equations

\begin{equation}
w_i' + w_i^2 = U_i - \lambda_i, \quad -w_i' + w_i^2 = U_{i+1} - \lambda_i.
\end{equation}

Equivalently, $w_i$ are the log-derivatives of $\psi_i$, the seed function of the Darboux transformation that maps $L_i$ to $L_{i+1}$

\begin{equation}
L_i \psi_i = \lambda_i \psi_i, \quad \text{where } w_i = \frac{\psi_i'}{\psi_i}.
\end{equation}

Using (2.1) and (2.2), the potentials of the dressing chain are related by

\begin{equation}
U_{i+1} = U_i - 2w_i',
\end{equation}

\begin{equation}
U_{i+n} = U_i - 2 \left( w_i' + \cdots + w_{i+n-1}' \right), \quad n \geq 2.
\end{equation}
If we eliminate the potentials in (2.3) and set
\[ a_i = \lambda_i - \lambda_{i+1} \]
the following chain of coupled equations is obtained
\[ (w_i + w_{i+1})' + w_{i+1}^2 - w_i^2 = a_i, \quad i \in \mathbb{Z} \]
Before continuing, note that this infinite chain of equations has the evident reversal symmetry
\[ w_i \mapsto -w_{-i}, \quad a_i \mapsto -a_{-i}. \]

This infinite chain of equations closes and becomes a finite dimensional system of ordinary differential equations if a cyclic condition is imposed on the potentials of the chain
\[ U_{i+p} = U_i + \Delta, \quad i \in \mathbb{Z} \]
for some \( p \in \mathbb{N} \) and \( \Delta \in \mathbb{C} \). If this holds, then necessarily \( w_{i+p} = w_i, \, a_{i+p} = a_i \), and
\[ \Delta = -(a_0 + \cdots + a_{p-1}). \]

**Definition 2.1.** A \( p \)-cyclic Darboux dressing chain (or factorization chain) with shift \( \Delta \) is a sequence of \( p \) functions \( w_0, \ldots, w_{p-1} \) and complex numbers \( a_0, \ldots, a_{p-1} \) that satisfy the following coupled system of \( p \) Riccati-like ordinary differential equations
\[ (w_i + w_{i+1})' + w_{i+1}^2 - w_i^2 = a_i, \quad i = 0, 1, \ldots, p - 1 \quad \text{mod} \ (p) \]
subject to the condition (2.10).

Note that transformation
\[ w_i \mapsto -w_{-i}, \quad a_i \mapsto -a_{-i}, \quad \Delta \mapsto -\Delta \]
projects the reversal symmetry to the finite-dimensional system (2.11). Moreover, for \( j = 0, 1 \ldots, p - 1 \) we also have the cyclic symmetry
\[ w_i \mapsto w_{i+j}, \quad a_i \mapsto a_{i+j}, \quad \Delta \mapsto \Delta \quad i = 0, \ldots, p - 1 \quad \text{mod} \ (p) \]
In the classification of solutions to (2.11) it will be convenient to regard two solutions related by a reversal symmetry or by a cyclic permutation as being equivalent.

Adding the \( p \) equations (2.11) we immediately obtain a first integral of the system
\[ \sum_{j=0}^{p-1} w_j = \frac{1}{2} \Delta z \sum_{j=0}^{p-1} a_j = -\frac{1}{2} \Delta z. \]

**Remark 2.2.** We assume throughout this paper that \( \Delta \neq 0 \), which is the only case for which the dressing chain in Definition 2.1 leads to solutions of the \( A_N \)-Painlevé system with normalization (1.8) (and thus to higher order generalizations of \( P_{IV} \)). In the \( \Delta = 0 \) case, the dressing chain (2.11) defines a completely integrable system whose general solution can be expressed in terms of elliptic and theta functions, [75], the corresponding Schrödinger operators belonging to the class of finite-gap potentials. The rational solutions in this class can be expressed in terms of Burchann-Chaundy [17] (or Adler-Moser [1]) polynomials, which can be obtained by confluent Darboux-Crum transformations of the free potential at zero energy, [27].

In the \( \Delta \neq 0 \) case, the \( A_{2n} \)-Painlevé system (1.7) and the cyclic dressing chain (2.11) are related by the following proposition.
Proposition 2.3. If the tuple of functions and complex numbers \((w_0, \ldots, w_{2n}, a_0, \ldots, a_{2n})\) satisfies a \((2n + 1)\)-cyclic Darboux dressing chain with shift \(\Delta \neq 0\) as per Definition 2.1, then the tuple \((f_0, \ldots, f_{2n} | a_0, \ldots, a_{2n})\) with

\[
\begin{align*}
  f_i(z) &= c (w_i + w_{i+1}) (cz), \quad i = 0, \ldots, 2n \mod (2n + 1), \\
  \alpha_i &= c^2 a_i, \\
  c^2 &= -\frac{1}{\Delta}
\end{align*}
\]

solves the \(A_{2n}\)-Painlevé system (1.7) with normalization (1.8).

Proof. The linear transformation

\[
(2.16) \quad f_i = w_i + w_{i+1}, \quad i = 0, \ldots, 2n \mod (2n + 1)
\]

is invertible (only in the odd case \(p = 2n + 1\)), the inverse transformation being

\[
(2.17) \quad w_i = \frac{1}{2} \sum_{j=0}^{2n} (-1)^j f_{i+j}, \quad i = 0, \ldots, 2n \mod (2n + 1)
\]

They imply the relations

\[
(2.18) \quad w_{i+1} - w_i = \sum_{j=0}^{2n-1} (-1)^j f_{i+j+1}, \quad i = 0, \ldots, 2n \mod (2n + 1).
\]

Inserting (2.16) and (2.18) into the equations of the cyclic dressing chain (2.11) leads to the \(A_{2n}\)-Painlevé system (1.7). For any constant \(c \in \mathbb{C}\), the scaling transformation

\[
 f_i \mapsto cf_i, \quad z \mapsto cz, \quad \alpha_i \mapsto c^2 \alpha_i
\]

preserves the form of the equations (1.7). The choice \(c^2 = -\frac{1}{\Delta}\) ensures that the normalization (1.8) always holds, for dressing chains with different shifts \(\Delta\). \qed

Remark 2.4. \((2n)\)-cyclic dressing chains and \(A_{2n-1}\)-Painlevé systems are also related, but the mapping is given by a rational rather than a linear function. A full treatment of this even cyclic case (which includes \(P_V\) and its higher order hierarchy) is considerably harder and shall be treated elsewhere.

The problem now becomes that of finding and classifying cyclic dressing chains, i.e. Schrödinger operators and sequences of Darboux transformations that reproduce the initial potential up to an additive shift \(\Delta\) after a fixed given number of transformations.

The theory of exceptional polynomials is intimately related with families of Schrödinger operators connected by Darboux transformations [32, 40]. Constructing cyclic dressing chains on this class of potentials becomes a feasible task, and knowledge of the effect of rational Darboux transformations on the potentials suggests that the only family of potentials to be considered in the case of odd cyclic dressing chains are the rational extensions of the harmonic oscillator [34], which are exactly solvable potentials whose eigenfunctions are expressible in terms of exceptional Hermite polynomials.

Each potential in this class can be indexed by a finite set of integers (specifying the sequence of Darboux transformations applied on the harmonic oscillator that lead to the potential), or equivalently by a Maya diagram, which becomes a very useful representation to capture a notion of equivalence and relations of the type (2.9).

As mentioned before, the fact that all rational odd cyclic dressing chains (and equivalently rational solutions to the \(A_{2n}\)-Painlevé system) must necessarily belong to this class remains an open question. We conjecture that this is indeed the case, and no rational solutions other than the ones described in the following sections exist.
3. Cyclic Maya diagrams and rational extensions of the Harmonic oscillator

In this Section we construct odd cyclic dressing chains on potentials belonging to the class of rational extensions of the harmonic oscillator. Every such potential is represented by a Maya diagram, a rational Darboux transformation acting on this class will be a flip operation on a Maya diagram and cyclic Darboux chains correspond to cyclic Maya diagrams. With this representation, the main problem of constructing rational cyclic Darboux chains becomes purely algebraic and combinatorial.

Following Noumi [54], we define a Maya diagram in the following manner.

Definition 3.1. A Maya diagram is a set of integers \( M \subset \mathbb{Z} \) that contains a finite number of positive integers, and excludes a finite number of negative integers. We will use \( M \) to denote the set of all Maya diagrams.

Definition 3.2. Let \( m_1 > m_2 > \cdots \) be the elements of a Maya diagram \( M \) arranged in decreasing order. By assumption, there exists a unique integer \( s_M \in \mathbb{Z} \) such that \( m_i = -i + s_M \) for all \( i \) sufficiently large. We define \( s_M \) to be the index of \( M \).

We visualize a Maya diagram as a horizontally extended sequence of \( \bullet \) and \( \square \) symbols with the filled symbol \( \bullet \) in position \( i \) indicating membership \( i \in M \). The defining assumption now manifests as the condition that a Maya diagram begins with an infinite filled \( \bullet \) segment and terminates with an infinite empty \( \square \) segment.

Definition 3.3. Let \( M \) be a Maya diagram, and

\[
M_- = \{ -m - 1: m \notin M, m < 0 \}, \quad M_+ = \{ m: m \in M, m \geq 0 \}.
\]

Let \( s_1 > s_2 > \cdots > s_p \) and \( t_1 > t_2 > \cdots > t_q \) be the elements of \( M_- \) and \( M_+ \) arranged in descending order.

We define the Frobenius symbol of \( M \) to be the double list \( (s_1, \ldots, s_p | t_q, \ldots, t_1) \).

It is not hard to show that \( s_M = q - p \) is the index of \( M \). The classical Frobenius symbol [4, 5, 63] corresponds to the zero index case where \( q = p \). If \( M \) is a Maya diagram, then for any \( k \in \mathbb{Z} \) so is \( M + k = \{ m + k: m \in M \} \).

The behaviour of the index \( s_M \) under translation of \( k \) is given by

\[
(3.1) \quad M' = M + k \Rightarrow s_{M'} = s_M + k.
\]

We will refer to an equivalence class of Maya diagrams related by such shifts as an unlabelled Maya diagram. One can visualize the passage from an unlabelled to a labelled Maya diagram as the choice of placement of the origin.

A Maya diagram \( M \subset \mathbb{Z} \) is said to be in standard form if \( p = 0 \) and \( t_q > 0 \). Visually, a Maya diagram in standard form has only filled boxes \( \bullet \) to the left of the origin and one empty box \( \square \) just to the right of the origin. Every unlabelled Maya diagram permits a unique placement of the origin so as to obtain a Maya diagram in standard form.

In [35] it was shown that to every Maya diagram we can associate a polynomial called a Hermite pseudo-Wronskian.

Definition 3.4. Let \( M \) be a Maya diagram and \( (s_1, \ldots, s_p | t_q, \ldots, t_1) \) its corresponding Frobenius symbol. Define the polynomial

\[
H_M(z) = \exp(-rz^2) \text{Wr}[\exp(z^2) \widetilde{H}_{s_1}, \ldots, \exp(z^2) \widetilde{H}_{s_p}, H_{t_q}, \ldots H_{t_1}],
\]

where \( \text{Wr} \) denotes the Wronskian determinant of the indicated functions, and

\[
(3.3) \quad \widetilde{H}_n(z) = i^{-n} H_n(iz)
\]

is the \( n \)th degree conjugate Hermite polynomial.
The polynomial nature of $H_M(z)$ becomes evident once we represent it using a slightly different determinant.

**Proposition 3.5.** The Wronskian $H_M(z)$ admits the following alternative determinantal representation

$$H_M(z) = \begin{vmatrix}
\tilde{H}_{s_1} & \tilde{H}_{s_1+1} & \cdots & \tilde{H}_{s_1+r+q-1} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{H}_{s_r} & \tilde{H}_{s_r+1} & \cdots & \tilde{H}_{s_r+r+q-1} \\
H_{t_q} & D_zH_{t_q} & \cdots & D_z^{r+q-1}H_{t_q} \\
\vdots & \vdots & \ddots & \vdots \\
H_{t_1} & D_zH_{t_1} & \cdots & D_z^{r+q-1}H_{t_1}
\end{vmatrix}$$

The term Hermite pseudo-Wronskian was coined in [35] because (3.4) is a mix of a Casoratian and a Wronskian determinant. For all Maya diagrams in the same equivalence class, their associated Hermite pseudo-Wronskians enjoy a very simple relation.

**Proposition 3.6 (35) Theorem 1.** Let $\tilde{H}_M(z)$ be the normalized pseudo-Wronskian

$$\tilde{H}_M(z) = \frac{(-1)^{r^q}H_M(z)}{\prod_{1\leq i<j\leq r}(2s_j - 2s_i)\prod_{1\leq i<j\leq q}(2t_i - 2t_j)}.$$  

Then for any Maya diagram $M$ and $k \in \mathbb{Z}$ we have

$$\tilde{H}_M(z) = \tilde{H}_{M+k}(z).$$

The remarkable aspect of equation (3.6) is that the identity involves determinants of different sizes. Note that the statement of this proposition is slightly different than the original result proved in [35], due to the introduction of normalized pseudo-Wronskians (3.5) to achieve strict equality in (3.6) rather than just equality up to a multiplicative constant. As mentioned above, every unlabelled Maya diagram contains a Maya diagram in standard form, and its associated Hermite pseudo-Wronskian (3.2) is just an ordinary Wronskian determinant whose entries are Hermite polynomials. This will not be in general the smallest determinant in the equivalence class. The procedure to find the smallest equivalent determinant was given in [35].

Due to Proposition 3.6, we could restrict the analysis without loss of generality to Maya diagrams in standard form and Wronskians of Hermite polynomials, but we will employ the general notation as it brings conceptual clarity to the description of cyclic Maya diagrams.

We will now introduce and study a class of potentials for Schrödinger operators that will be used as building blocks for cyclic dressing chains. Rational extensions of classic potentials have been studied in a number of papers [6, 41, 42, 48, 60] and their set of eigenfunctions are expressible in terms of exceptional orthogonal polynomials.

**Definition 3.7.** A rational extension of the harmonic oscillator is a potential of the form

$$U(z) = z^2 + \frac{a(z)}{b(z)},$$

with $a(x)$, $b(x)$ polynomials with $\deg a \leq \deg b$, that is exactly solvable by polynomials. This means that for all but finitely many $n \in \mathbb{N}$, the operator $L = -D^2 + U(z)$ has formal eigenfunctions of the form

$$\psi_n = \mu(z)y_n(z),$$

where $\mu(z)$ is a fixed function and where $y_n(z)$ are polynomials of degree $n$. 
If \( b(z) \) has no real zeros, then \( L \) is a Sturm-Liouville operator on \( \mathbb{R} \) with quasi-polynomial eigenfunctions. Exact solvability by polynomials is a very stringent property, which is equivalent to trivial monodromy \([27,58]\). In fact, the next Proposition proved in \([34]\) states that rational extensions of the harmonic oscillator can be put in one to one correspondence with Maya diagrams.

**Proposition 3.8 (\([34]\) Theorem 1.1).** Let \( M \subset \mathbb{Z} \) be a Maya diagram. Define

\[
U_M(z) = z^2 - 2D_z^2 \log H_M(z) + 2s_M,
\]

where \( H_M(z) \) is the corresponding pseudo-Wronskian \((3.2)-(3.4)\), and \( s_M \in \mathbb{Z} \) is the index of \( M \). Up to an additive constant, every rational extension of the harmonic oscillator takes the form \((3.7)\).

The class of Schrödinger operators with potentials that are rational extensions of the harmonic oscillator is invariant under a certain class of rational Darboux transformations, which we now describe.

**Definition 3.9.** We define the flip at position \( m \in \mathbb{Z} \) to be the involution \( \phi_m : \mathcal{M} \to \mathcal{M} \) defined by

\[
\phi_m : M \mapsto \begin{cases} 
M \cup \{m\}, & \text{if } m \notin M, \\
M \setminus \{m\}, & \text{if } m \in M. 
\end{cases}
\]

In the first case, we say that \( \phi_m \) acts on \( M \) by a state-deleting transformation (\( \square \to \bullet \)). In the second case, we say that \( \phi_m \) acts by a state-adding transformation (\( \bullet \to \square \)).

It can be shown that every quasi-rational eigenfunction \([36,37]\) of \( L = -D_z^2 + U_M(z) \) has the form

\[
\psi_{M,m} = \exp \left( \frac{1}{2} \varepsilon z^2 \right) \frac{H_{\phi_m(M)}(z)}{H_M(z)}, \quad m \in \mathbb{Z},
\]

with

\[
\varepsilon = \begin{cases} 
-1, & \text{if } m \notin M, \\
+1, & \text{if } m \in M,
\end{cases}
\]

Explicitly, we have

\[
L \psi_{M,m} = (2m + 1) \psi_{M,m}, \quad m \in \mathbb{Z}.
\]

**Remark 3.10.** The seed eigenfunctions \((3.9)\) include the true eigenfunctions of \( L \) plus another set of formal non square-integrable eigenfunctions, sometimes known in the physics literature as virtual states, \([59,61]\). For a correct spectral theoretic interpretation one needs to ensure that the potential \( U_M \) is regular, i.e. that \( H_M(z) \) has no zeros in \( \mathbb{R} \). The set of Maya diagrams for which \( H_M(z) \) has no real zeros was characterized (in a more general setting) independently by Krein \([46]\) and Adler \([2]\), while the number of real zeros for \( H_M \) was given in \([33]\). However, for the purpose of this paper it is convenient to stay within a purely formal setting and keep the whole class of potentials \( U_M \), regardless of whether they have real poles or not.

The relation between dressing chains of Darboux transformations for the class of operators \((3.7)\) and flip operations on Maya diagrams is made explicit by the following proposition.

**Proposition 3.11.** Two Maya diagrams \( M, M' \) are related by a flip \((3.8)\) if and only if their associated rational extensions \( U_M, U_{M'} \), see \((3.7)\), are connected by a Darboux transformation \((2.5)\).

**Proof.** Suppose that \( m \notin M \) and that \( M' = M \cup \{m\} \) is a state-deleting flip transformation of \( M \). The seed function for the factorization is \( \psi_{M,m} \) defined in \((3.9)\). Set

\[
\frac{w_{M,m}(z)}{\psi_{M,m}(z)} = -z + \frac{H_{M'}'(z)}{H_{M'}(z)} - \frac{H_M'(z)}{H_M(z)}.
\]

Since

\[
s_{M'} = s_M + 1,
\]
by (3.7), we have
\begin{equation}
\frac{1}{2} [U_M'(z) - U_M(z)] = 1 + \frac{d}{dz} \left( \frac{H_M'(z)}{H_M(z)} - \frac{H_{M'}'(z)}{H_{M'}(z)} \right) = -w'_{M,m}(z),
\end{equation}
so that (2.5) holds. Conversely, suppose that \( M \) and \( M' \) are such that (3.12) holds for some \( w = w(z) \). If we define
\[ w(z) = \psi'(z)/\psi(z), \quad \psi(z) = \exp(-\frac{1}{2}z^2)\frac{H_{M'}(z)}{H_M(z)}, \]
then \( \psi \) must be a quasi-rational seed function for \( U_M \) and it follows by (3.9) of Proposition 3.8 that \( M' = M \cup \{ m \} \) for some \( m \notin M \). The corresponding result for state-adding Darboux transformations is done in a similar way. \( \square \)

We see thus that the class of rational extensions of the harmonic oscillator is indexed by Maya diagrams, and that the Darboux transformations that preserve this class can be described by flip operations on Maya diagrams. It now becomes feasible to characterize cyclic dressing chains built on this class of potentials.

**Definition 3.12.** For \( p \in \mathbb{N} \) let \( \mathcal{Z}_p \) denote the set of all subsets of \( \mathbb{Z} \) having cardinality \( p \). For \( \mu = \{ \mu_1, \ldots, \mu_p \} \in \mathcal{Z}_p \) we now define \( \phi_\mu \) to be the multi-flip
\begin{equation}
\phi_\mu = \phi_{\mu_1} \circ \cdots \circ \phi_{\mu_p}. \tag{3.13}
\end{equation}

We are now ready to introduce the basic concept of this section.

**Definition 3.13.** We say that \( M \) is \( p \)-cyclic with shift \( k \), or \((p,k)\) cyclic, if there exists a \( \mu \in \mathcal{Z}_p \) such that
\begin{equation}
\phi_\mu(M) = M + k. \tag{3.14}
\end{equation}
We will say that \( M \) is \( p \)-cyclic if it is \((p,k)\) cyclic for some \( k \in \mathbb{Z} \).

**Proposition 3.14.** For Maya diagrams \( M, M' \in \mathcal{M} \), we define the set \( \Upsilon(M, M') \) as the symmetric difference between \( M \) and \( M' \):
\begin{equation}
\Upsilon(M, M') = (M \setminus M') \cup (M' \setminus M). \tag{3.15}
\end{equation}
Then the multi-flip \( \phi_\mu \) where \( \mu = \Upsilon(M, M') \) is the unique multi-flip such that \( M' = \phi_\mu(M) \) and \( M = \phi_\mu(M') \).

As an immediate corollary, we have the following.

**Proposition 3.15.** Let \( k \) be a non-zero integer. Every Maya diagram \( M \in \mathcal{M} \) is \((p,k)\) cyclic where \( p \) is the cardinality of \( \mu = \Upsilon(M, M + k) \).

We are now able to establish the link between cyclic Maya diagrams and cyclic dressing chains composed of rational extensions of the harmonic oscillator.

**Proposition 3.16.** Let \( M \in \mathcal{M} \) be a Maya diagram, \( k \) a non-zero integer, and \( p \) the cardinality of \( \mu = \Upsilon(M, M + k) \). Let \( \mu = \{ \mu_0, \ldots, \mu_{p-1} \} \) be an arbitrary enumeration of \( \mu \) and set
\begin{equation}
M_0 = M, \quad M_{i+1} = \phi_{\mu_i}(M_i), \quad i = 0, 1, \ldots, p - 1 \tag{3.16}
\end{equation}
so that \( M_p = M_0 + k \) by construction. Set
\begin{align}
w_i(z) &= s_i z + \frac{H_{M_{i+1}}'(z)}{H_{M_{i+1}}(z)} - \frac{H_M'(z)}{H_M(z)}, \quad i = 0, \ldots, p - 1, \tag{3.17} \\
a_i &= 2(\mu_i - \mu_{i+1}), \tag{3.18}
\end{align}
where
\begin{align}
  s_i = \begin{cases} 
  -1, & \text{if } \mu_i \notin M, \\
  +1, & \text{if } \mu_i \in M,
  \end{cases}
\end{align}

and
\[ \mu_p = \mu_0 + k. \]

Then, \((w_0, \ldots, w_{p-1}; a_0, \ldots, a_{p-1})\) constitutes a rational solution to the \(p\)-cyclic dressing chain (2.11) with shift \(\Delta = 2k\).

**Proof.** The result follows from the structure of the seed eigenfunctions (3.9) with eigenvalues given by (3.10), after applying (2.4) and (2.7). The sign of \(s_i\) indicates whether the \((i + 1)\)-th step of the chain that takes \(L_i\) to \(L_{i+1}\) is a state-adding (+1) or state-deleting (−1) transformation. \(\square\)

The remaining part of the construction is to classify cyclic Maya diagrams for any given (odd) period, which we tackle next. Under the correspondence described by Proposition 3.16, the reversal symmetry (2.12) manifests as the transformation
\[ (M_0, \ldots, M_p) \mapsto (M_p, \ldots, M_0), \quad (\mu_1, \ldots, \mu_p) \mapsto (\mu_p, \ldots, \mu_1), \quad k \mapsto -k. \]

In light of the above remark, there is no loss of generality if we restrict our attention to cyclic Maya diagrams with a positive shift \(k > 0\).

### 4. Classification of cyclic Maya diagrams

In this section we introduce the key concepts of genus and interlacing to achieve a full classification of cyclic Maya diagrams.

For \(\beta \in \mathbb{Z}_{2g+1}\) define the Maya diagram
\begin{align}
  \Xi(\beta) = (-\infty, \beta_0) \cup [\beta_1, \beta_2) \cup \cdots \cup [\beta_{2g-1}, \beta_{2g})
\end{align}

where
\[ [m, n] = \{ j \in \mathbb{Z}: m \leq j < n \} \]

and where \(\beta_0 < \beta_1 < \cdots < \beta_{2g}\) is the strictly increasing enumeration of \(\beta\).

**Proposition 4.1.** Every Maya diagram \(M \in \mathcal{M}\) has a unique representation of the form \(M = \Xi(\beta)\) where \(\beta\) is a set of integers of odd cardinality \(2g + 1\).

**Definition 4.2.** We call the integer \(g \geq 0\) the genus of \(M = \Xi(\beta)\) and \((\beta_0, \beta_1, \ldots, \beta_{2g})\) the block coordinates of \(M\).

**Proposition 4.3.** Let \(M = \Xi(\beta)\) be a Maya diagram specified by its block coordinates. We then have
\[ \beta = \Upsilon(M, M + 1). \]

**Proof.** Observe that
\[ M + 1 = (-\infty, \beta_0) \cup [\beta_1, \beta_2) \cup \cdots \cup [\beta_{2g-1}, \beta_{2g}], \]

where
\[ [m, n] = \{ j \in \mathbb{Z}: m < j \leq n \}. \]

It follows that
\[ (M + 1) \setminus M = \{ \beta_0, \ldots, \beta_{2g} \} \]
\[ M \setminus (M + 1) = \{ \beta_1, \ldots, \beta_{2g-1} \}. \]

The desired conclusion follows immediately. \(\square\)
Let $\mathcal{M}_g$ denote the set of Maya diagrams of genus $g$. The above discussion may be summarized by saying that the mapping (4.1) defines a bijection $\Xi : \mathcal{Z}_{2g+1} \to \mathcal{M}_g$, and that the block coordinates are precisely the flip sites required for a translation $M \mapsto M + 1$.

**Remark 4.4.** To motivate Definition 4.2, it is perhaps more illustrative to understand the visual meaning of the genus of $M$, see Figure 4.1. After removal of the initial infinite $\square$ segment and the trailing infinite $\square$ segment, a Maya diagram consists of alternating empty $\square$ and filled $\square$ segments of variable length. The genus $g$ counts the number of such pairs. The even block coordinates $\beta_{2i}$ indicate the starting positions of the empty segments, and the odd block coordinates $\beta_{2i+1}$ indicated the starting positions of the filled segments. Also, note that $M$ is in standard form if and only if $\beta_0 = 0$.
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**Figure 4.1.** Block coordinates $(\beta_0, \ldots, \beta_4) = (2, 3, 5, 7, 10)$ of a genus 2 Maya diagrams. Note that the genus is both the number of finite-size empty blocks and the number of finite-size filled blocks.

The next concept we need to introduce is the interlacing and modular decomposition.

**Definition 4.5.** Fix a $k \in \mathbb{N}$ and let $M^{(0)}, M^{(1)}, \ldots, M^{(k-1)} \subset \mathbb{Z}$ be sets of integers. We define the interlacing of these to be the set

\[ \Theta \left( M^{(0)}, M^{(1)}, \ldots, M^{(k-1)} \right) = \bigcup_{i=0}^{k-1} (kM^{(i)} + i), \]

where

\[ kM + j = \{ km + j : m \in M \}, \quad M \subset \mathbb{Z}. \]

Dually, given a set of integers $M \subset \mathbb{Z}$ and a $k \in \mathbb{N}$ define the sets

\[ M^{(i)} = \{ m \in \mathbb{Z} : km + i \in M \}, \quad i = 0, 1, \ldots, k-1. \]

We will call the $k$-tuple of sets $(M^{(0)}, M^{(1)}, \ldots, M^{(k-1)})$ the $k$-modular decomposition of $M$.

The following result follows directly from the above definitions.

**Proposition 4.6.** We have $M = \Theta \left( M^{(0)}, M^{(1)}, \ldots, M^{(k-1)} \right)$ if and only if $(M^{(0)}, M^{(1)}, \ldots, M^{(k-1)})$ is the $k$-modular decomposition of $M$.

Even though the above operations of interlacing and modular decomposition apply to general sets, they have a well defined restriction to Maya diagrams. Indeed, it is not hard to check that if $M = \Theta \left( M^{(0)}, M^{(1)}, \ldots, M^{(k-1)} \right)$ and $M$ is a Maya diagram, then $M^{(0)}, M^{(1)}, \ldots, M^{(k-1)}$ are also Maya diagrams. Conversely, if the latter are all Maya diagrams, then so is $M$. Another important case concerns the interlacing of finite sets. The definition (4.2) implies directly that if $\mu^{(i)} \in \mathbb{Z}_{p_i}, \ i = 0, 1, \ldots, k - 1$ then

\[ \mu = \Theta \left( \mu^{(0)}, \ldots, \mu^{(k-1)} \right) \]

is a finite set of cardinality $p = p_0 + \cdots + p_{k-1}$.

Visually, each of the $k$ Maya diagrams is dilated by a factor of $k$, shifted by one unit with respect to the previous one and superimposed, so the interlaced Maya diagram incorporates the information from $M^{(0)}, \ldots, M^{(k-1)}$ in $k$ different modular classes. An example can be seen in Figure 4.2. In other words,
the interlaced Maya diagram is built by copying sequentially a filled or empty box as determined by each of the \(k\) Maya diagrams.

Remark 4.7. Modular decomposition of Maya diagrams has been considered previously by Noumi in his book [54] (see Proposition 7.12), although in a different context: that of studying the effect of B"acklund transformations on the Maya diagrams. In the present context of dressing chains and rational solutions, Tsuda [72] has also employed the notation in (4.2) for the interlacing of \(N\) genus-0 Maya diagrams, which correspond to \(N\)-reduced partitions. This particular family of rational solutions correspond to the signature class \((1,1,\ldots,1)\) with the highest shift \(k = 2n + 1\) (see Section 5 below), i.e. the generalization of Okamoto polynomials.

Equipped with these notions of genus and interlacing, we are now ready to state the main result for the classification of cyclic Maya diagrams.

**Theorem 4.8.** Let \(M = \Theta (M^{(0)}, M^{(1)}, \ldots, M^{(k-1)})\) be the \(k\)-modular decomposition of a given Maya diagram \(M\). Let \(g_i\) be the genus of \(M^{(i)}\), \(i = 0, 1, \ldots, k-1\). Then, \(M\) is \((p,k)\)-cyclic where

\[
p = p_0 + p_1 + \cdots + p_{k-1}, \quad p_i = 2g_i + 1.
\]

**Proof.** Let \(\beta^{(i)} = \Upsilon (M^{(i)}, M^{(i)}+1) \in \mathbb{Z}_{p_i}\) be the block coordinates of \(M^{(i)}, i = 0, 1, \ldots, k-1\). Consider the interlacing \(\mu = \Theta (\beta^{(0)}, \ldots, \beta^{(k-1)})\). From Proposition 4.3 we have that,

\[
\phi_{\beta^{(i)}} (M^{(i)}) = M^{(i)} + 1.
\]

so it follows that

\[
\phi_{\mu}(M) = \phi_{\Theta (\beta^{(0)}, \ldots, \beta^{(k-1)})} \Theta (M^{(0)}, \ldots, M^{(k-1)}) = \Theta (\phi_{\beta^{(0)}} (M^{(0)}), \ldots, \phi_{\beta^{(k-1)}} (M^{(k-1)})) = \Theta (M^{(0)} + 1, \ldots, M^{(k-1)} + 1) = \Theta (M^{(0)}, \ldots, M^{(k-1)}) + k = M + k.
\]
Therefore, $M$ is $(p, k)$ cyclic where the value of $p$ agrees with (4.3).

Theorem 4.8 sets the way to classify cyclic Maya diagrams for any given period $p$.

**Corollary 4.9.** For a fixed period $p \in \mathbb{N}$, there exist $p$-cyclic Maya diagrams with shifts $k = p, p - 2, \ldots, \lfloor p/2 \rfloor$, and no other positive shifts are possible.

**Remark 4.10.** The highest shift $k = p$ corresponds to the interlacing of $p$ trivial (genus 0) Maya diagrams.

We now introduce a combinatorial system for describing rational solutions of $p$-cyclic factorization chains. First, we require a suitably generalized notion of block coordinates suitable for describing $p$-cyclic Maya diagrams.

**Definition 4.11.** Let $M = \Theta(M^{(0)}, \ldots, M^{(k-1)})$ be a $k$-modular decomposition of a $(p, k)$ cyclic Maya diagram. For $i = 0, 1, \ldots, k - 1$ let $\beta^{(i)} = (\beta_0^{(i)}, \ldots, \beta_{p-1}^{(i)})$ be the block coordinates of $M^{(i)}$ enumerated in increasing order. In light of the fact that

$M = \Theta(\Xi(\beta^{(0)}), \ldots, \Xi(\beta^{(k-1)}))$,

we will refer to the concatenated sequence

$(\beta_0, \beta_1, \ldots, \beta_{p-1}) = (\beta^{(0)} | \beta^{(1)} | \ldots | \beta^{(k-1)})$

$= \left(\beta_0^{(0)}, \ldots, \beta_{p-1}^{(0)} | \beta_0^{(1)}, \ldots, \beta_{p-1}^{(1)} | \ldots | \beta_0^{(k-1)}, \ldots, \beta_{p-1}^{(k-1)}\right)$

as the $k$-block coordinates of $M$. Formally, the correspondence between $k$-block coordinates and Maya diagram is described by the mapping

$\Xi_k: \mathbb{Z}_{2g_0+1} \times \cdots \times \mathbb{Z}_{2g_{k-1}+1} \rightarrow M$

with action

$\Xi_k: (\beta^{(0)} | \beta^{(1)} | \ldots | \beta^{(k-1)}) \mapsto \Theta(\Xi(\beta^{(0)}), \ldots, \Xi(\beta^{(k-1)}))$.

**Definition 4.12.** Fix a $k \in \mathbb{N}$. For $m \in \mathbb{Z}$ let $[m]_k \in \{0, 1, \ldots, k - 1\}$ denote the residue class of $m$ modulo division by $k$. For $m, n \in \mathbb{Z}$ say that $m \preceq_k n$ if and only if $[m]_k < [n]_k$, or $[m]_k = [n]_k$ and $m \leq n$.

In this way, the transitive, reflexive relation $\preceq_k$ forms a total order on $\mathbb{Z}$.

**Proposition 4.13.** Let $M$ be a $(p, k)$ cyclic Maya diagram. There exists a unique $p$-tuple of integers $(\mu_0, \ldots, \mu_{p-1})$ strictly ordered relative to $\preceq_k$ such that

$(4.4) \quad \phi_\mu(M) = M + k$

**Proof.** Let $(\beta_0, \ldots, \beta_{p-1}) = (\beta^{(0)} | \beta^{(1)} | \ldots | \beta^{(k-1)})$ be the $k$-block coordinates of $M$. Set

$\mu = \Theta(\beta^{(0)}, \ldots, \beta^{(k-1)})$

so that (4.4) holds by the proof to Theorem 4.8. The desired enumeration of $\mu$ is given by

$(k\beta_0, \ldots, k\beta_{p-1}) + (0^{p_0}, 1^{p_1}, \ldots, (k-1)^{p_{k-1}})$

where the exponents indicate repetition. Explicitly, $(\mu_0, \ldots, \mu_{p-1})$ is given by

$\left(k\beta_0^{(0)}, \ldots, k\beta_{p_0-1}^{(0)}, k\beta_0^{(1)} + 1, \ldots, k\beta_{p_1-1}^{(1)} + 1, \ldots, k\beta_0^{(k-1)} + k - 1, \ldots, k\beta_{p_{k-1}-1}^{(k-1)} + k - 1\right)$.

\qed

**Definition 4.14.** In light of (4.4) we will refer to the just defined tuple $(\mu_0, \mu_1, \ldots, \mu_{p-1})$ as the $k$-canonical flip sequence of $M$ and refer to the tuple $(p_0, p_1, \ldots, p_{k-1})$ as the $k$-signature of $M$. 
By Proposition 3.16 a rational solution of the $p$-cyclic dressing chain requires a $(p, k)$ cyclic Maya diagram, and an additional item data, namely a fixed ordering of the canonical flip sequence. We will specify such ordering as

$$\mu_\pi = (\mu_{\pi_0}, \ldots, \mu_{\pi_{p-1}})$$

where $\pi = (\pi_0, \ldots, \pi_{p-1})$ is a permutation of $(0, 1, \ldots, p - 1)$. With this notation, the chain of Maya diagrams described in Proposition 3.16 is generated as

$$(4.5) \quad M_0 = M, \quad M_{i+1} = \phi_{\mu_{\pi_i}}(M_i), \quad i = 0, 1, \ldots, p - 1.$$ 

**Remark 4.15.** Using a translation it is possible to normalize $M$ so that $\mu_0 = 0$. Using a cyclic permutation and it is possible to normalize $\pi$ so that $\pi_p = 0$. The net effect of these two normalizations is to ensure that $M_0, M_1, \ldots, M_{p-1}$ have standard form.

**Remark 4.16.** In the discussion so far we have imposed the hypothesis that the sequence of flips that produces a translation $M \mapsto M + k$ does not contain any repetitions. However, in order to obtain a full classification of rational solutions, it will be necessary to account for degenerate chains which include multiple flips at the same site.

To that end it is necessary to modify Definition 3.12 to allow $\mu$ to be a multi-set, and to allow $\mu_0, \mu_1, \ldots, \mu_{p-1}$ in (4.1) to be merely a non-decreasing sequence. This has the effect of permitting $\square$ and $\blacksquare$ segments of zero length wherever $\mu_{i+1} = \mu_i$. The $\Xi$-image of such a non-decreasing sequence is not necessarily a Maya diagram of genus $g$, but rather a Maya diagram whose genus is bounded above by $g$.

It is no longer possible to assert that there is a unique $\mu$ such that $\phi_\mu(M) = M + k$, because it is possible to augment the non-degenerate $\mu = \Upsilon(M, M + k)$ with an arbitrary number of pairs of flips at the same site to arrive at a degenerate $\mu'$ such that $\phi_{\mu'}(M) = M + k$ also. The rest of the theory remains unchanged.

5. Rational solutions of $A_4$-Painlevé

In this section we will put together all the results derived above in order to describe an effective way of labelling and constructing all the rational solutions to the $A_2$-Painlevé system based on cyclic dressing chains of rational extensions of the harmonic oscillator. We conjecture that the construction described below covers all rational solutions to such systems. As an illustrative example, we describe all rational solutions to the $A_4$-Painlevé system, and we furnish examples in each signature class.

For odd $p$, in order to specify a Maya $p$-cycle, or equivalently a rational solution of a $p$-cyclic dressing chain, we need to specify three items of data:

(i) a signature sequence $(p_0, \ldots, p_{k-1})$ consisting of odd positive integers that sum to $p$. This sequence determines the genus of the $k$ interlaced Maya diagrams that give rise to a $(p, k)$-cyclic Maya diagram $M$. The possible values of $k$ are given by Corollary 4.9.

(ii) Once the signature is fixed, we need to specify the $k$-block coordinates

$$(\beta_0, \ldots, \beta_{p-1}) = (\beta^{(0)} \ldots \beta^{(k-1)})$$

where $\beta^{(i)} = (\beta^{(i)}_0, \ldots, \beta^{(i)}_{p-1})$ are the block coordinates that define each of the interlaced Maya diagrams $M^{(i)}$. These two items of data specify uniquely a $(p, k)$-cyclic Maya diagram $M$, and a canonical flip sequence $\mu = (\beta_0, \ldots, \beta_{p-1})$. The next item specifies a given $p$-cycle that contains $M$.

(iii) Once the $k$-block coordinates and canonical flip sequence $\mu$ are fixed, we still have the freedom to choose a permutation $\pi \in S_p$ of $(0, 1, \ldots, p - 1)$ that specifies the actual flip sequence $\mu_\pi$, i.e. the order in which the flips in the canonical flip sequence are applied to build the Maya $p$-cycle.

\footnote{A multi-set is a generalization of the concept of a set that allows for multiple instances for each of its elements.}
For any signature of a Maya $p$-cycle, we need to specify the $p$ integers in the canonical flip sequence, but following Remark 4.15, we can get rid of translation invariance by setting $\mu_0 = \beta_0^{(0)} = 0$, leaving only $p - 1$ free integers. Moreover, we can restrict ourselves to permutations such that $\pi_p = 0$ in order to remove the invariance under cyclic permutations. The remaining number of degrees of freedom is $p - 1$, which (perhaps not surprisingly) coincides with the number of generators of the symmetry group $A_{p-1}^{(1)}$. This is a strong indication that the class described above captures a generic orbit of a seed solution under the action of the symmetry group.

We now illustrate the general theory by describing the rational solutions of the $A_{4}^{(1)}$-Painlevé system, whose equations are given by

\begin{align}
  &f'_0 + f_0(f_1 - f_2 + f_3 - f_4) = \alpha_0, \\
  &f'_1 + f_1(f_2 - f_3 + f_4 - f_0) = \alpha_1, \\
  &f'_2 + f_2(f_3 - f_4 + f_0 - f_1) = \alpha_2, \\
  &f'_3 + f_3(f_4 - f_0 + f_1 - f_2) = \alpha_3, \\
  &f'_4 + f_4(f_0 - f_1 + f_2 - f_3) = \alpha_4,
\end{align}

(5.1)

with normalization conditions

$$f_0 + f_1 + f_2 + f_3 + f_4 = z, \quad \alpha_0 + \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 = 1.$$ 

This system has the “seed solutions”

\begin{align*}
  & (f_0, f_1, f_2, f_3, f_4) = (z, 0, 0, 0, 0), & (\alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4) = (1, 0, 0, 0, 0), \\
  & (f_0, f_1, f_2, f_3, f_4) = (\frac{1}{3}z, \frac{1}{3}z, \frac{1}{3}z, 0, 0), & (\alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4) = (\frac{1}{3}, \frac{1}{3}, \frac{1}{3}, 0, 0), \\
  & (f_0, f_1, f_2, f_3, f_4) = (\frac{1}{3}z, \frac{1}{3}z, \frac{1}{3}z, \frac{1}{3}z, \frac{1}{3}z), & (\alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4) = (\frac{1}{3}, \frac{1}{3}, \frac{1}{3}, \frac{1}{3}, \frac{1}{3}),
\end{align*}

and permutations thereof.

**Theorem 5.1.** Rational solutions of the $A_{4}^{(1)}$-Painlevé system (5.1) correspond to chains of 5-cyclic Maya diagrams belonging to one of the following signature classes:

\begin{align*}
  & (5), (3, 1, 1), (1, 3, 1), (1, 1, 3), (1, 1, 1, 1).
\end{align*}

With the normalization $\pi_4 = 0$ and $\mu_0 = 0$, each rational solution may be uniquely labelled by one of the above signatures, a 4-tuple of arbitrary non-negative integers $(n_1, n_2, n_3, n_4)$, and a permutation $(\pi_0, \pi_1, \pi_2, \pi_3)$ of $(1, 2, 3, 4)$. For each of the above signatures, the corresponding $k$-block coordinates of the initial 5-cyclic Maya diagram are then given by

\begin{align*}
  & k = 1 \quad (5) \quad (0, n_1, n_1 + n_2, n_1 + n_2 + n_3, n_1 + n_2 + n_3 + n_4) \\
  & k = 3 \quad (3, 1, 1) \quad (0, n_1, n_1 + n_2|n_3|n_4) \\
  & k = 3 \quad (1, 3, 1) \quad (0|n_1, n_1 + n_2, n_1 + n_2 + n_3|n_4) \\
  & k = 3 \quad (1, 1, 3) \quad (0|n_1|n_2, n_2 + n_3, n_2 + n_3 + n_4) \\
  & k = 5 \quad (1, 1, 1, 1) \quad (0|n_1|n_2|n_3|n_4)
\end{align*}

We show specific examples with shifts $k = 1, 3$ and 5 and signatures $(5), (1, 1, 3)$ and $(1, 1, 1, 1, 1)$.

**Example 5.2.** We construct a $(5, 1)$-cyclic Maya diagram in the signature class $(5)$ by choosing $(n_1, n_2, n_3, n_4) = (2, 3, 1, 1)$, which means that the first Maya diagram in the cycle is $M_0 = \Xi(0, 2, 5, 6, 7)$, depicted in the first row of Figure 5.1. The canonical flip sequence is $\mu = (0, 2, 5, 6, 7)$. We choose the permutation $(34210)$, which gives the chain of Maya diagrams shown in Figure 5.1. Note that the permutation specifies the sequence of block coordinates that get shifted by one at each step of the cycle.
This type of solutions with signature (5) were already studied in [29], and they are based on a genus 2 generalization of the generalized Hermite polynomials that appear in the solution of $P_{IV}(A_2$-Painlevé).

\[ M_0 = \Xi(0, 2, 5, 6, 7) \]
\[ M_1 = \Xi(0, 2, 5, 7, 7) \]
\[ M_2 = \Xi(0, 2, 5, 7, 8) \]
\[ M_3 = \Xi(0, 2, 6, 7, 8) \]
\[ M_4 = \Xi(0, 3, 6, 7, 8) \]
\[ M_5 = \Xi(1, 3, 6, 7, 8) = M_0 + 1 \]

Figure 5.1. A Maya 5-cycle with shift $k = 1$ for the choice $(n_1, n_2, n_3, n_4) = (2, 3, 1, 1)$ and permutation $\pi = (34210)$.

We shall now provide the explicit construction of the rational solution to the $A_4$-Painlevé system (5.1), by using Proposition 3.16 and Proposition 2.3. The permutation $\pi = (34210)$ on the canonical sequence $\mu = (0, 2, 5, 6, 7)$ produces the flip sequence $\mu_\pi = (6, 7, 5, 2, 0)$, so that the values of the $a_i$ parameters given by (3.18) become $(a_0, a_1, a_2, a_3, a_4) = (-2, 4, 6, 4, -14)$. The pseudo-Wronskians corresponding to each Maya diagram in the cycle are ordinary Wronskians, which will always be the case with the normalization imposed in Remark 4.15. They read (see Figure 5.1):

\[ H_{M_0}(z) = \text{Wr}(H_2, H_3, H_4, H_6) \]
\[ H_{M_1}(z) = \text{Wr}(H_2, H_3, H_4) \]
\[ H_{M_2}(z) = \text{Wr}(H_2, H_3, H_4, H_7) \]
\[ H_{M_3}(z) = \text{Wr}(H_2, H_3, H_4, H_5, H_7) \]
\[ H_{M_4}(z) = \text{Wr}(H_3, H_4, H_5, H_7) \]

where $H_n = H_n(z)$ is the $n^{th}$ Hermite polynomial. Following Proposition 3.16, the rational solution to the dressing chain is given by the tuple $(w_0, w_1, w_2, w_3, w_4 | a_0, a_1, a_2, a_3, a_4)$, where $a_i$ and $w_i$ are given by (3.17)–(3.18) as:

\[ w_0(z) = z + \frac{d}{dz} \left[ \log H_{M_1}(z) - \log H_{M_0}(z) \right], \quad a_0 = -2, \]
\[ w_1(z) = -z + \frac{d}{dz} \left[ \log H_{M_2}(z) - \log H_{M_1}(z) \right], \quad a_1 = 4, \]
\[ w_2(z) = -z + \frac{d}{dz} \left[ \log H_{M_3}(z) - \log H_{M_2}(z) \right], \quad a_2 = 6, \]
\[ w_3(z) = z + \frac{d}{dz} \left[ \log H_{M_4}(z) - \log H_{M_3}(z) \right], \quad a_3 = 4, \]
\[ w_4(z) = -z + \frac{d}{dz} \left[ \log H_{M_0}(z) - \log H_{M_4}(z) \right], \quad a_4 = -14. \]
Finally, Proposition 2.3 implies that the corresponding rational solution to the $A_4$-Painlevé system (1.7) is given by the tuple $(f_0, f_1, f_2, f_3, f_4 | \alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4)$, where

\[
\begin{align*}
f_0(z) &= \frac{d}{dz} \left[ \log H_{M_2}(c_1 z) - \log H_{M_0}(c_1 z) \right], & \alpha_0 &= 1, \\
f_1(z) &= z + \frac{d}{dz} \left[ \log H_{M_3}(c_1 z) - \log H_{M_1}(c_1 z) \right], & \alpha_1 &= -2, \\
f_2(z) &= \frac{d}{dz} \left[ \log H_{M_4}(c_1 z) - \log H_{M_2}(c_1 z) \right], & \alpha_2 &= -3, \\
f_3(z) &= \frac{d}{dz} \left[ \log H_{M_0}(c_1 z) - \log H_{M_3}(c_1 z) \right], & \alpha_3 &= -2, \\
f_4(z) &= \frac{d}{dz} \left[ \log H_{M_1}(c_1 z) - \log H_{M_4}(c_1 z) \right], & \alpha_4 &= 7.
\end{align*}
\]

with $c_1^2 = -\frac{1}{2}$.

**Example 5.3.** We construct a degenerate example belonging to the (5) signature class, by choosing $(n_1, n_2, n_3, n_4) = (1, 1, 2, 0)$. The presence of $n_4 = 0$ means that the first Maya diagram has genus 1 instead of the generic genus 2, with block coordinates given by $M_0 = \Xi(0, 1, 2, 4, 4)$. The canonical flip sequence $\mu = (0, 1, 2, 4, 4)$ contains two flips at the same site, so it is not unique. Choosing the permutation (42130) produces the chain of Maya diagrams shown in Figure 5.2. The explicit construction of the rational solutions follows the same steps as in the previous example, and we shall omit it here. It is worth noting, however, that due to the degenerate character of the chain, three linear combinations of $f_0, \ldots, f_4$ will provide a solution to the lower rank $A_2$-Painlevé. If the two flips at the same site are performed consecutively in the cycle, the embedding of $A_2^{(1)}$ into $A_4^{(1)}$ is trivial and corresponds to setting two consecutive $f_i$ to zero. This is not the case in this example, as the flip sequence is $\mu_\pi = (4, 2, 1, 4, 0)$, which produces a non-trivial embedding.

![Figure 5.2](image-url)

**Figure 5.2.** A degenerate Maya 5-cycle with $k = 1$ for the choice $(n_1, n_2, n_3, n_4) = (1, 1, 2, 0)$ and permutation $\pi = (42130)$.

**Example 5.4.** We construct a $(5, 3)$-cyclic Maya diagram in the signature class $(1, 1, 3)$ by choosing $(n_1, n_2, n_3, n_4) = (3, 1, 1, 2)$, which means that the first Maya diagram has 3-block coordinates $(0)[3][1, 2, 4)$. The canonical flip sequence is given by $\mu = \Theta(0)[3][1, 2, 4) = (0, 10, 5, 8, 14)$. The permutation (41230) gives the chain of Maya diagrams shown in Figure 5.3. Note that, as in Example 5.2, the permutation specifies the order in which the 3-block coordinates are shifted by +1 in the subsequent steps of the cycle. This type of solutions in the signature class $(1, 1, 3)$ were not given in [29], and they are new to the best of our knowledge.

We proceed to build the explicit rational solution to the $A_4$-Painlevé system (5.1). In this case, the permutation $\pi = (41230)$ on the canonical sequence $\mu = (0, 10, 5, 8, 14)$ produces the flip sequence $\mu_\pi = (14, 10, 5, 8, 0)$, so that the values of the $a_i$ parameters given by (3.18) become $(a_0, a_1, a_2, a_3, a_4) = (8, 10, -6, 16, -34)$. The pseudo-Wronskians corresponding to each Maya diagram in the cycle are
They read (see Figure 5.3):

\[
H_{M_5}(z) = \text{Wr}(H_1, H_2, H_4, H_7, H_8, H_{11}), \\
H_{M_4}(z) = \text{Wr}(H_1, H_2, H_4, H_7, H_8, H_{11}, H_{14}), \\
H_{M_3}(z) = \text{Wr}(H_1, H_2, H_4, H_7, H_8, H_{10}, H_{11}, H_{14}), \\
H_{M_2}(z) = \text{Wr}(H_1, H_2, H_4, H_5, H_7, H_8, H_{10}, H_{11}, H_{14}), \\
H_{M_1}(z) = \text{Wr}(H_1, H_2, H_4, H_5, H_7, H_{10}, H_{11}, H_{14}), \\
H_{M_0}(z) = \text{Wr}(H_1, H_2, H_4, H_5, H_7, H_{10}, H_{11}, H_{14}),
\]

where \(H_n = H_n(z)\) is the \(n\)-th Hermite polynomial. The rational solution to the dressing chain is given by the tuple \((w_0, w_1, w_2, w_3, w_4|a_0, a_1, a_2, a_3, a_4)\), where \(a_i\) and \(w_i\) are given by (3.17)–(3.18) as:

\[
w_0(z) = -z + \frac{d}{dz} \left[ \log H_{M_1}(z) - \log H_{M_0}(z) \right], \quad a_0 = 8, \\
w_1(z) = -z + \frac{d}{dz} \left[ \log H_{M_2}(z) - \log H_{M_1}(z) \right], \quad a_1 = 10, \\
w_2(z) = -z + \frac{d}{dz} \left[ \log H_{M_3}(z) - \log H_{M_2}(z) \right], \quad a_2 = -6, \\
w_3(z) = z + \frac{d}{dz} \left[ \log H_{M_4}(z) - \log H_{M_3}(z) \right], \quad a_3 = 16, \\
w_4(z) = -z + \frac{d}{dz} \left[ \log H_{M_5}(z) - \log H_{M_4}(z) \right], \quad a_4 = -34.
\]

Finally, Proposition 2.3 implies that the corresponding rational solution to the \(A_4\)-Painlevé system (1.7) is given by the tuple \((f_0, f_1, f_2, f_3, f_4|\alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4)\), where

\[
f_0(z) = \frac{1}{4}z + \frac{d}{dz} \left[ \log H_{M_2}(c_{2z}) - \log H_{M_0}(c_{2z}) \right], \quad \alpha_0 = -\frac{4}{3}, \\
f_1(z) = \frac{1}{4}z + \frac{d}{dz} \left[ \log H_{M_3}(c_{2z}) - \log H_{M_1}(c_{2z}) \right], \quad \alpha_1 = -\frac{2}{3}, \\
f_2(z) = \frac{d}{dz} \left[ \log H_{M_4}(c_{2z}) - \log H_{M_2}(c_{2z}) \right], \quad \alpha_2 = 1, \\
f_3(z) = \frac{d}{dz} \left[ \log H_{M_5}(c_{2z}) - \log H_{M_3}(c_{2z}) \right], \quad \alpha_3 = -\frac{8}{3}, \\
f_4(z) = \frac{1}{4}z + \frac{d}{dz} \left[ \log H_{M_1}(c_{2z}) - \log H_{M_4}(c_{2z}) \right], \quad \alpha_4 = \frac{17}{3},
\]

with \(c_2^2 = -\frac{1}{6}\).
Example 5.5. We construct a $(5,5)$-cyclic Maya diagram in the signature class $(1,1,1,1)$ by choosing $(n_1, n_2, n_3, n_4) = (2, 3, 0, 1)$, which means that the first Maya diagram has 5-block coordinates $(0|2|3|0|1)$. The canonical flip sequence is given by $\mu = \Theta(0|2|3|0|1) = (0, 11, 17, 3, 9)$. The permutation $(32410)$ gives the chain of Maya diagrams shown in Figure 5.4. Note that, as it happens in the previous examples, the permutation specifies the order in which the 5-block coordinates are shifted by $+1$ in the subsequent steps of the cycle. This type of solutions with signature $(1,1,1,1)$ were already studied in [29], and they are based on a generalization of the Okamoto polynomials that appear in the solution of $P_{1V}(A_2$-Painlevé).

We proceed to build the explicit rational solution to the $A_4$-Painlevé system (5.1). In this case, the permutation $\pi = (32410)$ on the canonical sequence $\mu = (0, 11, 17, 3, 9)$ produces the flip sequence $\mu_\pi = (3, 17, 9, 11, 0)$, so that the values of the $a_i$ parameters given by (3.18) become $(a_0, a_1, a_2, a_3, a_4) = (-28, 16, -4, 22, -16)$. The pseudo-Wronskians corresponding to each Maya diagram in the cycle are ordinary Wronskians, which will always be the case with the normalization imposed in Remark 4.15. They read:

\[
H_{M_0}(z) = \text{Wr}(H_1, H_2, H_4, H_6, H_7, H_{12}), \\
H_{M_1}(z) = \text{Wr}(H_1, H_2, H_3, H_6, H_7, H_{12}), \\
H_{M_2}(z) = \text{Wr}(H_1, H_2, H_3, H_4, H_6, H_7, H_{12}, H_{17}), \\
H_{M_3}(z) = \text{Wr}(H_1, H_2, H_3, H_4, H_6, H_7, H_9, H_{12}, H_{17}), \\
H_{M_4}(z) = \text{Wr}(H_1, H_2, H_3, H_4, H_6, H_7, H_9, H_{11}, H_{12}, H_{17}),
\]

where $H_n = H_n(z)$ is the $n$-th Hermite polynomial. The rational solution to the dressing chain is given by the tuple $(w_0, w_1, w_2, w_3, w_4|a_0, a_1, a_2, a_3, a_4)$, where $a_i$ and $w_i$ are given by (3.17)–(3.18) as:

\[
w_0(z) = -z + \frac{d}{dz} \left[ \log H_{M_0}(z) - \log H_{M_1}(z) \right], \quad a_0 = -28 \\
w_1(z) = -z + \frac{d}{dz} \left[ \log H_{M_1}(z) - \log H_{M_2}(z) \right], \quad a_1 = 16, \\
w_2(z) = -z + \frac{d}{dz} \left[ \log H_{M_2}(z) - \log H_{M_3}(z) \right], \quad a_2 = -4, \\
w_3(z) = -z + \frac{d}{dz} \left[ \log H_{M_3}(z) - \log H_{M_4}(z) \right], \quad a_3 = 22, \\
w_4(z) = -z + \frac{d}{dz} \left[ \log H_{M_4}(z) - \log H_{M_0}(z) \right], \quad a_4 = -16.
\]
Finally, Proposition 3.16 implies that the corresponding rational solution to the $A_4$-Painlevé system (1.7) is given by the tuple $(f_0, f_1, f_2, f_3, f_4 | \alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4)$, where
\[
f_0(z) = \frac{1}{z} + \frac{d}{dz} \left[ \log H_{M_0}(c_3 z) - \log H_{M_0}(c_3 z) \right], \quad \alpha_0 = \frac{14}{5},
\]
\[
f_1(z) = \frac{1}{z} + \frac{d}{dz} \left[ \log H_{M_1}(c_3 z) - \log H_{M_1}(c_3 z) \right], \quad \alpha_1 = -\frac{8}{5},
\]
\[
f_2(z) = \frac{1}{z} + \frac{d}{dz} \left[ \log H_{M_2}(c_3 z) - \log H_{M_2}(c_3 z) \right], \quad \alpha_2 = \frac{2}{5},
\]
\[
f_3(z) = \frac{1}{z} + \frac{d}{dz} \left[ \log H_{M_3}(c_3 z) - \log H_{M_3}(c_3 z) \right], \quad \alpha_3 = -\frac{11}{5},
\]
\[
f_4(z) = \frac{1}{z} + \frac{d}{dz} \left[ \log H_{M_4}(c_3 z) - \log H_{M_4}(c_3 z) \right], \quad \alpha_4 = \frac{8}{5}.
\]
with $c_3^2 = -\frac{1}{\pi v}$.

5.1. **Zeros of the special polynomials in the $A_4$ rational solutions.** The zeros of Okamoto and generalized Hermite polynomials that appear in the rational solutions to $P_{1V}$ are known to form very regular patterns in the complex plane, [21]. In this section we show the equivalent patterns for their $A_4$ counterparts, which are also very regular but show a richer structure.

Following the notation above, we label a Maya diagram in standard form by specifying its signature as a superscript, and 4 non-negative integers $(n_1, n_2, n_3, n_4)$ that determine the $k$-block coordinates as specified by Theorem 5.1. More specifically, we can write the sequence of positive integers that belong to $M$ in the following manner:

\[
M^{(5)}_{+}(n_1, n_2, n_3, n_4) = \left\{ n_1 + j \right\}^{n_2-1}_{j=0} \cup \left\{ n_1 + n_2 + n_3 + j \right\}^{n_4-1}_{j=0}
\]
\[
M^{(3,1,1)}_{+}(n_1, n_2, n_3, n_4) = \left\{ 3(n_1 + j) \right\}^{n_2-1}_{j=0} \cup \left\{ 1 + 3j \right\}^{n_3-1}_{j=0} \cup \left\{ 2 + 3j \right\}^{n_4-1}_{j=0}
\]
\[
M^{(1,1,1,1)}_{+}(n_1, n_2, n_3, n_4) = \left\{ 1 + 5j \right\}^{n_1-1}_{j=0} \cup \left\{ 2 + 5j \right\}^{n_2-1}_{j=0} \cup \left\{ 3 + 5j \right\}^{n_3-1}_{j=0} \cup \left\{ 4 + 5j \right\}^{n_4-1}_{j=0}
\]

Likewise, we denote by $H^{(s)}(n_1, n_2, n_3, n_4)$ the corresponding Hermite Wronskians for each signature $s$, i.e.

\[
H^{(5)}_{n_1, n_2, n_3, n_4}(z) = \text{Wr} \left[ \left\{ H_{n_1+j}(z) \right\}^{n_2-1}_{j=0}, \left\{ H_{n_1+n_2+n_3+j}(z) \right\}^{n_4-1}_{j=0} \right],
\]
\[
H^{(3,1,1)}_{n_1, n_2, n_3, n_4}(z) = \text{Wr} \left[ \left\{ H_{3(n_1+j)}(z) \right\}^{n_2-1}_{j=0}, \left\{ H_{1+3j}(z) \right\}^{n_3-1}_{j=0}, \left\{ H_{2+3j}(z) \right\}^{n_4-1}_{j=0} \right],
\]
\[
H^{(1,1,1,1)}_{n_1, n_2, n_3, n_4}(z) = \text{Wr} \left[ \left\{ H_{1+5j}(z) \right\}^{n_1-1}_{j=0}, \left\{ H_{2+5j}(z) \right\}^{n_2-1}_{j=0}, \left\{ H_{3+5j}(z) \right\}^{n_3-1}_{j=0}, \left\{ H_{4+5j}(z) \right\}^{n_4-1}_{j=0} \right].
\]

From the observation of these plots it is clear that the geometric distribution of the zeros on the complex plane follows some regular patterns that call for an explanation. In some cases, specially in Figure 5.5 we observe two overlapping patterns that seem to suggest an approximate factorization of $H^{(5)}_{n_1, n_2, n_3, n_4}(z)$ into the product of two generalized Hermite Wronskians $H^{(3)}_{m_1, m_2}(z)$ and $H^{(3)}_{m_3, m_4}(z)$. More generally, the approximate correspondence between the Young diagrams of the partitions that determine the sequence of Hermite polynomials in the Wronskian, and the position of the zeros in the complex plane was observed in [28]. A detailed study of the zeroes of these Hermite Wronskians is currently under investigation and we shall not pursue it further here.

We stress that all of these zeros are conjectured by Veselov to be simple [28], except the zero at the origin whose multiplicity is a triangular number, [12]. The number of zeros in the real line, and
Figure 5.5. Zeros of Hermite Wronskians $H_{n_1,n_2,n_3,n_4}^{(5)}(z)$ for different values of $(n_1,n_2,n_3,n_4)$.

thus the real poles of the rational solutions can be calculated as a function of $(n_1,n_2,n_3,n_4)$ for each signature class by applying the formulas derived in [33].
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