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Abstract—There is a growing demand for alternative 

biometric modalities that can handle various real world 

challenges such as recognising partially occluded individuals. 

Skin texture has been proposed as a potential alternative; 

however, such skin texture analysis can become difficult when 

captured images are at varying resolutions (due to different 

distances or devices). This paper explores the prospect of using 

mixed-resolution facial skin images as a source of biometric 

information. The four facial skin regions investigated here are 

the forehead, right cheek, left cheek, and chin which were 

selected because at least one of these are expected to be captured 

in real-world scenarios. The proposed framework first localises 

and assesses the usability of the extracted region of interest 

(ROI) for subsequent analysis. Local Binary Pattern (LBP) 

descriptors are then used for feature matching because of their 

reported effectiveness in extracting skin texture information. 

Experiments conducted using the XM2VTS database suggest 

that mixed resolution skin texture images can provide adequate 

information for biometric applications. 
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I. INTRODUCTION  

In forensic applications, there is a growing demand for 
alternative biometric modalities that can handle various real 
world challenges such as recognising people from their 
partially occluded faces. Skin texture has been proposed as a 
potential alternative. As a standalone source of skin biometric 
information, a high resolution (HR) face image can be 
acquired at close range. However, several factors may degrade 
skin image resolution; for example, if the face is not close 
enough to the camera or the sensor is of low quality, the 
images will be in a lower resolution (LR). Use of such low 
resolution images means that system performance may be 
significantly degraded due to lack of details. Additionally, 
matching two skin images of the same individual captured 
from different distances/devices may also be challenging. For 
example, enrolled template images at high-resolution while 
the query image in low resolution or vice versa is likely to 
make the matching outcome less reliable. It is natural that with 
growing numbers of smartphone users and surveillance 
cameras, partial views of the faces are most likely be captured 
at different resolutions. Besides, only a small area of skin may 
be visible. It is therefore important to how the size or location 
of the skin patch may impact performance. Therefore, it is 
very important to be able to exploit all available information 
efficiently and adequately for successful person identification. 

This work focuses mainly on investigating the use of skin 
texture features at varied resolutions to identify individuals 
and more importantly exploring how the proposed framework 
may perform best in difficult conditions (e.g. when using 
mixed-resolution images). The study contributes to the 
enhancement of skin-based biometric systems by exploring 

the impact of resolution in the use of facial skin images for 
people recognition. 

II. BACKGROUND AND MOTIVATIONS 

There are clear evidences that image resolution is crucial 
for the performance of biometric recognition systems [1]. For 
example, in identifying criminals by means of surveillance 
camera or cell phone face recognition, challenges that may 
affect system performance include expression, age, 
illumination, pose, occlusion, and distance. Particularly, 
matching two images of the same subject at different 
resolutions (e.g. due to different distances/sensors) is of 
interest in forensic applications. Some work has been reported 
on recognising faces in high-resolution and low-resolution 
images. LR images captured by surveillance cameras [2, 3] are 
often indistinct, making individuals difficult to recognise. 
Using traditional methods [4, 5], HR images usually provide 
more detail than LR. To exploit LR images, computer vision 
and machine learning researchers have employed a technique 
known as super-resolution (SR) to generate HR images from 
LR [6]. There are three categories of SR: learning-based, 
functional-interpolation, and reconstruction-based. Earlier 
works [8-10] achieved face recognition by applying SR to low 
resolution images. Studies, therefore, addressed this problem 
by introducing different SR algorithms [11, 12], but to date, 
most such studies have focused on identification of whole face 
images which are sometimes unavailable. All of the above-
mentioned methods explored only full-face recognition 
systems [7]. Also, low-resolution partial face images (e.g. 
captured from a distance) have not been considered. 

Today, high quality facial images are easy to capture from 
different distances by using imaging devices such as high-
resolution cameras, phones, webcams, and other inexpensive 
computing resources. For example, pan-tilt-zoom (PTZ) 
cameras can capture a high resolution facial image from up to 
12 meters, with automatic tracking and close-ups [13]. Face 
recognition systems are also developing rapidly with 
increasing access to high resolution equipment [9]. All of 
these factors facilitated this exploration of the use of a small 
part of the facial image (such as facial skin) to identify 
individuals at a non-fixed location/distance. 

HR digital cameras have also facilitated sophisticated 
analysis of skin texture features, and research has confirmed 
that skin information extracted from a small part of the facial 
image can provide meaningful biometric information [14, 15]. 
It is opportune, then, to investigate the possibility of cross 
matching the skin information embedded in high- and low-
resolution images. The present work investigated the use of 
skin texture features at different resolutions to identify an 
individual, assessing how the proposed framework performs 
in difficult conditions (e.g. using low-resolution images) and 



how image resolution affects recognition. The study 
contributes to the enhancement of skin-based biometric 
systems. This work reveals the relationship between 
resolution as well as the potential of facial skin images for 
human recognition. 

III. GENERAL APPROACH OF THE PROPOSED SYSTEM 

The work presented in this paper investigates the impact 
of varying resolution images on skin biometric systems, as 
well as how such images can be successfully used for 
biometric recognition/applications. As outlined in Fig. 1, the 
proposed system is composed of the following key steps: 
(i) pre-processing, including facial image acquisition, facial 
landmark detection and ROI localisation; (ii) skin purity 
assessment; (iii) feature extraction, (iv) classification.  The 
following sections provide more details of each step.  

A. Facial Landmarks Detection and ROI Localisation 

All facial images were rotated so that eye-centres were 
horizontal. Facial landmarks were then extracted using the 
Chehra Face Tracker [16, 17]. This software identifies 59 
points (49 facial landmarks and 10 eye landmarks) on frontal 
face images. In this study, facial landmarks such as eye 
corners, nose, and mouth corners have been used to 
automatically determine the four skin ROIs (forehead, right 
and left cheek, and chin).  

Geometric measures were used for the localisation of the 
ROI. All relevant parameters were empirically determined for 
the XM2VTS database [18]. As the Chehra software does not 
provide a facial outline, a very conservative static ROI 
dimension for each skin region (i.e. forehead, right cheek, left 
cheek, and chin) was adopted. Details of the ROI localisation 
can be found in [14, 15]. 

B. Generating Facial Images at Different Scale 

To simulate the effect of the distance between subject and 
camera, all facial images in the database were scaled to 
different resolutions. Commonly used methods of 
interpolation include nearest neighbour, bilinear interpolation, 
spline interpolation [19], and bicubic interpolation [20, 21]. 
Although nearest neighbour and bilinear interpolation seem 
computationally simple, serious blurring remains a problem 
for these methods. It is not obvious which interpolation 
method best is in terms of skin scale, however bicubic 
interpolation method is generally considered to achieve better 
results [22]. 

To investigate the impact of low-resolution imaging on 
skin texture information, all facial skin regions in this work 
were scaled down using bicubic interpolation technique with 
4x4 neighbourhoods.  

For all individuals in XM2VTS database, images were 
resized to different scales to simulate the varying resolution 
images. Specifically, for the results presented here, two 
datasets namely Dataset B and Dataset C were created by 
scaling the original images (Dataset A) by factors of 0.75 and 
0.50 respectively. The 0.50 was chosen as the lowest due to 
the restriction imposed by the LBP parameters (P, R) when the 
skin features extracted. It also ensures that the ROI would 
contain sufficient pixels for the LBP operator in both 
neighbourhoods (P) and radius (R). Fig. 2 shows one example 
of scaled skin images extracted from the forehead region.  

These three datasets were then utilised for biometric 
processing of each ROI (forehead, right cheek, left cheek, and 
chin). Table I shows the size range of the original ROIs and 
their reduced scale versions from the three datasets. The 
forehead region is obviously larger than the other skin regions. 
Both cheek region sizes are smaller, causing feature extraction 
methods to limited LBP parameters during processing. For 
example, the cheek region becomes too small, when resized 
using scaling factor 0.5, for effective representation by LBP. 

C. Skin Purity Analysis 

The skin purity assessment technique applied here was 
originally reported in [14]. The scheme implemented skin 
colour models to ascertain the level of purity of the extracted 
ROI. The reason for using colour based models is because skin 
colours are largely invariant to partial occlusion, scaling, pose 
and rotation and, thus, helpful in differentiating between skin 
pixels from other artefacts within a facial image. The images 
that exceeded the skin purity threshold were divided into N 
non-overlapping sub-regions to extract skin features 

 
 

Fig. 1. The block diagram of the proposed skin-based recognition 

system 
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Fig. 2. Example of facial skin images and skin ROI at different scales 
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TABLE I.  ROI SIZE RANGES AFTER BICUBIC INTER-
POLATION USING DIFFERENT SCALING FACTORS 

 

ROI 

Dataset A 
Dataset B Dataset C 

Scale factor 

Original size 

(from–to) 

0.75-scale 

(from – to) 

0.50-scale 

(from – to) 

Range of ROI size ( in pixels) 

Forehead 49 x 122–79 x 97 37 x 92–59 x 148 25 x 61–40 x 99 

Right Cheek 24 x 24–56 x 57 18 x 18–42 x 43 12 x 12–28 x 29 

Left  Cheek 24 x 24–56 x 57 18 x 18–42 x 43 12 x 12–28 x 29 

Chin 23 x 41–67 x 120 17 x 31–50 x 90 12 x 21–34 x 60 

 



separately from each of those sub-regions. Finally, all sub-
regional features were concatenated to form a single feature 
vector. 

D. Feature Extraction and Classification 

LBP histogram has been used for feature extraction as it 
provided more reliable skin features. In order to match LBP 
feature vectors provided by multiple operators with different 
(P, R) values and different skin image resolutions, all feature 
sets were normalised using the following formula: 

 

where 𝑓𝑖 is the feature component before normalising; 
𝑓𝑖

′ is the normalised feature vector; and 𝑛 is the dimension of 
the feature vector. 

A k-Nearest-Neighbour (k-NN) classifier has been used 
for feature classification. The k value was chosen based on the 
performances achieved during trials. 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

This section presents the experimental results and their 
interpretations. The face images were taken from the 
XM2VTS database for these experiments. Desired ROIs were 
automatically localised and segmented using the facial 
landmarks detected using the Chehra software. In the 
XM2VTS database, the software could detect landmarks in 
only 1,128 of the available images, marking all four images 
for 274 of the 295 available individuals. 

Preliminary analysis found that the size of the LBP 
neighbourhood parameter (P) has less influence on biometric 
performance, but the changes in the LBP radius (R) clearly 
affected performance. So, the experiment reported in this 
paper only used 8 neighbourhoods (P = 8) while the radius (R) 
was varied to determine the best values for each image scale. 
All LBP feature vectors were normalised using (1). 

Experiment 1: The Effect of Resolution on Recognition 

The first experiment had two objectives: (i) to investigate 
the usability of low-resolution skin images in biometric 
systems and (ii) to explore the impact of low-resolution 
images on overall skin-based biometric performance. Both the 
training and the test sets images here were of the same 
resolution. 

The LBP descriptor extracts skin features from ROI with 
parameters P = 8 and R = n, where n varied between 1 and 5. 
LBP features were extracted for all different resolutions, and 
feature vectors were normalised. The experimental protocol 
used three skin images from each person as a training set; the 
remaining images were used for testing, with the same R value 
for both training and test sets. 

Figs. 3–6 show the recognition rates for the various skin 
regions of interests at different resolutions, for different R 
values. Different R values were found optimum for different 
ROI as well as for datasets with differing resolutions. 

For the forehead skin region, 5 was the optimal value of R 
for the Dataset A and the Dataset B. The optimal value of R 
was 3 for the Dataset C indicating that for low-resolution skin 
images, it is perhaps preferable to extract LBP features using 
a small R value. Owing to the relative size of the cheek 
regions, LBP with R=2 delivered the best performance for 

 𝑓𝑖
′ =

𝑓𝑖

∑ 𝑓𝑖
𝑛
𝑖=1

 (1) 

 
 

Fig. 3. Recognition rates for forehead region at different resolutions 

 
 

Fig. 6. Recognition rates for chin region at different resolutions 

 
 

Fig. 4. Recognition rates for right cheek region at different 

resolutions 

 
 

Fig. 5. Recognition rates for left cheek region at different resolutions 



both. For the chin region, R=4 yielded the best performance 
for features extracted from Dataset A and Dataset B.  

These results confirm that LBP’s radius parameter R plays 
a vital role in extracting discriminating skin information for 
people recognition. Looking more closely, these results 
indicate that biometric skin information can be obtained using 
an appropriate feature extraction method even at mixed 
resolution scenarios. Planar skin surfaces such as the forehead 
and chin regions achieved significantly better recognition 
performance compared to the less-planar cheek regions. While 
recognition rates for the cheek regions were below 0.40, the 
forehead region achieved the highest recognition rate of above 
0.60. This difference of almost 0.20 in recognition rates 
suggests the usability of the forehead skin region even at low 
resolution for biometric purposes. 

Experiment 2: The Effect of Mismatched Resolution between 
the Enrolment and Verification 

The objective of Experiment 2 was to investigate 
recognition of individuals from skin images captured at 
different resolutions from the enrolment set. In real-world 
scenarios, resolutions of the face images captured from 
different distances or by different devices may often differ 
from template samples. In this experiment, the training and 
test sets are at different resolutions. To optimise the value of 
R, different values were analysed. 

 As the forehead region provided the best results for 
identification in Experiment 1, only this region is investigated 
in Experiment 2. Figs. 7 to 9 show the recognition accuracy 
rates achieved using different LBP parameter settings for 
different combinations of train-test resolutions for the 
forehead region. These results show that the system naturally 
performed better when high-resolution images (in this 
experiment, Dataset A or Dataset B) were used in both training 

and testing. The system also performed quite well when low-
resolution images (Dataset C) were used for testing. However, 
when low-resolution images were used in enrolment, the 
performances deteriorated significantly. In addition, images 
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Fig.7. Recognition rates with different training and test set R values 

for matching different resolutions of forehead skin images. The 

protocol was to train with Dataset A and test using (a) Dataset B and 

(b) Dataset C 
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(b) 

Fig.9 Recognition rates with different training and test set R values 

for matching different resolutions of forehead skin images. The 

protocol was to train with Dataset C and test using (a) Dataset A and 

(b) Dataset B 
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Fig.8 Recognition rates with different training and test set R values 

for matching different resolutions of forehead skin images. The 

protocol was to train with Dataset B and test using (a) Dataset A, and 

(b) Dataset C 
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that were close in resolution (e.g. Dataset A vs Dataset B or 
Dataset B vs Dataset C) yielded better recognition rates. 

It should also be noted that optimisation of LBP 
parameters was very important in securing high recognition 
rates. For example, high-resolution skin images favour larger 
values of R (e.g., R = 4 or R = 5) while low-resolution images 
favour smaller values of R (e.g., R = 2). These results also 
suggest that high-resolution images are preferable for 
enrolment for individual recognition. 

Form these observations, it can be seen that extracting skin 
features using a single value of R may not capture sufficient 
biometric information when the training and test images differ 
in resolution. As the resolution of the skin regions may be 
highly variable, it may be advisable to incorporate adaptive 
sets of LBP parameters during the feature extraction to 
represent the skin ROI. Table II summarises the sets of R 
values that generated high recognition rates for different 
mixed resolution scenarios for the forehead images. It can be 
seen that, for forehead region, 4 and 5 are the best R values for 
Dataset A; 3 and 4 are the best for Dataset B; and 2 and 3 are 
the best for Dataset C, irrespective of whether the images were 
used for training or testing. It may therefore be advisable to 
extract multiple features using a subset of optimised LBP 
parameters from the enrolled images (appropriate for its 
resolution). This will ensure that optimal matching is likely 
even if the test resolution is uncertain. Similarly, multiple test 
features can also be extracted to address if the enrolment 
dataset resolution is variable. The rightmost column of 
Table II shows the overall accuracy if such measure is 
incorporated. 

V. CONCLUSIONS 

This paper explores the effects of mixed image resolution 
on skin biometrics. The results suggest that skin images 
remain usable as a source of biometric information even when 
images of different resolution are used during training and 
testing. One notable finding was that the LBP, based on a fixed 
value of R, is not always the best option for analysing 
multiresolution skin images and scale changes. It is also found 
that LBP features using multiple parameters can deliver better 
recognition performance in such mixed-resolution scenarios. 
Future work will explore scenarios where the capture 
conditions are even less constrained such as those covered in 

the LFW database [23] by dynamically adapting feature 
capture parameters. 
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