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A SHARP $k$-PLANE STRICHARTZ INEQUALITY FOR THE
SCHRÖDINGER EQUATION

J. BENNETT, N. BEZ, T. C. FLOCK, S. GUTIÉRREZ AND M. ILOPOULOU

ABSTRACT. We prove that 
\[ \|X(|u|^2)\|_{L^3_t L^3_x} \leq C\|f\|_{L^2(R^2)}^2, \]
where $u(x,t)$ is the solution to the linear time-dependent Schrödinger equation on $\mathbb{R}^2$ with initial datum $f$, and $X$ is the (spatial) X-ray transform on $\mathbb{R}^2$. In particular, we identify the best constant $C$ and show that a datum $f$ is an extremiser if and only if it is a gaussian. We also establish bounds of this type in higher dimensions $d$, where the X-ray transform is replaced by the $k$-plane transform for any $1 \leq k \leq d - 1$. In the process we obtain sharp $L^2(\mu)$ bounds on Fourier extension operators associated with certain high-dimensional spheres, involving measures $\mu$ supported on natural “co-$k$-planarity” sets.

1. Introduction

The purpose of this paper is to expose a natural interplay between the solution to the time-dependent free Schrödinger equation on $\mathbb{R}^d$ and the (spatial) $k$-plane transform for $1 \leq k \leq d - 1$. In the interests of exposition we begin by describing our results in $\mathbb{R}^2$, where matters are particularly simple, and where the $k$-plane transform reduces to the classical X-ray transform.

Let $u(x,t)$ be the solution to the linear time-dependent two-dimensional Schrödinger equation
\[
\begin{cases}
  i \partial_t u + \Delta_x u &= 0 \\
  u(\cdot,0) &= f \in L^2(\mathbb{R}^2)
\end{cases}
\]
and let $X$ denote the X-ray transform
\[ Xf(\ell) := \int f, \]
where $\ell$ belongs to the manifold $\mathcal{L}$ of affine lines in $\mathbb{R}^2$, endowed with the natural invariant measure (see Section 2).

In two dimensions our main result is the following:

---
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Theorem 1.1.

\[ \|X(|u|^2)\|_{L^4_t L^3_x(\mathbb{R}^d)} \lesssim \left( \frac{\pi}{2} \right)^{1/3} \|f\|_{L^2}^2, \]

with equality if and only if \( f(x) = e^{a|x|^2+b|x|+c} \) for some \( \text{Re}(a) < 0, b \in \mathbb{C}^d \) and \( c \in \mathbb{C} \).

At first sight this inequality might seem rather unusual, and so some contextual remarks are in order. The first point to make is that (1) with a suboptimal constant \( C \) may be seen quickly by an application of the well-known ([18], [22], [9]) X-ray transform estimate \( \|Xf\|_{L^3} \lesssim \|f\|_{L^{3/2}} \), followed by the Strichartz estimate \( \|u\|_{L^6_t L^3_x(\mathbb{R}^d)} \lesssim \|f\|_2 \); the latter following by interpolating energy conservation with the \( L^2 \rightarrow L^4_{t,x} \) Strichartz inequality. Thus the main content of Theorem 1.1 is the identification of the best constant and the characterisation of extremisers. It is perhaps curious to note that the \( L^{5/2} \rightarrow L^3 \) inequality for \( X \) is known in sharp form, where the extremisers are quite different from gaussian (see [8]). On the other hand, the \( L^2 \rightarrow L^5_{t} L^3_{x} \) Strichartz inequality is not known in sharp form, yet is (tentatively) conjectured to have only gaussian extremisers (see [9] for the related observation that gaussians are critical points for such a Strichartz inequality). Our forthcoming higher-dimensional generalisations of (1) are rather deeper, and do not appear to permit such interpretations.

It should be pointed out that norm estimates involving \( X(|u(\cdot, t)|)^2) \), and more generally \( R(|u(\cdot, t)|)^2) \) where \( R \) denotes the Radon transform on \( \mathbb{R}^d \), have arisen before in work of Planchon and Vega ([20], [23]). In particular, when \( d = 2 \) they observe that

\[ \|X(|u(\cdot, t)|^2)\|_{L^2_t L^1_x L^{1/2}} \lesssim \|f\|_{L^{2,1/2}}^2, \]

where \( L^{2,\sigma} \) denotes the standard \( L^2 \) homogeneous Sobolev space of order \( \sigma \) (often denoted \( \dot{H}^\sigma \)) in the variables dictated by context. Here a line \( \ell \in \mathcal{L} \) is parametrised by its direction \( \omega \in \mathbb{S}^1 \) and its (signed) distance \( s \in \mathbb{R} \) from the origin in the standard way. The similar estimate

\[ \|X(|u(\cdot, t)|^2)\|_{L^2_t L^2_x L^{2,1/2}} \lesssim \|f\|_{L^2}^2, \]

is also true, as can be seen by sequentially applying the \( L^2 \rightarrow L^2_{t} L^{2,1/2} \) bound on \( X \) (see [22]) followed by the \( L^4_{t,x} \) Strichartz estimate mentioned above. However, as is pointed out in [23], being on \( L^2 \), both of these estimates only involve the X-ray transform on a superficial level, as the elementary formula

\[ \|Xf\|_{L^2_t L^2_x} = C\|f\|_{L^{2,\sigma}} \]

reveals (both (2) and (3) are known with sharp constant and identification of extremisers; see [2] for further discussion). As may be expected, non-\( L^2 \) inequalities, such as (1), are quite different in this respect. In particular, it is perhaps natural to expect a variety of (mixed-norm) estimates on \( X(|u(\cdot, t)|^2) \) which cannot be obtained by concatenating X-ray and classical Strichartz estimates, although we do not pursue this point here.

Our proof of (1), and its various multidimensional generalisations, will pass through a simple reduction to certain sharp \( L^2 \) inequalities for Fourier extension operators, which we now
describe. Inequality (1) is easily seen to have an equivalent trilinear formulation
\[
\int_{\mathbb{R}} \int_{\mathbb{L}} X(|u_1(\cdot, t)|^2)(\ell)X(|u_2(\cdot, t)|^2)(\ell)X(|u_3(\cdot, t)|^2)(\ell) d\ell dt
\leq \frac{\pi}{2} \|f_1\|^2_{L^2(\mathbb{R}^2)} \|f_2\|^2_{L^2(\mathbb{R}^2)} \|f_3\|^2_{L^2(\mathbb{R}^2)},
\]
and using an identity of Drury [10] (which, after a suitable parametrisation of \(\mathbb{L}\), amounts to an application of Fubini’s theorem), this becomes
\[
\int_{\mathbb{R}} \int_{(\mathbb{R}^2)^3} |u_1(x_1, t)|^2 |u_2(x_2, t)|^2 |u_3(x_3, t)|^2 \delta(\rho(x)) dxdt
\leq \frac{\pi}{2} \|f_1\|^2_{L^2(\mathbb{R}^2)} \|f_2\|^2_{L^2(\mathbb{R}^2)} \|f_3\|^2_{L^2(\mathbb{R}^2)},
\]
where
\[
\rho(x) = \det \begin{pmatrix} 1 & 1 & 1 \\ x_1 & x_2 & x_3 \end{pmatrix};
\]
here \(x = (x_1, x_2, x_3) \in \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2\), and we observe that \(\rho(x) = 0\) if and only if \(x_1, x_2,\) and \(x_3\) are co-linear points in \(\mathbb{R}^2\). While the methods and motivations are quite different, it seems worthwhile to note that a trilinear weighted inequality with the closely related weight \(\rho^{-1}\) appeared recently in [13].

The ostensibly multilinear inequality (1) is a special case of the following more general linear inequality for the solution \(U\) of the Schrödinger equation in spatial dimension 6 with initial datum \(F\).

**Theorem 1.2.**
\[
\int_{(\mathbb{R}^2)^3 \times \mathbb{R}} |U(x, t)|^2 \delta(\rho(x)) dxdt \leq \frac{\pi}{2} \|F\|^2_2,
\]
with equality when \(F\) is radial.

Passing from (5) to (1) merely requires us to take \(F = f \otimes f \otimes f\), and note that this yields \(U = u \otimes u \otimes u\). However, unlike in Theorem 1.1, we do not claim a characterisation of the identified extremisers here.

One may wish to interpret (5) as the \(t\)-integrability of
\[
H(t) := \int_{(\mathbb{R}^2)^3} |U(x, t)|^2 \delta(\rho(x)) dx,
\]
which, informally, is a measure of the likelihood of three quantum particles in the plane being close to collinear at time \(t\). As usual in the setting of Strichartz inequalities, the time integrability of a spatial expression such as \(H\) is a manifestation of the dispersive nature of the Schrödinger equation. This physical perspective, and indeed much of this paper, is inspired by the analysis of linear and bilinear virials in [20]; see also [23]. A further source of motivation for our work may be found in the multilinear restriction theory developed in [3] and [5], where the quantity \(\rho(x)\) and its variants play a decisive role.
As we shall see, Theorem 1.2 is equivalent to the following sharp theorem for the Fourier extension operator
\[
\widehat{gd\sigma}(x) = \int_{S^5} e^{-ix\cdot\omega}g(\omega)\,d\sigma(\omega),
\]
where \(d\sigma\) denotes surface measure on the unit sphere in \(\mathbb{R}^6\).

**Theorem 1.3.**

\[
\int_{\mathbb{R}^6} |\widehat{gd\sigma}(x)|^2 \delta(\rho (x))\,dx \leq \frac{1}{2}(2\pi)^6 \|g\|_2^2,
\]
with equality when \(g\) is a constant function.

We conclude this section with some further contextual remarks. Inequality (6) belongs to a much broader class of “weighted” inequalities for the extension operator taking the form
\[
\int_{\mathbb{R}^d} |\widehat{gd\sigma}(Rx)|^2 d\nu(x) \lesssim R^{-\beta} \sup_{r>0} \left\{ \frac{\nu(B_r)}{r^\alpha} \right\} \|g\|_2^2,
\]
where \(R\) is a large parameter and the supremum is taken over all Euclidean balls \(B_r\) of radius \(r\) in \(\mathbb{R}^d\). This family of inequalities has been studied extensively, with the object being to establish the best decay exponent \(\beta\) as a function of the dimension parameter \(\alpha\). Inequalities of this type are responsible for the best known results in the direction of the Falconer distance set problem, and have had applications in the setting of Schrödinger maximal estimates. Testing (7) on characteristic functions of small caps raises the possibility that (7) might hold for \(\alpha = \beta = d - 2\) for every \(d \geq 2\). This turns out to be elementary for \(d = 2, 3\), and false for \(d \geq 5\); see \([15]\) and \([17]\). (The case \(d = 4\) is less clear, but the analogous inequality where the sphere is replaced by a piece of paraboloid is false; see \([1]\).) Despite this failure for general measures \(\nu\), our inequality (6) establishes that (7) nonetheless holds (and has content) in the special case \(\nu = \delta \circ \rho\) when \(d = 6\) and \(\alpha = \beta = 4\); in particular, it is straightforward to see that
\[
\sup_{r>0} \left\{ \frac{\nu(B_r)}{r^4} \right\} < \infty.
\]

We remark that the homogeneity of \(\delta \circ \rho\) allows the parameter \(R\) in (7) to factor out in this case, reducing it to (6). On a superficial level, \([1]\) is reminiscent of elements of Guth’s polynomial partitioning approach to the restriction problem \([13]\); see also \([4]\), where \(L^p\) estimates for extension operators restricted to other varieties are considered.

## 2. Results in higher dimensions

In this section we present our extension of Theorem 1.1 to general dimensions \(d\). For \(d \geq 3\), it is natural to consider not just the X-ray transform, but more generally the \(k\)-plane transform for any \(1 \leq k \leq d - 1\). As we shall see, this will also involve multidimensional extensions of both Theorems 1.2 and 1.3.

The statements of our results in general dimensions require us to first establish some notation.
**Notation.** The Grassmann manifold of all $k$-dimensional subspaces of $\mathbb{R}^d$ will be denoted by $G_{d,k}$. The uniform measure on $G_{d,k}$ is the measure which is invariant under the action of the orthogonal group; this measure is unique up to a constant. Motivated by the realisation of $G_{d,k}$ as a homogeneous space, we normalise $d\mu_G$ by

\[ \int_{G_{d,k}} d\mu_G = \frac{|S^{d-1}| \cdots |S^{d-k}|}{|S^{k-1}| \cdots |S^0|} \]

where, for every $n$, $|S^n|$ denotes the surface area of the $n$-sphere. Further, define

\[ \gamma_n(z) = \prod_{j=0}^{n-1} \frac{1}{2\pi(z-j/2)} \Gamma \left( \frac{z-j}{2} \right). \]

Then

\[ \int_{G_{d,k}} d\mu_G = \frac{\gamma_k(k)}{\gamma_k(d)} \]

The manifold of all affine $k$-dimensional subspaces of $\mathbb{R}^d$ will be denoted by $M_{d,k}$; this should not be confused with $\text{Mat}(d,k)$ which we shall use to denote the space of $d$ by $k$ matrices. We write $\mu_M$ for the uniform measure on $M_{d,k}$; since all elements of $M_{d,k}$ can be described by an element of $G_{d,k}$ and a perpendicular translation, we may express $\mu_M$ as the product of $\mu_G$ and Lebesgue measure on the perpendicular $(n-k)$-plane. The $k$-plane transform $T_{d,k}$ is given by

\[ T_{d,k}f(\Pi) = \int_{\Pi} f \]

for $\Pi \in M_{d,k}$. Evidently, $T_{d,1}$ is the X-ray transform denoted earlier by $X$, while $T_{d,d-1}$ is the Radon transform denoted earlier by $R$.

The Stiefel manifold of orthonormal $k$-frames in $\mathbb{R}^d$ is given by

\[ V_{d,k} = \{ A \in \text{Mat}(d,k) : A^T A = I \}. \]

We write $\mu_V$ for the uniform measure on $V_{d,k}$ which we normalise by

\[ \int_{V_{d,k}} d\mu_V = \frac{1}{\gamma_k(d)}. \]

We shall take the following version of the Fourier transform

\[ \hat{f}(\xi) = \int_{\mathbb{R}^n} f(x)e^{-ix\cdot\xi} \, dx \]

for appropriate functions on $\mathbb{R}^n$ (where $n = d$ or $n = d(d+1)$). These conventions allow us to explicitly display various optimal constants which appear below. In order to display these constants succinctly, it is helpful to introduce the notation

\[ C_{d,k} = (2\pi)^{d(k+1)}(d+1)^{\frac{d(d-k)+k-3}{2}} |S^{d(d-k)-1}| \]

and

\[ D_{d,k} = \frac{1}{\gamma_k(k)\gamma_{d-k}(d-k)}. \]
Finally, for \( \xi = (\xi_1, \ldots, \xi_{d+1}) \in \mathbb{R}^{d+1} \) with each \( \xi_i \in \mathbb{R}^d \), we shall use \( V_\xi \) to denote the covariance matrix of the vector-valued random variable taking the values \( \{\xi_i\}_{i=1}^{d+1} \) with equal probability. Thus the \( j \)th diagonal element of \( V_\xi \) is the variance of the \( j \)th coordinate of this random variable, and \( (V_\xi)_{j,\ell} \) is the covariance between the \( j \)th and \( \ell \)th coordinates. We may write this covariance matrix as

\[
V_\xi = \frac{1}{2(d+1)^2} \sum_{i,j=1}^{d+1} (\xi_i - \xi_j)(\xi_i - \xi_j)^T.
\]

**Statements of results in general dimensions.** It is natural to try to generalise (1) by taking the \( L^{d+1}_{t,\Pi}(\mathbb{R} \times M_{d,k}) \) norm of \( T_{d,k}(|u(\cdot, t)|^2) \), where \( u: \mathbb{R}^d \times \mathbb{R} \to \mathbb{C} \) is a solution to the \( d \)-dimensional Schrödinger equation. More generally one might consider the \( L^1_{t,\Pi}(\mathbb{R} \times M_{d,k}) \) norm of \( T_{d,k}(|u_1(\cdot, t)|^2) \cdots T_{d,k}(|u_{d+1}(\cdot, t)|^2) \), for solutions \( u_1, \ldots, u_{d+1} \). While this distinction is entirely superficial when \( d = 2 \), in higher dimensions it acquires some content as certain geometric weight factors emerge in the resulting sharp bounds which encode nontrivial \( d \times (d+1) \)-dimensional structure. For example, for the Radon transform in \( \mathbb{R}^4 \) we shall establish the sharp inequality

\[
\int_{\mathbb{R}} \int_{M_{4,3}} \prod_{i=1}^{5} R(|u_i(\cdot, t)|^2)(\Pi) d\mu(\Pi) dt \leq \frac{\pi}{2^4(2\pi)^{20}} \int_{(\mathbb{R}^4)^5} \prod_{i=1}^{5} |\hat{f}_i(\xi_i)|^2 \left( \sum_{i,j=1}^{5} |\xi_i - \xi_j|^2 \right) d\xi,
\]

with equality if and only if \( f_1, \ldots, f_5 \) are scalar multiples of the same gaussian function.

The weight \( \sum_{i,j=1}^{d+1} |\xi_i - \xi_j|^2 \) appearing above has a very simple probabilistic interpretation; up to a dimensional constant, it is simply the trace of the covariance matrix \( V_\xi \). More precisely, one can check that

\[
\text{tr} \ V_\xi = \frac{1}{2(d+1)^2} \sum_{i,j=1}^{d+1} |\xi_i - \xi_j|^2.
\]

Powers of \( (\text{tr} \ V_\xi) \) have appeared previously as weights in related sharp inequalities for solutions to the Schrödinger equation; see Carneiro [7].

Typically, the controlling weight functions may be rather more complicated than this simple variance expression, however a clear statistical flavour is retained. For example, in either the case of the 3-dimensional X-ray transform or the 6-dimensional Radon transform, the resulting weight turns out to be a constant multiple of

\[
(\text{tr} \ V_\xi)^2 + 2 \text{tr} \ V_\xi^2 = \frac{1}{4(d+1)^2} \sum_{i,j,k,l=1}^{d+1} |\xi_i - \xi_j|^2 |\xi_k - \xi_l|^2 + 2|\xi_i - \xi_j, \xi_k - \xi_l|^2.
\]

For a general pair \( d, k \) such closed form expressions hide an interesting geometric structure and the controlling weight is defined as follows. Denoting by \( P_{\Pi} \in \text{Mat}(d, d) \) the orthogonal
projection onto \( \Pi \in \mathcal{M}_{d,d-k} \), we define
\[
I_{d,k}(\xi) := \int_{\mathcal{G}_{d,d-k}} (\text{tr}(P_{\Pi}V_\xi))^{\frac{d(d-k)-2}{2}} d\mu_\xi.
\]
An important feature of \( I_{d,k} \) is that it is homogeneous of degree \( d(d-k) - 2 \). It may also be of interest to note that \( \text{tr}(P_{\Pi}V_\xi) \) is equal to the trace of the covariance matrix of the vector-valued random variable taking the values \( \{P_{\Pi}\xi_i\}_{i=1}^{d+1} \) with equal probability. Therefore,
\[
I_{d,k}(\xi) = (2(d + 1))^2 \frac{2 - d(d-k)}{2} \int_{\mathcal{G}_{d,d-k}} \left( \sum_{i,j=1}^{d+1} |P_{\Pi}(\xi_i - \xi_j)|^2 \right)^{\frac{d(d-k)-2}{2}} d\mu_\xi.
\]
Although these weights differ from powers of the simplest variance expression \( (9) \), we shall see that they are in fact comparable; see Proposition 2.4. While these more sophisticated weights may have some independent interest, the main purpose for identifying them is to obtain sharp estimates and characterise the cases of equality, as follows.

**Theorem 2.1.** Suppose \( d \geq 2 \) and \( 1 \leq k \leq d - 1 \). Then
\[
\int_\mathbb{R} \int_{\mathcal{M}_{d,k}} \prod_{i=1}^{d+1} T_{d,k}(|u_i(\cdot,t)|^2)(\Pi) d\mu_{\mathcal{M}}(\Pi) dt \leq \frac{\pi C_{d,k}}{(2\pi)^{2d(d+1)}} \int_{(\mathbb{R}^d)^{d+1}} \prod_{i=1}^{d+1} |\tilde{f}_i(\xi_i)|^2 I_{d,k}(\xi) d\xi,
\]
where the constant is optimal and is attained if and only if \( f_i(x) = e^{a|x|^2 + bx + c_i} \) for some \( \text{Re}(a) < 0, b \in \mathbb{C}^d \) and \( c_i \in \mathbb{C} \).

Of course Theorem 2.1 reduces to Theorem 1.1 on setting \( (d,k) = (2,1) \). Some further context for this theorem is available on formally taking \( k = 0 \), interpreting \( T_{d,0} \) as the identity operator, and observing that \( I_{d,0}(\xi) = (\text{tr } V_\xi)^{(d^2-2)/2} \). In the case \( d = 1 \), inequality (12) thus becomes the well-known (and elementary) bilinear Strichartz estimate
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} |u_1(x,t)|^2 |u_2(x,t)|^2 dxdt \leq C \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|\tilde{f}_1(\xi_1)|^2 |\tilde{f}_2(\xi_2)|^2}{|\xi_1 - \xi_2|} d\xi_1 d\xi_2,
\]
which is in fact an identity for initial data with disjoint Fourier supports. On formally taking \( k = 0 \) in higher dimensions, Theorem 2.1 reduces to a sharp inequality of Carneiro [7].

Theorem 2.1 will follow from a similar statement for a general solution \( U \) to the Schrödinger equation in \( \mathbb{R}^{d(d+1)} \), as with Theorem 1.1. In order to formulate this linear statement we shall need to identify the appropriate singular distributions which generalise \( \delta \circ \rho \). To this end, consider the analytic family of distributions:
\[
A_s = \frac{1}{\gamma_d(s)} |\rho|^{-d+s},
\]
where
\[
\rho(x) = \det \left( \begin{array}{cccc} 1 & 1 & \cdots & 1 \\ x_1 & x_2 & \cdots & x_{d+1} \end{array} \right).
\]
The function \( \gamma_d(s) \) defined in (8) is chosen to cancel the poles of the function \( |\rho|^{-d+s} \).
The connection between the two-dimensional X-ray transform and $\delta \circ \rho$ described in the previous section extends to higher dimensions through the identity

$$\langle A_k, f_1 \otimes \cdots \otimes f_{d+1} \rangle = D_{d,k} \int_{M_{d,k}} \prod_{i=1}^{d+1} T_{d,k} f_i(\Pi) \, d\mu_M(\Pi).$$

Drury proves this formula in [10] without identifying the constant. We shall give a short proof of (14) using a formula of Rubin [21] in Section 3.

The resulting extension of Theorem 1.2 is the following.

\textbf{Theorem 2.2.} Suppose $d \geq 2$ and $1 \leq k \leq d - 1$. Then

$$\int_{\mathbb{R}} \langle A_k, |U(\cdot, t)|^2 \rangle \, dt \leq \frac{\pi C_{d,k} D_{d,k}}{(2\pi)^{2d(d+1)}} \int_{\mathbb{R}^{d(d+1)}} |\hat{F}(\xi)|^2 I_{d,k}(\xi) \, d\xi,$$

where the constant is optimal and is attained if $F$ is radial.

Again mimicking the line of reasoning in two dimensions, we have that Theorem 2.2 is equivalent to the following statement in terms of the extension operators.

\textbf{Theorem 2.3.} Suppose $d \geq 2$ and $1 \leq k \leq d - 1$. Then

$$\langle A_k, |\hat{g}d\sigma|^2 \rangle \leq C_{d,k} D_{d,k} \int_{\mathbb{S}^{d(d+1)-1}} |g(\omega)|^2 I_{d,k}(\omega) \, d\sigma(\omega),$$

where the constant is optimal and is attained if $g$ is a constant function.

\textbf{Remark.} Theorem 2.3 also leads to sharp estimates as in Theorem 2.2 for the extension operator associated with more general surfaces produced by revolution of a curve. In particular, the analog of Theorem 2.2 holds for the extension operator associated to the surface $S$ whenever there exists a monotone function $\Sigma$ such that $S = \{(y, \Sigma(|y|)) : y \in \mathbb{R}^{d(d+1)}\}$ in $\mathbb{R}^{d(d+1)}$. For example, if $S$ is the light cone in $\mathbb{R}^{d(d+1)+1}$ corresponding to $\Sigma(r) = r$, the above inequality gives

$$\int_{\mathbb{R}} \langle A_k, |U(\cdot, t)|^2 \rangle \, dt \leq \frac{C_{d,k} D_{d,k}}{(2\pi)^{2d(d+1)-1}} \int_{\mathbb{R}^{d(d+1)-1}} |\hat{F}(\xi)|^2 I_{d,k}(\xi) \, d\xi,$$

where $U$ is the solution to the (one-sided) wave equation with initial data $F : \mathbb{R}^{d(d+1)} \to \mathbb{C}$. However, the tensor product of solutions to a low-dimensional wave equation is not a solution to a high-dimensional wave equation. For this reason, lower dimensional estimates for the wave equation cannot be derived from the above inequality.

We end this section with some further structural remarks on the weight $I_{d,k}$ defined by (11).

First we establish comparability between our weights and the simpler family $\text{tr} V_\xi$ raised to the appropriate power.

\textbf{Proposition 2.4.} Suppose $d \geq 2$ and $1 \leq k \leq d - 1$. Then there exists constants $0 < c_{d,k} \leq C_{d,k} < \infty$ such that

$$c_{d,k}(\text{tr} V_\xi)^{\frac{d(d-k)-2}{2}} \leq I_{d,k}(\xi) \leq C_{d,k}(\text{tr} V_\xi)^{\frac{d(d-k)-2}{2}}.$$
for all $\xi \in \mathbb{R}^{d+1}$, where $\text{tr} \, V_\xi$ is given by (9).

Secondly, we note that when $d(d - k)$ is even the average over $\mathcal{G}_{d,d-k}$ can be evaluated to produce closed-form expressions for $I_{d,k}$ such as (10). However, in higher dimensions the resulting constants are quite complicated.

**Proposition 2.5.** Suppose $d \geq 2$ and $1 \leq k \leq d - 1$. If either $d$ is even or $k$ is odd, then $I_{d,k}(\xi)$ is a linear combination of terms of the form

$$(\text{tr} \, V_\xi^{\alpha_1})^{\beta_1}(\text{tr} \, V_\xi^{\alpha_2})^{\beta_2} \cdots (\text{tr} \, V_\xi^{\alpha_\kappa})^{\beta_\kappa}$$

where $\alpha_1 \beta_1 + \alpha_2 \beta_2 + \cdots + \alpha_\kappa \beta_\kappa = \frac{d(d-k)-2}{2}$ and each of the $\alpha_i$ and $\beta_i$ are nonnegative integers.

3. **Preliminaries regarding the family of distributions $A_s$**

We will understand the analytic family of distributions $A_s$ defined in Section 2 in terms of the more standard family of distributions

$$\zeta_s = \frac{1}{\gamma_d(s)} |\det(X)|^{-d+s}$$

where as before $\gamma_d(s)$ is the normalised product of gamma functions [2]. Here $X \in \text{Mat}(d,d)$ which we implicitly identify throughout with $\mathbb{R}^{d^2}$. In particular we take the inner product of $X, Y \in \text{Mat}(d,d)$ to be the Frobenius inner product.

For all $s \in \mathbb{C}$, it is known that $\zeta_s$ is a well-defined tempered distribution, understood in the sense of analytic continuation, and

$$\hat{\zeta}_s = \frac{(2\pi)^{ds}}{\gamma_d(d-s)} |\det(X)|^{-s} = (2\pi)^{ds} \zeta_{d-s}$$

(see Rubin [21] and the references therein).

Rubin ([21], Corollary 4.5) additionally proves the identity

$$\langle \zeta_k, f \rangle = \frac{1}{\gamma_{d-k}(d-k)} \int_{\mathcal{V}_{d,k}} \int_{\text{Mat}(k,d)} f(VY) \, dY \, d\mu_Y,$$

for the singular cases $1 \leq k \leq d$.

To relate this to $A_s$, we let $L$ be the linear map

$$L(x_1, \ldots, x_{d+1}) = (x_1 - x_{d+1}, \ldots, x_d - x_{d+1}, x_{d+1}).$$

Recalling the definition of $\rho$ in (13), it follows that

$$\rho(x_1, \ldots, x_{d+1}) = \det \circ L(x_1, \ldots, x_{d+1}),$$

and hence

$$A_s = (\zeta_s \otimes 1) \circ L.$$
Lemma 3.1. For all \( s \in \mathbb{C} \), \( A_s \) is a well-defined tempered distribution and

\[
\hat{A}_s = \frac{(2\pi)^d s}{\gamma_d(d-s)} |\det(\xi_1, \ldots, \xi_d)|^{-s} \delta \left( \sum_{i=1}^{d+1} \xi_i \right) = (2\pi)^d \delta(s-d-\sum_{i=1}^{d+1} \xi_i). \tag{20}
\]

In particular, \( \hat{A}_k \) is positive whenever \( 1 \leq k \leq d-1 \) is an integer.

Proof. Since \( \det L = 1 \), it follows from (19) that

\[
\hat{A}_s = (\zeta_s \otimes 1) \circ L^{-T} = (\zeta_s \otimes \delta) \circ L^{-T}
\]

where

\[
L^{-T}(x_1, \ldots, x_{d+1}) = (x_1, \ldots, x_d, \sum_{i=1}^{d+1} x_i).
\]

Therefore, by (17),

\[
\hat{A}_s = \frac{(2\pi)^d s}{\gamma_d(d-s)} |\det(\xi_1, \ldots, \xi_d)|^{-s} \delta \left( \sum_{i=1}^{d+1} \xi_i \right) = (2\pi)^d \delta(s-d-\sum_{i=1}^{d+1} \xi_i).
\]

Positivity of \( \hat{A}_k \) for integers \( 1 \leq k \leq d-1 \) can now be seen via Rubin’s formula (18). \( \square \)

We end this section by using the characterisation of \( A_s \) in (19) and Rubin’s formula (18) to give a short proof of Drury’s formula (14).

**Proof of (14).** By (19) and (18),

\[
\langle A_k, f_1 \otimes \cdots \otimes f_{d+1} \rangle = \langle \zeta_k \otimes 1, (f_1 \otimes \cdots \otimes f_{d+1}) \circ L^{-1} \rangle = \frac{1}{\gamma_{d-k}(d-k)} \int_{V_{d,k}} \int_{\text{Mat}(k,d)} \prod_{i=1}^{d} f_i \left( \sum_{j=1}^{k} v_j y_{ji} + x_{d+1} \right) f_{d+1}(x_{d+1}) \, dx_{d+1} \, dY \, d\mu_V.
\]

Here \( v_j \in \mathbb{R}^d \) denotes the \( j \)-th column of \( V \) and \( y_{ji} \) is the \( (j,i) \)-th entry of \( Y \in \text{Mat}(k,d) \). Writing \( x_{d+1} \) in terms of orthonormal vectors \( \{v_j\}_{j=1}^{k} \), there exist \( \{y_{j,d+1}\}_{j=1}^{k} \), and \( x' \) satisfying \( \langle x', v_j \rangle = 0 \) for each \( 1 \leq j \leq k \) such that

\[
x_{d+1} = \sum_{j=1}^{k} v_j y_{j,d+1} + x'.
\]

Let \( \Pi \) denote the \( k \)-plane spanned by the \( \{v_j\}_{j=1}^{k} \), thus \( x \in \Pi^\perp \). Making the further change variables \( y_{ji} + y_{j,d+1} \mapsto y_{ji} \), yields

\[
\langle A_k, f_1 \otimes \cdots \otimes f_{d+1} \rangle = \frac{1}{\gamma_{d-k}(d-k)} \int_{V_{d,k}} \int_{\text{Mat}(k,d+1)} \prod_{i=1}^{d+1} f_i \left( \sum_{j=1}^{k} v_j y_{ji} + x' \right) d\Pi^\perp(x') \, dY \, d\mu_V.
\]
Observe that the families \( \{v_j\}_{j=1}^k \) range over all orthonormal bases of all \( k \)-planes through origin and that \( x' \), which depends on \( \{v_j\}_{j=1}^k \), is a translation perpendicular to this \( k \)-plane. From this we may deduce \( (14) \), noting that the factor of \( (\gamma_k(k))^{-1} \) results from the change of variables from \( \mu_V \) to \( \mu_G \).

\[\square\]

### 4. Proof of Theorems 2.2 and 2.3

#### 4.1. Proof of Theorem 2.3

By expanding the square, we have

\[
\langle A_k, |g d\sigma|^2 \rangle = \int_{S(d+1)-1} \int_{S(d+1)-1} g(\omega) \bar{g}(\omega') \hat{A}_k(\omega - \omega') \, d\sigma(\omega) \, d\sigma(\omega')
\]

and using the fact that \( \hat{A}_k(\xi) = \hat{A}_k(\xi) \) (which can be seen quickly from Lemma 3.1) we can write

\[
\langle A_k, |g d\sigma|^2 \rangle = \int_{S(d+1)-1} |g(\omega)|^2 \int_{S(d+1)-1} \hat{A}_k(\omega - \omega') \, d\sigma(\omega') \, d\sigma(\omega) - \frac{1}{2} \int_{S(d+1)-1} \int_{S(d+1)-1} |g(\omega) - g(\omega')|^2 \hat{A}_k(\omega - \omega') \, d\sigma(\omega) \, d\sigma(\omega').
\]

Since \( \hat{A}_k \) is nonnegative (Lemma 3.1), we immediately obtain the sharp inequality

\[
\langle A_k, |g d\sigma|^2 \rangle \leq \int_{S(d+1)-1} |g(\omega)|^2 \hat{A}_k \ast d\sigma(\omega) \, d\sigma(\omega)
\]

with equality when \( g = 1 \).

In order to complete the proof of Theorem 2.3, it remains to prove the following.

**Proposition 4.1.** Suppose \( d \geq 2 \) and \( 1 \leq k \leq d - 1 \). Then

\[
\hat{A}_k \ast d\sigma(\omega) = C_{d,k} D_{d,k} \int_{S(d+1)-1} (\text{tr}(P\Pi V_\omega))^\frac{d(d-k)}{4} \, d\mu_G
\]

for all \( \omega \in S(d+1)-1 \).

**Proof.** Firstly, we observe that \( \hat{A}_k \ast d\sigma \) is a well-defined distribution as \( d\sigma \) is compactly supported and \( \hat{A}_k \) is well-defined by Lemma 3.1. In order to obtain the claimed identity in Proposition 4.1, we use Lemma 3.1 to write

\[
\hat{A}_k \ast d\sigma(\omega) = \frac{2(2\pi)^{d(k+1)}}{\gamma d(d-k)} \int_{R(d+1)} \delta(1 - |\omega - \eta|^2) |\det(\eta_1, \ldots, \eta_d)|^{-k} \delta \left( \sum_{i=1}^{d+1} \eta_i \right) d\eta,
\]

and hence

\[
\hat{A}_k \ast d\sigma(\omega) = \frac{(2\pi)^{d(k+1)}}{\gamma d(d-k)} \int_{(R^d)^d} \delta \left( \sum_{i=1}^d |\eta_i|^2 + \sum_{i<j} \langle \eta_i, \eta_j \rangle - \sum_{i=1}^d (\omega_i - \omega_{d+1}, \eta_i) \right) |\det N|^{-k} \, d\eta_1 \cdots d\eta_d,
\]

where \( N \in \text{Mat}(d,d) \) has \( i \)-th column equal to \( \eta_i \).
Next we apply \((18)\) which yields

\[
M := I + (\sqrt{d + 1} - 1)11^T
\]

with \(1\) denoting the unit vector in the direction \((1, 1, \ldots, 1)\), then

\[
\frac{1}{2} \sum_{i=1}^{d} |\xi_i|^2 = \sum_{i=1}^{d} |\eta_i|^2 + \sum_{i<j} \langle \eta_i, \eta_j \rangle
\]

holds, where \(X = NM\) and \(X \in \text{Mat}(d, d)\) denotes the matrix whose \(i\)-th column is \(\xi_i\). To see this, observe that \(M^2 = I + d11^T\), the matrix with each diagonal element equal to 2 and every other element equal to 1. We have \(\xi_i = \sum_{j=1}^{d} M_{ij} \eta_j\) and thus, by construction,

\[
\sum_{i=1}^{d} |\xi_i|^2 = \sum_{j=1}^{d} \left( \sum_{i=1}^{d} M_{ij}^2 \right) |\eta_j|^2 + 2 \sum_{j<k} \left( \sum_{i=1}^{d} M_{ij} M_{ik} \right) \langle \eta_j, \eta_k \rangle = \sum_{j=1}^{d} 2 |\eta_j|^2 + 2 \sum_{j<k} \langle \eta_j, \eta_k \rangle.
\]

Computing the eigenvalues of \(M\) shows that \(\det M = \sqrt{d+1}\), and therefore the change of variables \(X = NM\) yields

\[
\hat{A}_k * d\sigma(\omega) = \frac{(d + 1) \frac{k-1}{2} (2\pi)^{d(k+1)}}{\gamma_d(d - k)} \int_{(\mathbb{R}^d)^d} \delta \left( \frac{1}{2} |X|^2 - \langle \Omega'M^{-1}, X \rangle \right) |\det(\Theta)|^{-k} dX.
\]

Here, \(\Omega' \in \text{Mat}(d, d)\) has \(i\)-th column equal to \(\omega_i - \omega_{d+1}\), and the inner product of two matrices is the Frobenius inner product, as we freely identify \(\text{Mat}(d, d)\) with \((\mathbb{R}^d)^d\) here and in what follows.

In what follows we set \(\Omega_M = \Omega'M^{-1}\). Switching to polar coordinates in \(\mathbb{R}^d\),

\[
\hat{A}_k * d\sigma(\omega) = \frac{2(d + 1) \frac{k-1}{2} (2\pi)^{d(k+1)}}{\gamma_d(d - k)} \int_{S^{d-2}_1} \int_0^\infty \delta \left( r - \langle \Theta, \Omega_M \rangle \right) |\det(\Theta)|^{d-1} \, dr \, d\sigma(\Theta)
\]

\[
= \frac{(d + 1) \frac{k-1}{2} 2^{d(d-k)-2} (2\pi)^{d(k+1)}}{\gamma_d(d - k)} \int_{S^{d-2}_1} |\langle \Theta, \Omega_M \rangle|^{d(d-k)-2} |\det(\Theta)|^{-k} \, d\sigma(\Theta).
\]

Next we apply \([15]\) which yields

\[
\hat{A}_k * d\sigma(\omega) = C_{d,k} \int_{V_{d,d-k}} \int_{\text{Mat}(d-k,d)} |\langle VY, \Omega_M \rangle|^{d(d-k)-2} \delta(|Y|^2 - 1) \, dY \, d\mu_Y,
\]

where

\[
C_{d,k} = (d + 1) \frac{k-1}{2} 2^{d(d-k)-1} (2\pi)^{d(k+1)} \left( \frac{1}{\gamma_k(k)} \right)^2.
\]

Here we used that \(|\langle VY \rangle|^2 = |Y|^2\) for all \(V \in V_{d,d-k}\). By a further polar coordinates change of variables and using the explicit integral

\[
\int_{S^{n-1}} |\langle \Theta, V \rangle|^p \, d\sigma(\Theta) = 2\pi^{\frac{n-1}{2}} \frac{\Gamma\left(\frac{p+1}{2}\right)}{\Gamma\left(\frac{p+n}{2}\right)} |V|^p
\]

we find
valid for $n \geq 2$ and $p > -n$, we obtain
\[
\hat{A}_k * d\sigma(\omega) = (d + 1)^{k-\frac{1}{2}} (2\pi)^{d(k+1)} |S^{d(d-k)-1}| \gamma_k(k) \int_{\mathcal{V}_{d,d-k}} |V^T \Omega_M|^{d(d-k)-2} d\mu_V.
\]
Now,
\[
|V^T \Omega_M|^2 = \text{tr}(V^T \Omega_M \Omega_M^T V) = \text{tr}(VV^T \Omega_M^T \Omega_M)
\]
and we observe that the matrix $VV^T$ is the orthogonal projection onto the $(d - k)$-plane, $\Pi$, spanned by the columns of $V$. In particular, $VV^T$ depends only on this $(d - k)$-plane. By defining $P_{\Pi} = VV^T$ we have
\[
\int_{\mathcal{V}_{d,d-k}} |V^T \Omega_M|^{d(d-k)-2} d\mu_V = \int_{\mathcal{V}_{d,d-k}} (\text{tr}(P_{\Pi} \Omega_M^T \Omega_M))^{\frac{d(d-k)-2}{2}} d\mu_V.
\]
As the integrand depends only $\Pi$, we have
\[
\int_{\mathcal{V}_{d,d-k}} |V^T \Omega_M|^{d(d-k)-2} d\mu_V = \frac{1}{\gamma_{d-k}(d - k)} \int_{\mathcal{V}_{d,d-k}} (\text{tr}(P_{\Pi} \Omega_M^T \Omega_M))^{\frac{d(d-k)-2}{2}} d\mu_{\gamma}.
\]
Finally, using the forthcoming Lemma 6.1 which says that $\Omega_M \Omega_M^T = (d + 1)V_{\omega}$, we obtain (21).

4.2. **Proof of Theorem 2.2**. We use an argument of Vega (see, for example, [24]) to show that Theorem 2.3 implies Theorem 2.2. Despite this argument being well-known, since the statements of these theorems contain explicit constants, we provide some details. First, by simple changes of variables, we may write
\[
U(x, t) = \frac{1}{2(2\pi)^{d(d+1)}} \int_0^\infty e^{-it\sqrt{r}} g_r d\sigma(\sqrt{r}x) r^{\frac{d(d+1)}{2}} dr
\]
where $g_r(\omega) := \hat{F}(\sqrt{r}\omega)$. We now apply Plancherel’s theorem in the $t$ variable, along with the fact that $A_k$ is homogeneous of degree $d(k - d)$, to obtain
\[
\int_{\mathbb{R}} \langle A_k, |U(\cdot, t)|^2 \rangle dt = \frac{\pi}{2(2\pi)^{2d(d+1)}} \int_0^\infty \langle A_k, (g_r^2 d\sigma)^2 \rangle r^{d(d-k)-2} r^{d(d+1)-1} dr.
\]
Applying Theorem 2.3 along with the fact that $I_{d,k}$ is homogeneous of degree $d(d-k) - 2$ and reversing the polar coordinates change of variables, we deduce the claimed inequality in Theorem 2.2. Also, it is clear that if $F$ is radial then each $g_r$ is a constant function. Therefore, the fact that constant functions give equality in Theorem 2.3 implies that radial functions give equality in Theorem 2.2.

We end this section by proving Propositions 2.4 and 2.5 concerning the structure of the weight $I_{d,k}$.

**Proof of Proposition 2.4**. First, we observe that when $d = 2$ we only consider $k = 1$ in which case $I_{2,1}$ is identically equal to one, and therefore there is nothing to prove. For $d \geq 3$, we
note that $V_\xi$ is positive semidefinite and therefore $V_\xi^{1/2}$ is well-defined for every $\xi \in \mathbb{R}^d$. 

Using this and (23) (along with homogeneity) yields,

$$I_{d,k}(\xi) = c_{d,k} \int_{V_{d,d-k}} |V^T V_\xi^{1/2}|^{d(d-k)-2} d\mu_V$$

for some constant $c_{d,k}$. The map

$$M \mapsto \left( \int_{V_{d,d-k}} |V^T M|^{d(d-k)-2} d\mu_V \right) \mathbf{1}_{d(d-k)-2}$$

is a norm on $\mathbb{R}^{d^2}$ since $d(d-k)-2 \geq 1$, and since all norms on finite dimensional vector spaces are equivalent, we immediately obtain the desired conclusion in Proposition 2.4 by comparison with the Hilbert–Schmidt norm. □

**Proof of Proposition 2.5** Let $\{\lambda_1, \ldots, \lambda_d\}$ denote the eigenvalues of $V_\xi^{1/2}$. Then

$$I_{d,k}(\xi) = c_{d,k} \int_{V_{d,d-k}} \left( \sum_{i=1}^{d-k} \sum_{j=1}^{d} \lambda_j^2 v_{i,j}^2 \right)^{d(d-k)-2} d\mu_V$$

for some constant $c_{d,k}$. Since either $d$ is even or $k$ is odd it follows that $d(d-k)$ is even and therefore

$$\left( \sum_{i=1}^{d-k} \sum_{j=1}^{d} \lambda_j^2 v_{i,j}^2 \right)^{d(d-k)-2} = \sum_{2(\alpha_1,1 + \cdots + \alpha_{d-k},d) = \ell} c_{\ell,\alpha} \prod_{i=1}^{d-k} \prod_{j=1}^{d} (\lambda_j v_{i,j})^{2 \alpha_{i,j}}$$

where $\ell = d(d-k)-2$. Therefore,

$$I_{d,k}(\xi) = c_{d,k} \sum_{2(\alpha_1,1 + \cdots + \alpha_{d-k},d) = \ell} \left( c_{\ell,\alpha} \int_{V_{d,d-k}} \prod_{i=1}^{d-k} \prod_{j=1}^{d} (v_{i,j})^{2 \alpha_{i,j}} d\mu_V \right) \prod_{j=1}^{d} \lambda_j^{2 \sum_{i=1}^{d-k} \alpha_{i,j}}.$$

The advantages of this expression is that it is a symmetric polynomial in the $\lambda_j^2$ (that is, it is invariant under reordering of the eigenvalues). Since symmetric polynomials are generated by the power-sum polynomials, then

$$\sum_{j=1}^{d} \lambda_j^{2 \beta} = \text{tr}(V_\xi^\beta)$$

and we deduce that $I_{d,k}(\xi)$ is a linear combination of terms of the form

$$(\text{tr} V_\xi^{\alpha_1})^{\beta_1} (\text{tr} V_\xi^{\alpha_2})^{\beta_2} \cdots (\text{tr} V_\xi^{\alpha_\kappa})^{\beta_\kappa}$$

where $\alpha_1 \beta_1 + \alpha_2 \beta_2 + \cdots + \alpha_\kappa \beta_\kappa = \ell/2$ and each of the $\alpha_i$ and $\beta_i$ are nonnegative integers. □
5. Proof of Theorem 2.1

The sharp inequality in Theorem 2.1 is a consequence of Theorem 2.2; however, in order to obtain the claimed characterisation of cases of equality, it is necessary to enter into the argument which gives this implication.

Proof of Theorem 2.1. Arguing as in the proof of Theorem 2.3, we have

\[
\frac{(2\pi)^{2d(d+1)}}{\pi} \int_{\mathbb{R}} \int_{\mathcal{M}_{d,k}} T_{d,k}(|U(\cdot, t)|^2)(\Pi) \, d\mu_{\mathcal{M}}(\Pi) \, dt \\
= C_{d,k} \int_{(\mathbb{R}^d)^{d+1}} |\hat{F}(\xi)|^2 I_{d,k}(\xi) \, d\xi - \frac{1}{D_{d,k}} \int_{(\mathbb{R}^d)^{d+1}} |\hat{F}(\xi) - \hat{F}(\eta)|^2 \, d\Sigma_{\xi}(\eta) \, d\xi,
\]

where \( F = f_1 \otimes \cdots \otimes f_{d+1} \) and

\[
d\Sigma_{\xi}(\eta) = \hat{A}_k(\xi - \eta) \delta(|\xi|^2 - |\eta|^2) \, d\eta.
\]

This yields the claimed estimate with optimal constant, and equality holds if and only if \( \hat{F}(\xi) = \hat{F}(\eta) \) for almost every \( \xi \) and \( \eta \) in the support of the measure \( d\Sigma_{\xi}(\eta)d\xi \). By Lemma 3.1 the support of this measure, which we denote by \( S \), is characterised by those \( \xi \) and \( \eta \) for which

\[
|\xi| = |\eta|, \quad \sum_{i=1}^{d+1} \xi_i = \sum_{i=1}^{d+1} \eta_i,
\]

and the points \( \xi_i - \eta_i \), for \( 1 \leq i \leq d+1 \), are co-\( k \)-planar. Recalling that \( F = f_1 \otimes \cdots \otimes f_{d+1} \), the characterisation of extremisers follows once we show that

\[
\prod_{i=1}^{d+1} \hat{f}_i(\xi_i) = \prod_{i=1}^{d+1} \hat{f}_i(\eta_i)
\]

for almost every \( (\xi, \eta) \in S \) implies that \( \hat{f}_i(\xi) = e^{a|\xi|^2 + b\xi + c_i} \), where \( \text{Re}(a) < 0 \), \( b \in \mathbb{C}^d \) and \( c_1, c_2 \in \mathbb{C} \). Indeed, it is clear that this class is invariant under the Fourier transform, and such \( f_i \) satisfy the above functional equation.

First, we argue that the \( f_i \) are mutually parallel. For this, for each \( i \), fix \( \xi^*_i \) such that \( \hat{f}_i(\xi^*_i) \neq 0 \) and note that, clearly, \( (\xi, \eta) \in S \) if

\[
\xi = (\xi_1, \xi^*_2, \xi^*_3, \ldots, \xi^*_{d+1}), \quad \eta = (\xi^*_2, \xi_1, \xi^*_3, \ldots, \xi^*_{d+1}).
\]

The functional equation implies that \( \hat{f}_1(\xi_1)\hat{f}_2(\xi^*_2) = \hat{f}_1(\xi^*_2)\hat{f}_2(\xi_1) \) for almost every \( \xi_1 \in \mathbb{R}^d \), and hence \( \hat{f}_1 = \lambda \hat{f}_2 \) for some \( \lambda \neq 0 \) (since each \( f_j \) is assumed to be a nonzero function). In this way, we may argue that all \( f_i \) are mutually parallel, and thus without loss of generality, we take \( f_i = f \) for each \( 1 \leq i \leq d+1 \).
Next, we argue that \( \hat{f} \) must satisfy the well-studied Maxwell–Boltzmann functional equation; that is,

\[
\hat{f}(\xi_1)\hat{f}(\xi_2) = \hat{f}(\eta_1)\hat{f}(\eta_2)
\]

for almost every \( \xi_1, \xi_2, \eta_1, \eta_2 \in \mathbb{R}^d \) such that \( |\xi_1|^2 + |\xi_2|^2 = |\eta_1|^2 + |\eta_2|^2 \) and \( \xi_1 + \xi_2 = \eta_1 + \eta_2 \). To see why this is the case, fix such \( \xi_1, \xi_2, \eta_1, \eta_2 \) and set

\[
\xi = (\xi_1, \xi_2, \xi_3^*, \ldots, \xi_{d+1}^*), \quad \eta = (\eta_1, \eta_2, \xi_3^*, \ldots, \xi_{d+1}^*),
\]

where the \( \xi_i^* \) are as above. Again it is easy to verify that \( (\xi, \eta) \in S \), and therefore we immediately obtain (24).

At this point we may now appeal to the existing literature on the Maxwell–Boltzmann functional equation to deduce that \( \hat{f}(\xi) = e^{a|\xi|^2 + b\cdot \xi + c} \), where \( \text{Re}(a) < 0 \), \( b \in \mathbb{C}^d \) and \( c \in \mathbb{C} \). For \( \hat{f} \in L^1(\mathbb{R}^d) \), this goes back at least to [16] and [19] (see also [25]); however the same conclusion holds for \( \hat{f} \) which are merely locally integrable (for details of this more general statement, see [11] for \( d = 2 \), and [2] for arbitrary \( d \geq 2 \)). Thus, it remains to justify that \( \hat{f} \) is locally integrable whenever the right-hand side of (12) is finite. However, this is clear from Proposition 2.4, since

\[
\int_{(\mathbb{R}^d)^{d+1}} \prod_{i=1}^{d+1} |\tilde{f}(\xi_i)|^2 I_{d,k}(\xi) \, d\xi \geq c_{d,k} \sum_{m \neq n} \int_{(\mathbb{R}^d)^{d+1}} \prod_{i=1}^{d+1} |\tilde{f}(\xi_i)|^2 |\xi_m - \xi_n|^{d^2-2d-2} \, d\xi
\]

implies \( \hat{f} \in L^2(\mathbb{R}^d) \).

\[\Box\]

6. Appendix on covariance

Here we establish the following fact which played a role in the proof of Proposition 4.1.

**Lemma 6.1.** Let \( V_\omega \) denote the covariance matrix of a vector-valued random variable taking the values \( \{\omega_i\}_{i=1}^{d+1} \) with equal probability, and let

\[
M = I + (\sqrt{d+1} - 1) \mathbf{1} \mathbf{1}^T.
\]

If \( \Omega' \in \text{Mat}(d, d) \) has \( i \)th column equal to \( \omega_i - \omega_{d+1} \), then \( \Omega_M \Omega_M^T = (d+1) V_\omega \), where \( \Omega_M = \Omega' M^{-1} \).

**Proof.** Let \( I \in \text{Mat}(d, d) \) denote the identity matrix and define

\[
P_{d+1} = \begin{pmatrix} I \\ -1 & \ldots & -1 \end{pmatrix}.
\]
It then follows that
\[ \Omega' = \Omega P_{d+1} \]
where the \( i \)th column of \( \Omega \in \text{Mat}(d + 1, d + 1) \) is \( \omega_i \), and therefore
\[ \Omega_M \Omega_M^T = \Omega P_{d+1} M^{-1} M^{-T} P_{d+1}^T \Omega^T. \]
Since
\[ M^{-1} = I + \left( \frac{1}{\sqrt{d+1}} - 1 \right) 11^T \]
it follows that
\[ P_{d+1} M^{-1} M^{-T} P_{d+1}^T = I - 11^T \]
and thus it remains to show
\[ \frac{1}{d+1} \Omega (I - 11^T) \Omega^T = V_\omega. \]
To see this, view \((\Omega, \mu)\) as a probability space, where \( \Omega \) is now the set of vectors that were the columns of the matrix \( \Omega \), i.e. \( \Omega = \{\omega_i\}_{i=1}^{d+1} \), and let \( \mu \) be the uniform probability measure. Let \( X \) be a random variable taking values from \((\Omega, \mu)\) and let \( E(X) \) denote the expected value of \( X \). As \( X \) is a vector-valued random variable, we express its variance in a matrix. The \( i \)th diagonal element being the variance of the \( i \)th coordinate and the \((i, j)\)th element being the covariance between the \( i \)th and \( j \)th coordinates. Specifically,
\[ V_\omega = E((X - E(X))(X - E(X))^T) = E(XX^T) - E(X)E(X)^T. \]
Now,
\[ E(X) = \frac{1}{d+1} \sum_{i=1}^{d+1} \omega_i = \frac{1}{\sqrt{d+1}} \Omega 1 \]
and consequently \( E(X)E(X)^T = \frac{1}{d+1} \Omega 11^T \Omega^T \). Direct computations for each component show that \( E(XX^T) = \frac{1}{d+1} \Omega \Omega^T \) and therefore
\[ V_\omega = \frac{1}{d+1} \Omega (I - 11^T) \Omega^T, \]
as claimed. \( \square \)
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