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Abstract

Due to the variety of burner structure and fuel mixing, the flame temperature distribution is not only irregular but also complex. Therefore, it is necessary to develop an advanced temperature measurement technique, which can provide not only adequate flame radiative information but also reconstruct complex flame temperature accurately. In this paper, a novel multi-plenoptic camera imaging technique is proposed which is not only provide adequate flame radiative information from two different directions but also reconstruct the complex flame temperature distribution accurately. An inverse algorithm i.e., Non-Negative Least Squares is used to reconstruct the flame temperature. The bimodal asymmetric temperature distribution is considered to verify the feasibility of the proposed system. Numerical simulations and experiments were carried out to evaluate the performance of the proposed technique. Simulation results demonstrate that the proposed system is able to provide higher reconstruction accuracy although the reconstruction accuracy decreases with the increase of noise levels. Meanwhile, compared with the single plenoptic and conventional multi-camera techniques, the proposed method has the advantages of lower relative error and better reconstruction quality even with higher noise levels. The proposed technique is further verified by experimental studies. The experimental results also demonstrate that the proposed technique is effective and feasible for the reconstruction of flame temperature. Therefore, the proposed multi-plenoptic camera imaging technique is capable of reconstructing the complex flame temperature fields more precisely.

Keywords: flame temperature, Non-Negative Least Squares algorithm, plenoptic camera, 3-D reconstruction

1. Introduction

Combustion is widely applied in industrial processes such as power plants, aerospace engineering, solid propellant rockets, and ferrous metallurgy. Accurate measurement of flame temperature is significantly important to adjust the combustion mode, optimize the combustion process and control the pollutant emissions (NOx and CO). Due to the variety of burner structures and fuel mixing, the characteristics of the flame become complex. Therefore, it is desirable to develop an advanced measurement technique that can provide not only adequate flame radiative information but also reconstruct the complex flame temperature accurately. Over the past years, various measurement techniques were developed to obtain flame temperature [1]. They are mainly categorized into intrusive and non-intrusive techniques. For instance, the thermocouple is a typical intrusive, simple and intuitive temperature measurement technique and it measures
the flame temperature point-by-point. In addition, it affects the original structure of the flame thus the temperature distribution and combustion process [2, 3]. Therefore, this technique is restricted in many industrial processes. In contrast, the non-intrusive measurement techniques do not directly contact with the flame and thus no interference with the temperature distribution and the combustion process.

Various non-intrusive measurement techniques were reported based on acoustic computed tomography (CT), laser-based and radiative imaging [4-7]. For example, Zhang et al [8] used an acoustic CT to monitor the cross-sectional temperature of a boiler furnace and the temperature was reconstructed through an iterative algebraic reconstruction technique (ART). Yang et al [9] utilized a multiplexed tunable diode laser absorption spectroscopy (TDLAS) technique to obtain spatially resolved temperature information from a low-pressure premixed flame reactor. Although the acoustic CT techniques have been attracted extensive attention to the scientists, difficult to reconstruct three-dimensional (3-D) temperature distribution accurately due to poor resistance and high temperature of the furnace. Besides, due to the complexity of the optical path and higher cost of the system, the laser-based techniques are generally not suitable for abominably industrial environments. Among those techniques, the imaging-based radiative techniques have been recognized as effective and accurate for the flame temperature measurement. In addition, they are relatively simple in system setup, cost-effective and easy to manipulate for industrial environments. Based on sensing devices and computational techniques, they are divided into single-camera and multi-camera imaging techniques. For instance, Brisley et al [10] proposed a single-camera technique to reconstruct the cross-sectional temperature of a gas flame. Lu et al [11] also utilized a single-camera technique to measure the 3-D temperature of a flame. The single-camera techniques are simple but unable to reconstruct complex and turbulent flames temperature. Only suitable for stable or rotational symmetrical flames. The multi-camera techniques utilize multiple sensing devices (i.e., CCD/CMOS or optical imaging fiber) to obtain multiple perspective projections from different directions of a flame and to reconstruct the flame temperature. For example, Hossain et al [12, 13] proposed a multi-camera technique based on optical fiber sensing integrating CT and two-color pyrometry to reconstruct grey-level intensity and temperature of the flame. Zhou et al [1] developed a system with eight image detectors to capture monochromatic radiation intensity of a pulverized-coal-fired flame. Cheng et al [14] utilized four CCD detectors to reconstruct the 3-D temperature distribution of a gas-fired pilot tubular furnace flame. Floyd et al [15] used five cameras and number of mirrors located uniformly around the burner to obtain 48 projections of the flame. Although the multi-camera techniques are able to acquire more radiative information for reconstructing flame temperature, they are complex in setup, high cost due to the increase of multiple sensing devices. Also, a high degree of coupling and synchronization are required for the multi-camera techniques.

In recent years, single plenoptic camera (light field) technique has been attracted significant attention [16] in the area of combustion monitoring due to its capability of acquiring directions and positions information of the flame simultaneously in a single exposure. For instance, Sun et al [17, 18] applied a single light field camera to record 3-D radiative information of ethylene diffusion flame and a Least Square QR-factorization algorithm (LSQR) was used to reconstruct the flame temperature. Zhao et al [19] proposed an optical sectioning tomography with light field imaging techniques to measure the 3-D flame temperature. Huang et al [20] used a single plenoptic camera with Landweber method to reconstruct the 3-D temperature distribution. Li et al [21, 22] used various algorithms to analyze the flame radiative properties and temperature through light field image processing. Niu et al [23] utilized the light field image of ethylene flame to reconstruct 3-D temperature distribution, absorption and scattering coefficients to validate the reconstruction algorithm through numerical simulation. Yuan et al [24] utilized Monte Carlo method to analyze various participating media using the light-field camera imaging techniques. Although the single plenoptic camera is able to record directions and positions information of the flame simultaneously. However, the directional difference of the radiative information recorded by the single plenoptic camera is limited and thus rendering similar radiative information of the flame for the 3-D temperature reconstruction (such the plenoptic camera, R29 of Raytrix, the angle of the ray detected by the pixel is less than 0.015°). The ill-conditioning and mathematical ambiguity will also worsen to solve the radiative information accurately. Result in, lower accuracy and resolution especially for complex and irregular turbulent flames. For the accurate 3-D flame temperature measurement, it is important to achieve sufficient radiative information with a larger directional difference and higher resolution. Where the multi-plenoptic camera can be used to achieve sufficient radiative information also to increase angular diversity. Meanwhile, Zhang et al [25] used two orthogonal-arranged focused light field cameras to reconstruct the 2-D flame temperature. In the field of particle image velocimetry (PIV), Fahring et al [26] studied the plenoptic PIV with multiple plenoptic cameras. This study presents a novel method to reconstruct the 3-D temperature of a flame based on multi-plenoptic camera (two plenoptic cameras in this study). The additional plenoptic camera increases the experimental complexity of the overall system. However, the complexity is marginal compared to other multi-camera techniques such as 8 detectors or five cameras and a number of mirrors. Moreover, the additional plenoptic cameras provide robustness and increase the
accuracy of the reconstruction technique [26]. A plenoptic imaging model is developed to acquire the flame radiative information from the multi-plenoptic camera and a Non-Negative Least Squares (NNLS) algorithm is used to reconstruct the flame temperature. Numerical simulations are carried out to evaluate the feasibility and practicality of the technique. The simulations are performed under bimodal asymmetrical flame temperature distribution under different noise levels. The results also compared with the single plenoptic camera and conventional multi-camera techniques and discussed in details. Experimental studies are also carried out to reconstruct the bimodal flame temperature under different combustion operating conditions. The results obtained from the experiments are also presented and discussed.

2. Measurement principle

2.1 System description

Figure 1 shows a schematic diagram of the proposed multi-plenoptic camera system. The system consists of two plenoptic cameras and a computer with application software. Two plenoptic cameras are placed at two different angles (θ is the angle between the plenoptic camera and X-axis, 45° and 45°) one side of the flame to obtain flame radiative information. The two plenoptic cameras are synchronised and controlled by the computer.

It is crucial to change the plenoptic camera parameters for the accurate flame temperature measurement in terms of radiation sampling. Because the parameters of the commercial plenoptic camera such as focal length and diameter of the microlens are usually fixed and not adjustable and they are may not be suitable to achieve accurate radiation sampling of the flame. So, the cage type plenoptic camera is adopted in this study. Figure 2 shows an example of the structure of the cage type plenoptic camera. The plenoptic camera mainly comprises a main lens, a microlens array, relay lens and charge-coupled device (CCD) sensor (IMPERX) along with the series of adaptors for connection and attachment. All components are installed using cage plates and fixed by cage rods. The relay lens is used to extend the imaging distance between the microlens array and the CCD sensor. Two Nikon 50 mm f/1.8D lenses are used in the cage system and connected head-to-head. The apertures of both lenses are fixed on f/1.8 for the maximum luminous flux and they both focused for infinity to achieve an accurate relay imaging. Such a symmetrical optical structure can eliminate the aberration at a decent level. The microlens array is mounted in a high-precision zoom housing which is not only adjusted microlens array’s moving distance, accurately but also guarantee it doesn’t rotate during the movement. The microlens array manufactured by RPC Photonics, Inc. and its fill factor is 100%. These microlens arrays have a square aperture and a spherical profile. Related design of the cage type plenoptic camera can be found in [27, 28]. Each component of the two plenoptic cameras is the same.

![Schematic of the multi-plenoptic camera system](image1)

![Example of the structure of the cage type plenoptic camera](image2)

2.2 Plenoptic imaging model

It is important to establish a plenoptic imaging model to acquire directional radiative information for a whole field of view (FOV). To achieve that a plenoptic imaging model is proposed in this study. Each of the cameras is treated as quasi-independently. Consequently, the single plenoptic imaging model is served as the basis for the multi-plenoptic camera technique. The plenoptic imaging model is divided into; 1) imaging by the main lens and 2) imaging by the microlens array. A pinhole camera model is used to trace the rays from pixel to the object [29]. It can be determined by the main lens plane and microlens array in the plenoptic camera. As shown in Figure 3, the pixel point 2 and virtual image point 1 is conjugated for the corresponding microlens and point 3 is their centre. Also, point 1 and virtual point 5 is conjugated for the main lens and point 0 is their center. Therefore, the coordinate (x₁, y₁, z₁) of point 1 can be derived from the following equations:
The soot particles are both absorptive and small (less than 0.1 μm) so the scattering contribution of the soot particles within flame is neglected. The Mie theory also verified that the scattering coefficients, respectively, \( \kappa_m(s) \) and \( \kappa_s(s) \), are the extinction, absorption, and scattering coefficients, respectively, \( (m^{-1}) \); \( \Phi(s',s) \) denotes the scattering phase function.

The extinction coefficient is the sum of the absorption and scattering coefficient. Because the soot particles are both absorptive and small (less than 0.1 μm) so the scattering contribution of the soot particles within flame is neglected. The Mie theory also verified that the scattering process of the participating media is assumed to be ignored and only the absorption is taken into consideration [30]. Hence, the Equation (7) can be simplified as follows:

\[
\frac{dI(s,s)}{ds} = -\kappa_m(s)I(s,s) + \kappa_s(s)I_{ba}(s)
\]

(8)

The radiation intensity of the flame \( I(s,s) \) along the detection path \( (s,s) \) is then obtained by solving Equation (8) through the discretized solution as follows,

\[
I(s,s) = I_{ba}\left[1 - \exp(-r\kappa_m(r))\right] + \sum_{i=1}^{n} \exp\left[-\sum_{j=1}^{i} r_{ij}\kappa_{ij}(r)\right] I_{ba}^i
\]

(9)

where \( n \) is the total number of voxels that the flame radiation passes through, and each voxel is kept at a nearly uniform temperature. \( i \) and \( j \) are the \( i^{th} \) and \( j^{th} \) voxel along the flame detection path \( (s,s) \), respectively. \( r \) denotes the length of the detection path in the \( j^{th} \) voxel. Hence, the out-going radiative intensity of the whole field can be obtained by integrating Equation (9) in different detection directions.
\[
I_{nl}(s) = I_{nl}^0 \left[ 1 - \exp(-r_n \kappa_{nl}(r)) \right] + \sum_{j=1}^{n} \exp \left( -\sum_{j=1}^{n} r_j \kappa_{nl}(r) \right) - \exp \left( -\sum_{j=1}^{n} r_j \kappa_{nl}(r) \right) I_{nl}^i
\]

\[
I_{nl}(s) = I_{nl}^0 \left[ 1 - \exp(-r_n \kappa_{nl}(r)) \right] + \sum_{j=1}^{n} \exp \left( -\sum_{j=1}^{n} r_j \kappa_{nl}(r) \right) - \exp \left( -\sum_{j=1}^{n} r_j \kappa_{nl}(r) \right) I_{nl}^i
\]

\[
I_{nl}(s) = I_{nl}^0 \left[ 1 - \exp(-r_n \kappa_{nl}(r)) \right] + \sum_{j=1}^{n} \exp \left( -\sum_{j=1}^{n} r_j \kappa_{nl}(r) \right) - \exp \left( -\sum_{j=1}^{n} r_j \kappa_{nl}(r) \right) I_{nl}^i
\]

It can be written as a linear equation and describe as follows:

\[
I_{nl} = \mathbf{A}_c \cdot \mathbf{I}_{nl}
\]

where \( \mathbf{I}_{nl} \) is the flame radiative intensity vectors; \( \mathbf{I}_{nl} \) is the blackbody radiative intensity vectors. \( \mathbf{A}_c \) is the coefficient matrix. The dependence of blackbody radiative intensity \( I_{nl} \) and the temperature \( T \) is expressed by,

\[
I_{nl}(r) = \frac{c_1 \lambda^{-5}}{\pi} \left[ e^{c_2/\lambda^2 T(r)} - 1 \right]
\]

where \( c_1 \) is the first radiation constant, 3.7418×10^-8 W m^-2 K^-4, \( c_2 \) is the second radiation constant, 1.4388×10^-2 m K^-1.

2.4 Inverse algorithm

It is required to solve the Equation (11) for the flame temperature reconstruction. In the inverse problem, the radiative intensities received by the photosensor \( \hat{I} \) regarded as input, the temperature field can be obtained based on the blackbody radiative intensity \( I_{nl} \) and Equation (12). The equation (11) can be enormous due to the larger pixels covered by the flame image. Meanwhile, the number of the voxel that each ray crosses through is far less than the total number of the voxel, resulting in a sparse large and ill-conditioned matrix \( \mathbf{A} \) with a large number of zeros. In this study, the Non-Negative Least Squares (NNLS) algorithm is used to solve Equation (11) and to receive the monochromatic intensity of blackbody radiation \( I_{nl} \) of each voxel. In this method, any negative intensity of calculated blackbody radiation is set zero and iterations are continued until convergence. It ensures the non-negativity of the result and provides good stability. The detailed procedures of the NNLS algorithm can be found in Ref. [31].

\[
\text{Minimize} \| \mathbf{A}_c \cdot \mathbf{I}_{nl} - \mathbf{I}_{nl} \| \text{subject to} \mathbf{I}_{nl} \geq 0
\]

3. Simulation results and discussion

To evaluate the performance of the proposed system, numerical simulations are carried out to reconstruct the flame temperature. The bimodal asymmetric temperature distribution is used in this study and the detailed described in Section 3.1. The simulated flame is considered as a cylinder and the temperature range is set to 1000 to 2000 K. Based on the experiment in Section 4, the radius \( R \) and axial length \( Z \) of the simulated flame are 0.0066 m and 0.025 m, respectively.

Based on the comparison results of the spatial resolution, the cylindrical flame is divided into 432 grids, that is circumferential \( (N_r) \times \) radial \( (N_p) \times \) axial \( (N_z) = 12 \times 6 \times 6 \). The absorption coefficient of ethylene flames is 0-30 m^-1 considered based on the Ref. [32, 33]. So, 10 m^-1 is used in this study. The direction of the two plenoptic cameras are considered at -45° and 45° angles [34]. The simulations are also carried out for the single plenoptic camera with the directions of 45° and 45° angle. Similar angles are also considered for the conventional multi-camera systems to obtain the flame radiative information. The focal length of the main lens of the conventional camera is 50 mm, the distance between flame centerline to the main lens is 505 mm, the distance between the main lens and the photosensor is 55.5 mm. Their results are compared with the proposed system. The parameters of the plenoptic camera are shown in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_{cm} ) mm</td>
<td>505</td>
</tr>
<tr>
<td>( L_{cm} ) mm</td>
<td>53.1</td>
</tr>
<tr>
<td>( L_{xp} ) μm</td>
<td>480</td>
</tr>
<tr>
<td>( f ) mm</td>
<td>50</td>
</tr>
<tr>
<td>( f_n ) mm</td>
<td>600</td>
</tr>
<tr>
<td>( N_m )</td>
<td>60</td>
</tr>
<tr>
<td>( N_p )</td>
<td>12</td>
</tr>
<tr>
<td>( d_p ) μm</td>
<td>8</td>
</tr>
<tr>
<td>( d_m ) μm</td>
<td>95</td>
</tr>
</tbody>
</table>

\( N_m \) is the number of microlens along the horizontal/vertical direction of the microlens array. \( N_p \) is the number of pixels covered by each microlens array along the horizontal/vertical direction. \( d_p \) is the length of the pixels and \( d_m \) is the diameter of each microlens.

3.1 Bimodal asymmetric temperature distribution

In practical, the flame temperature distribution is complex and asymmetric. Therefore, it is required to examine the practicality and performance of the proposed technique under asymmetric and complex temperature distribution. To achieve that a bimodal asymmetric temperature distribution which has two-peak flame temperature is considered. It can be defined as follows [23]:

\[
\text{Minimize} \| \mathbf{A}_c \cdot \mathbf{I}_{nl} - \mathbf{I}_{nl} \| \text{subject to} \mathbf{I}_{nl} \geq 0
\]
where x, y and z are the coordinates of the coordinate system, respectively. The bimodal asymmetric temperature distribution derived from the Equation (14) is shown in Fig. 4.

\[
T(x, y, z) = \frac{2200}{3} \left[ \begin{array}{c} \exp \left[ -40 \left( \frac{750x+7.5}{9} - 1.1 \right)^2 \right] \\ -25 \left( \frac{750y+8.5}{9} - 0.8 \right)^2 \\ +0.8 \exp \left[ -25 \left( \frac{750x+7.5}{9} - 0.8 \right)^2 \right] \\ +35 \left( \frac{750y+8.5}{9} - 1.2 \right)^2 \\ +880 \left( 1 - 100z/3 \right) + 753[K] \end{array} \right] 
\]

(14)

Figure 4. The temperature distribution of a bimodal asymmetric flame

3.2 Effects of Noise and Error Calculation

In order to investigate the performance of the proposed system, different noise levels are considered in this study. The noise levels are added randomly to the flame radiative intensity using Equation (15)[35]:

\[
I_{\text{mea}} = I_{\text{exp}} + \sigma \zeta
\]

(15)

where \( I_{\text{mea}} \) is the measured radiative intensity exiting boundaries, \( \zeta \) is a standard normal distribution random variable with zero mean and standard unit deviation. The standard deviations of measured transmittance and reflectance \( \sigma \) and for a \( \gamma \) measured error at 99% confidence are determined as

\[
\sigma = \frac{I_{\text{exp}} \times \gamma}{2.576}
\]

(16)

In this study, the \( \gamma = 1\%, 3\% \) and \( 5\% \) are considered. To evaluate the performance, the relative error of the reconstructed temperature \( \Delta T \) and mean relative error \( \Delta T_{\text{mean}} \) are calculated and defined as follows:

\[
\Delta T_i = \frac{T_{\text{ori},i} - T_{\text{ori},i}}{T_{\text{ori},i}}
\]

(17)

\[
\Delta T_{\text{mean}} = \frac{1}{N} \sum_{i=1}^{N} \Delta T_i
\]

(18)

where \( T_{\text{ori},i} \) is the reconstructed temperature, \( T_{\text{ori},i} \) is the original temperature, \( N \) is the total number of grids.

3.3 Numerical simulation results

Figure 5 shows the simulated flame images obtained from the plenoptic [Fig. 5(a)] and the conventional multi-camera [Fig. 5(b)] systems. It can be seen that the radiative intensity distribution is not continuous due to the micro-lens array in the plenoptic camera. On the contrary, the radiative distribution is continuous for the conventional camera. For the bimodal asymmetric condition, the distributions of the flame radiative intensity are non-uniform at angles -45° and 45° as shown in Figure 5. Where the simulated flame images manifest the complex temperature distribution at different angles.

(a) Plenoptic camera  (b) Conventional camera

Figure 5. Simulated flame images at different angles under the bimodal asymmetric distribution

The reconstructed temperature and the relative error distributions of the simulated flame under different noise levels are shown in Figures 6 and 7. They are compared with the original temperature distribution [Fig. 4]. The reconstructed temperature distributions are almost similar to the original distribution for the multi-plenoptic camera system, although the results show small perturbations. For the proposed system, it has been observed that better reconstruction accuracy can be achieved even when the noise level is \( \gamma = 5\% \). For the single plenoptic camera system, false and artefacts temperature distributions can be seen at the top and bottom parts of the reconstructed temperature distributions with the increase of \( \gamma \). Compare to the single plenoptic camera system with the proposed system, it can be seen that both system exhibit the bimodal shape from the cross-sections. A bimodal structure appeared at the bottom of the flame from the longitude section at \( X = 0 \text{ mm} \) when \( \gamma = 5\% \). For the conventional multi-camera system, better reconstruction results are observed compared to the single plenoptic camera. But the reconstructed temperature distribution shows a larger perturbation particularly at the top part when \( \gamma = 5\% \).
Figure 6. The reconstructed temperature distribution of the simulated flame: (a) Proposed system (b) Single camera system at angle 45° (c) Single camera system at an angle -45° and (d) Conventional multi-camera system.
Figure 7. The reconstructed relative error distribution of simulated flame temperature: (a) Proposed system (b) Single camera system at angle 45° (c) Single camera system at an angle -45° and (d) Conventional multi-camera system.

Figure 7 shows the distributions of reconstructed relative error of the bimodal asymmetric flame temperature under the three different noise levels. It can be seen that the better reconstruction quality is achieved for the proposed technique compared to the single and conventional multi-camera techniques, especially in the bottom regions of the temperature field. Moreover, the relative errors of the multi-plenoptic camera system exhibit much more accurate than the other three systems. In comparison to the 45° and the -45° for the single plenoptic camera system, it can be seen that the 45° case demonstrates a higher accuracy than -45° case. Because the bimodal shape of flame can be seen from the simulated image at an angle of 45°. However, only one peak is captured in the simulated image at an angle -45°. Thus, it is necessary to use a multi-plenoptic camera to obtain flame radiation information to reconstruct bimodal flame temperature accurately. Although the reconstructed regions with large perturbation increase with the increase of the noise levels, the proposed system still demonstrated higher stability.
The mean relative errors of the reconstructed bimodal asymmetric flame temperature are shown in Figure 8. The mean reconstruction error increases with the increase of noise level. For the proposed system, the mean reconstruction error are only 5.35%, 7.52%, and 8.49% for the γ = 1%, γ = 3%, γ = 5%, respectively. When the γ ≥ 5%, the mean relative errors for the conventional multi-camera and single plenoptic camera system at the angle 45° are all above 10%. For the single plenoptic camera system, the mean relative error even reaches 20%, which is not able to reconstruct the bimodal flame temperature perfectly. In addition, the flame is discretized into 432 grids, the number of grids with ΔT > 0.1 is summarized in Table 2. It can be seen that the number of grids (ΔT > 0.1) is increased with the added noise level. When the noise level γ = 1%, the proportion between the number of grids (ΔT > 0.1) and the total number of grids is less than 20% for the proposed system. However, for the other three systems, the proportion is more than 25% and even 72% for the single camera system at angle 45° system. When the noise level γ reaches 5%, the proportion is higher. For the single camera system even reached 354 at angle 45°. Thereby, the results obtained from the simulations demonstrate that the bimodal asymmetric flame temperature can be reconstructed accurately by the multi-plenoptic camera technique even with the higher level of noises.

### 4. Experimental results and discussion

#### 4.1 Experimental setup

To validate the proposed multi-plenoptic camera system, experiments are carried out to reconstruct ethylene bimodal flame temperature distribution. To avoid the influence of the stray radiation, the experiments were performed in a dark room. Figure 9 shows the experimental setup. It mainly consists of two parts, one is a co-flow burner, the other is the multi-plenoptic camera system. In order to generate a multi-peak flame, a rod of width 8 mm is placed at the exit of the burner which diameter is 10 mm [36]. The detailed descriptions of the burner structure and the parameters can be found elsewhere in Ref. [18]. Two plenoptic cameras are placed on the two parallel sliding rails, which are parallel to the burner to obtain the flame images from two directions. The lifting, rotating platform and the supporting plate are assembled together which is fixed on the sliding rail to sustain the camera. Therefore, the translation, rotation and lifting of the camera can be achieved. Two cameras were calibrated relative to each other by acquiring target images at their respective positions. The target was basically a cylinder 60 mm diameter by 10 mm height and positionned vertically at the center of the burner nozzle. Alignment between two cameras is determined by comparing the locations of the perpendicular and the centerline of the cylinder. The differences are found less than 5 pixels in the vertical and horizontal direction. Camera 1 is placed at the 45°, and camera 2 is placed at the -45°. The exposure time of the two cameras is set to 170 μs. The focal length of the main lens is 50 mm. The size of the micro lens is 100x100 μm and f/ # = 4.2, respectively. The CCD sensor of the plenoptic camera has a resolution of 3312 (H) ×2488 (V), the pixel size is 5.5 μm. The corresponding wavelengths of the λB, λG, and λR channel of the sensor are 610 nm, 530 nm and 460 nm, respectively.

#### 4.2 Radiation intensity calibration

In order to obtain the relationship between the gray level and the radiation intensity, a blackbody furnace (LANDCAL R1500T) is used to calibrate the radiation intensity of the plenoptic CCD sensor. Based on the Equation (11), there is a one-to-one relationship between the temperature of the blackbody furnace and the radiation intensity detected by the CCD sensor. The temperature range of the blackbody furnace is 1173 K to 1523 K, the temperature interval is 50 K. Figure 10 shows the example of blackbody radiation images captured by the plenoptic camera under different temperature settings.

The radiation intensity of R (red) channel is more sensitive to grey level than those of G (green) and B (blue) channels. Therefore, only used the R channel to obtain the relationship between the gray level and corresponding radiation intensity. The exposure time of the plenoptic camera is set to 170 μs. Two plenoptic cameras are calibrated separately and the fitted results of the R channel is shown in Figure 11.

#### 4.3 Experimental results

During the experiments, two combustion operating conditions are created to investigate the performance of the proposed system. The volumetric flow rates of fuel and air are supplied 90 ml/min and 1 m³/h for case 1, 130 ml/min and 0.3 m³/h for case 2. Figure 12 shows the example of flame images captured by the proposed system from two different directions. It has been observed that the captured images are distinct depending on the direction of the camera. The flame images exhibit different shapes for different directions.
Figure 9. The experimental setup of the multi-plenoptic camera system

Figure 10. Example of the blackbody furnace images under different temperature settings

The computational domain is treated as a cylinder and the flame temperature fields are divided into 6000 grids, that is $N_r \times N_z \times N_x = 20 \times 20 \times 15$. In this study, the absorption coefficient value is set to 10 m$^{-1}$ [33]. The NNLS algorithm is used to reconstruct the flame temperature. The noise of the CCD sensor was eliminated by subtracting gray levels of the dark image from the raw image. The dark image was captured when the camera is fully capped with no external light. Figure 13 shows the reconstruction temperature distributions over five longitude-sections along Y-axis of ethylene bimodal flame. It can be seen that the reconstructed temperature distributions are within the range of 800 K - 1700 K. The results have shown similar agreement with the results obtained by other researchers [17].

Figure 11. The relationship between the blackbody images and corresponding radiation intensity

Figures 12 and 13 exhibit the similarities and differences of flame shape between captured images and reconstructed distributions. Firstly, Figures 13(a) and 13(b) exhibit the overall reconstructed flame shape as expected, such as the overall bimodal of the flame, the height of both peaks of the flame (the fact that the right peak is taller than the left one), and the distance between the two peaks. Secondly, Figures 13(a) and 13(b) also exhibit some differences of temperature distribution with more detailed level as expected.

It can also be observed from Figures 13(a) and 13(b) that along the Y-axis, the flame temperature distribution for each section is different. For each section, the flame temperature increases and then decreases from the outlet of the burner to the surroundings.
The variations of the two peaks have the largest influence on the flame temperature measurement, where the highest resolution is required [37]. To date, various studies used a single plenoptic camera for the reconstruction of flame temperature with the flame voxels of $N_{φ} \times N_{r} \times N_{z} = 4 \times 4 \times 6$ [18], $N_{φ} \times N_{r} \times N_{z} = 1 \times 7 \times 7$ [20] and $N_{φ} \times N_{r} \times N_{z} = 1 \times 6 \times 6$ [23], respectively. The spatial resolution of their studies is low. In this study, the spatial resolution is improved (i.e., $N_{φ} \times N_{r} \times N_{z} = 20 \times 20 \times 15$) with the aid of utilizing two plenoptic cameras thus the reconstruction result has a higher resolution. Finally, the experimental results indicate that the multi-plenoptic camera system is feasible for reconstructing the complex flame temperature distribution more precisely.

**Figure 12.** Example of ethylene flame images captured by the proposed system under different combustion conditions

**Figure 13.** The reconstructed temperature distributions over five longitude-sections of ethylene bimodal flames

### 6. Conclusions

In this paper, a multi-plenoptic camera technique is proposed to reconstruct the flame temperature. Numerical simulations and preliminary experiments are carried out to validate the proposed technique. A plenoptic imaging model is developed to obtain the directional radiative intensity of the flame. The Non-Negative Least Square algorithm is used to reconstruct the simulated flame temperature. The simulation results show that the flame temperature can be reconstructed accurately by the proposed technique and the reconstruction accuracy remains higher even with the noise level of $\gamma = 5\%$. The mean relative error is calculated to evaluate the system. The mean relative error is smaller for the bimodal temperature distribution compared to the single plenoptic and the conventional multi-camera techniques. The experimental results indicate that the proposed technique is capable of reconstructing the 3-D flame temperature field with a higher spatial reconstruction resolution. Thus, the proposed technique has the potential to measure the complex and irregular flame temperature distribution.
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