Citation for published version


DOI

https://doi.org/10.1142/S0219525910002724

Link to record in KAR

https://kar.kent.ac.uk/71650/

Document Version

Author's Accepted Manuscript

Copyright & reuse
Content in the Kent Academic Repository is made available for research purposes. Unless otherwise stated all content is protected by copyright and in the absence of an open licence (eg Creative Commons), permissions for further reuse of content should be sought from the publisher, author or other copyright holder.

Versions of research
The version in the Kent Academic Repository may differ from the final published version. Users are advised to check http://kar.kent.ac.uk for the status of the paper. Users should always cite the published version of record.

Enquiries
For any further enquiries regarding the licence status of this document, please contact: researchsupport@kent.ac.uk
If you believe this document infringes copyright then please contact the KAR admin team with the take-down information provided at http://kar.kent.ac.uk/contact.html
VOLATILITY IN THE CONSUMER PACKAGED GOODS INDUSTRY - A SIMULATION BASED STUDY

ABHIJIT SENGUPTA
STEPHEN E. GLAVIN

Abstract

The volatility in a CPG market is modeled using a bottom up simulation approach and validated against disaggregated supermarket transactions data. The simulation uses independent agents, each agent representing unique households in the data. A simple behavioral model incorporates household preferences for product attributes and prices. Our validation strategy tests the model predictions at both macro and micro levels and benchmarks the performance in each against a random choice model. The model significantly outperforms the benchmark at both levels. At the macro level, choices made by heterogenous agents accurately captures the volatility in market shares over time. This accuracy at the macro level is driven by the accuracy of predictions at the micro household level SKU and attribute choice.

Keywords: Complex system; validation; market dynamics; social simulation

1 Introduction

Software based simulation techniques have become a popular tool in the analysis of populations and societies in recent years. Social scientists have repeatedly pointed out that human societies, groups and organizations usually comprise of multiple heterogenous agents who often interact with each other as well as with the environment they are placed in. Such “complex systems” do not lend themselves to analysis using traditional top-down analytical/quantitative techniques. These systems typically exhibit emergent behaviour of some kind, and simulations seem to be one of the best tools to use for study ([9], [16], [27]). Consequently, bottom-up approaches such as agent based modelling/agent based computational economics (ABM/ACE) have increasingly been used in analyzing such systems. This paper uses such a bottom-up approach in building a simple but effective behavioral model of a typical consumer packaged goods (CPG) market, whose volatile and heterogenous nature makes it very suitable for a simulation based study.
Consumer markets are usually characterized by noisy dynamics and instability [18]. Such volatility may arise due to multiple factors, for instance, large variations in tastes/preferences [2] and/or intense competitive market interventions by firms such as discounts and pricing campaigns, competitive packaging, advertising etc. ([5], [1]). Moreover, potential lateral effects such as word-of-mouth can become important as well in consumers’ decision making and as a result lead to non-linearities in the system. Hence CPG markets possess many key characteristics of a complex system and consequently, lend themselves readily to agent based modelling techniques [15].

This paper takes the first step in building and validating a model of CPG markets using a combination of theory, simulation and real life data. We model the fresh fruit juices category and the choices made therein by a set of supermarket consumers facing a large variety of competing products. We focus on consumers’ tastes and preferences for various attributes inherent in a product, as well as their reactions towards pricing and promotions in order to build a behavioral model of choice. This behavioral model is subsequently used as the template for running simulations where we attempt to replicate the choices made by real life consumers in an online retail supermarket. This is a multi-agent model analyzing a dynamic system from the bottom-up. Independent virtual agents, each of which represents an individual unit in the real population, are incorporated into the simulation. However, at this stage of the analysis we do not incorporate agent to agent interactions and social networks. This model should be treated as the first step towards a fully developed ABM incorporating potential social interactions, and for use as the benchmark for further analysis. The main aim here is to demonstrate that a simple enough model incorporating multiple heterogenous agents can predict a volatile and noisy CPG market with a high degree of accuracy. Once the underlying theoretical model of choice has been suitably validated, further compounding factors can be introduced in the model for more theoretical and/or empirical experimentation.

This paper’s primary aim is to address the twin issues of individual heterogeneity and volatility, and illustrate the relationship between the two. To demonstrate this link, a model based on random choice is used as a benchmark, which does not incorporate agent level heterogeneity in tastes and preferences. The choice probabilities in the random model are generated from the data. The data consists of customer transactions within the fresh juice category from LeShop (www.leshop.ch), an online supermarket based in Switzerland. The simulations within the main model and the corresponding validation strategy results in a good fit of the out-of-sample predictions in comparison to the benchmark, particularly the direction and frequency of changes in market shares of product groups (where products are grouped on the basis of brands and flavors). At the micro level, a remarkably good out of sample fit is achieved for individual households, which drives the accuracy of the model at the macro level. The model significantly outperforms the benchmark at all levels.

Over and above the stated aim of demonstrating the link between volatility and heterogeneity in consumer goods markets, this paper has two overarching objectives. The first is to establish a simulation based approach which is not only
able to estimate market share movements over time but also predict individual choices of products and features with a reasonable degree of accuracy. And the second is to provide a validated benchmark model which can be used to explore abstract scenarios, carry out “what if” exercises and more generally, explore theoretical constructs which can in turn explain a variety of complex phenomena. Examples of potential directions of theoretical exploration are numerous, with multiple motivations ([10]) and are discussed later. Such normative exploration necessitates the existence of a benchmark which has been tested and validated, against which reasonable comparisons can be made and this is precisely what a model like the one presented here may be used for.

The time period considered here is one calendar year, but both the simulation methodology and the behavioral model are flexible enough to be used for examining the short term and medium to long term dynamics. The latter, especially the medium term, can be studied with using small modifications to the current model, and a brief discussion on this is provided in the concluding section of this paper. Tackling the longer term using a similar methodology might be complicated, given that the environment and consumers might “drift” away from the calibrated model and this needs to be incorporated into the main model itself or addressed separately. Household level choice within a CPG context also involves additional aspects which are outside the scope – timing of purchase, quantity bought, product portfolio etc. being a few of them. In spite of these shortcomings, the model stands out from the rest for its simplicity, and hence implementation and extensions are easy.

1.1 Background

It is important to note that there exists a substantial amount of prior literature on quantitative analysis of CPG markets, especially with relevance to the effect of pricing and promotions on the evolution of market shares. Multinomial logit, nested and mixed logit and probit models have been heavily used in this area (see [3], [13] for details). Factors such as brand choice, purchase quantity, category incidence have usually been the focus of these studies (see for instance [4], [17] and [6]). Most of the analysis has been carried out almost exclusively using a static framework, where the temporal element was ignored. These models performed well in picking out short term responses to marketing mix policies. However, not as widespread and not as successful, are a few papers dealing with the issue of the long term evolution of markets in response to multiple marketing strategies ([21], [7], [22]). A handful of papers have used dynamic programming as well to analyze the impact of promotions ([26], [25]), citing that discrete choice models overestimate promotion effects.

In spite of all the research done in this area, some questions remain unanswered which researchers and practitioners alike find very hard to tackle. For instance, what are the key differentiating factors which lead to variation in behavior within the population and how does this heterogeneity affect market dynamics? Is it possible to model the evolution of a market over time? Additionally, they lack the ability to take into account a number of compounding
factors which may have important implications with regard to market behavior. For instance, potential non-linearities (such as social networks), disruptive changes (paradigm shifting innovations in products and technologies), dynamic nature of market fundamentals (shifts in consumer preferences), changing nature of how firms and consumers interact in today’s world (effect of the internet and viral marketing techniques for instance) are just a few examples of such factors. This is where a simulation based model such as the one presented here is useful ([18]), forming the basis of further experimentation and analysis.

Model validation using real life data is an important component of any simulation based study. Although various definitions of validation exist in the literature, there is one common theme among all: A validated model will possess a satisfactory range of accuracy matching the simulated model to the real world phenomenon [29, 14, 11]. Most authors also stress that in typical models which study large complex entities such as markets, validation should be carried out at multiple levels. For instance, with a model of a market such as the one presented in this paper, not only should the simulation model mimic the macro-level dynamics of the real market (macro-level validation), individual agents should also suitably mimic the behaviour of the real households or consumers they represent (micro-level validation).

One important aspect of validation is calibration of model parameters in order to match the simulation output to real data. The Fagiolo and Windrum survey [11] proposed three alternative calibration strategies - the indirect calibration approach, the Werker-Brenner approach and the history friendly approach. While the first two involves more rigorous quantitative techniques, the third encompasses a more general qualitative method. For more details on all three, please see the following: [12], [28] for indirect calibration and Werker-Brenner approaches respectively; [20] and [14] for the history friendly approach. This paper does not focus on any of these approaches exclusively, although the model specification lends itself more towards a direct quantitative approach rather than a qualitative one.

The choice model presented here has been developed specifically with the CPG industry in mind – where consumers make frequent purchases, tastes and preferences have an important role to play and firms engage in frequent price/promotion led marketing strategies. Additionally, it lends itself to a novel validation technique. Since our methodology validates the model both at the macro and the micro levels, two different fitness metrics are used for the two separate levels. At the macro level, the performance is judged by how closely market shares of product groups evolve over time in the simulation vis-a-vis the real data. At the micro level, we focus on household level preferences relating to individual products and product attributes. We divide the data into three sets – the first used for initialization of agents, the second for direct calibration and the third for testing out of sample predictions.

The rest of the paper is organized as follows. Section 2 characterizes the underlying model which forms the basis of the agent level behavior in the simulation. The data used in validating the simulation results is described in Section 3 while the actual validation methodology is described in Section 4. Next we
present the results from the modelling and validation exercise in Section 6 while
the paper concludes in Section 7 with a brief discussion and directions for future
research.

2 The Market Model

A theoretical ABM framework is developed in [18], which incorporates the “4 P”s of marketing mix (product, price, placement and promotion) within a simulation framework. Our approach is similar to the extent that we start at the level of an individual shopper – a linear ordinal utility based behavioral model is used to characterize the choice mechanism. However, we deviate in the model specification itself. Following are the key assumptions made in our model.

Assumption 1 Consumers act rationally and are able to rank the available alternatives in a consistent manner given their preference.

Assumption 2 All products and product characteristics remain unchanged during the given time period under consideration.

Assumption 3 Consumers’ tastes and preferences remain unchanged in the given period.

Consider an industry with $K$ distinct products and a consumer base of size $N$. Each product is endowed with a set of $M$ attributes, which makes it unique for a consumer. In order to define the preferences of consumers in such a framework, we borrow from traditional discrete choice theory in which a product is consumed, not for its own sake, but for the set of attributes or characteristics it embodies ([19], [8], [24]). Hence we make the following final assumption in our model of consumer choice:

Assumption 4 Each consumer ranks alternatives based on a subjective ordinal utility measure, which is a function of the product specific price and characteristics as well as consumer specific preferences.

The product specific characteristics are quantified as a $M$-dimensional vector belonging to a characteristic space, where each dimension represents one attribute. This vector is then called the address of the product. Each consumer’s preference is defined using a complementary ideal point, a vector of characteristics that he would ideally like to see in a product. The closer this ideal point is to the actual mix of characteristics of a commodity, the higher the subjective utility of the consumer from purchasing it.

For $k \in K$, let $X_k = (x^1_k, x^2_k, \ldots, x^M_k)$ be the product address for $k$. For any consumer $i \in N$, consider $\lambda_i = (\lambda^1_i, \lambda^2_i, \ldots, \lambda^M_i)$ as $i$’s ideal point. Let $P_k$ be the price of the product $k$. In order to characterize the “distance” of consumer
i’s ideal point with a given product $k$, we use the 1-norm distance measure, defined as,

$$D_i^k = \sum_{j=1}^{M} |x_{ik} - \lambda_{ik}|.$$ 

This is simply the sum of absolute distances, along each dimension of the characteristic space, between the two vectors. Consumer i’s subjective utility from product $k$ is hence characterized as,

$$U_i(k) = \omega_{i1} d_i^k + \omega_{i2} p_k$$

where, $\omega_{i2} = 1 - \omega_{i1}$, $0 \leq \omega_{i1} \leq 1$. \hspace{1cm} (1)

Identity 1 refers to the parameterized utility function where,

$$d_i^k = -\frac{D_i^k}{\max_{j \in K} D_j^k} \text{ and } p_k = -\frac{P_k}{\max_{j \in K} P_j},$$

and $\omega_{i1}$, $\omega_{i2}$ are the weights place by individual i on $d_i^k$ and $p_k$ respectively, in determining the utility from product $k$. Note that $P_k$ is the per unit price of product $k$ and not the listed price.

Next we consider price based promotions, where prices of specific products are reduced (discounted) for individual or groups of consumers. Consequently, we need to differentiate between the gross and net prices, i.e. $P_k^{\text{gross}}$ and $P_k^{\text{net}}$ respectively where the discount on the product $k$ is, $\Delta P_k = P_k^{\text{gross}} - P_k^{\text{net}}$. Identity 1 is redefined as,

$$U_i^{\text{net}}(k) = \omega_{i1} d_i^k + \omega_{i2} p_k^{\text{net}}$$

where, $\omega_{i2} = 1 - \omega_{i1}$, $0 \leq \omega_{i1} \leq 1$, \hspace{1cm} (2)

in order to incorporate promotions, where $p_k^{\text{net}}$ is the relative price defined as above, but now in net terms. Note that identity 2 is the simplest possible characterization of an utility function incorporating promotions implicitly. A more complete characterization should explicitly take into account the incidence of promotion itself as well as the quantity bought as a result.

3 Data

The data used in the current analysis consists all transactions within the fresh fruit juice category from LeShop, for the period of January 2006 to December

---

1 Any distance norm applicable to the Euclidean space $\mathbb{R}^n$ can be used here, without any change in the results. Our use of this particular distance measure was entirely based on simplicity of form.

2 The relative measures are used in order to normalize each component between 0 and 1, so that no single one dominates the function numerically although either one of them might dominate functionally, for instance if $\omega_{i1}$ is equal to or very close to 0 or 1. In such a case, the individual agent’s choice is based purely on either price or characteristics, and not on a convex combination of both.
Table 1: Product break up by brand and flavors

<table>
<thead>
<tr>
<th>Brand</th>
<th>No. of Products</th>
<th>Flavor</th>
<th>No. of Products</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isola</td>
<td>2</td>
<td>Kid’s Drink</td>
<td>3</td>
</tr>
<tr>
<td>Danone</td>
<td>2</td>
<td>Grape fruit</td>
<td>2</td>
</tr>
<tr>
<td>Mickey’s Adventures</td>
<td>2</td>
<td>Nectar</td>
<td>7</td>
</tr>
<tr>
<td>Oasis</td>
<td>1</td>
<td>Pineapple</td>
<td>2</td>
</tr>
<tr>
<td>Capri Sonne</td>
<td>2</td>
<td>Apple</td>
<td>11</td>
</tr>
<tr>
<td>Granini</td>
<td>5</td>
<td>Multi-fruit</td>
<td>12</td>
</tr>
<tr>
<td>Michel</td>
<td>5</td>
<td>Orange</td>
<td>12</td>
</tr>
<tr>
<td>Obi</td>
<td>2</td>
<td>Other fruit</td>
<td>6</td>
</tr>
<tr>
<td>Nectar</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hohes C</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ramseier</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Havelaar</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actilife</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gold</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>55</strong></td>
<td></td>
<td><strong>55</strong></td>
</tr>
</tbody>
</table>

2006. Given the nature of the fruit juice category and available data, we consider three dimensions of product characteristics for the analysis – brand, flavor and pack size. Table 1 gives a break up of the products in terms of the identified brands and flavors. The third characteristic dimension – that of pack size – is expressed in grams, which ranges from 280gm to 12552gm.

Each recorded transaction contains the following items: a household ID, product ID(s) of the product(s) purchased, the week number (indexed from 1 to 52) when the transaction was made, the net price paid, the discount applied if any, and finally the quantity of the product purchased. The time-line of transactions is indexed by weeks. An associated data table provides information about each product sold in that year and which has the following items: the product ID, the pack size, the flavor of the product, and the brand selling the product.

Each household ID represents a unique user of the LeShop website, and forms the basis of the agents in the simulation. Each product ID, similarly represents a unique product (Stock Keeping Unit or SKU), and hence is part of the set of alternatives available to the consumer. A few households had to be eliminated from the analysis given that they were infrequent purchasers. As a result, only those households were considered who had at least three or more transaction points over the whole time period, with at least two of those transactions within the weeks 25-52. The final data comprised of 55 unique SKUs, 2435 households and 28179 transactions for all of the 52 weeks.
4 Validation

For the purpose of validation, the full year’s transactions data is split into three sets along the temporal dimension – weeks 1 to 24, 25 to 38 and 38 to 52. The first set is used for initialization of individual ideal points in the characteristics space, the second for calibration of the choice model, and the third for testing the predictions made by the simulation.

1. **Initialization.** The first partition is used for initialization of agent specific taste and preferences in the simulation. We initialized the product specific characteristic vectors and the agent specific ideal points using the transaction history covering weeks 1 to 24 in the data set.

2. **Calibration.** The parameter space is partitioned in a suitable manner. Simulations are run for all partitions of the parameter space. The results are recorded for every individual agent for every time step. Using the second partition of the data set, we calibrate each agent individually, i.e. obtain the intersection of parameters which provide the best in-sample predictions for that particular agent. The optimum parameter set is then recorded for each agent. The optimization method is described in more detail below.

3. **Testing.** The final step involves the use of the parameterized agents to make out of sample predictions. We use the third data partition for this purpose. A Monte-Carlo type of method is used, where multiple runs of the simulation are made where each run corresponds to a random draw from the optimized parameter set of each agent. The results are collated and statistically compared against the data under consideration.

4.1 Initialization

The characteristics space is defined as the subset $[0,1]^3 \in \mathbb{R}^3$, i.e. numerically, the maximum and minimum values attached to any one dimension are 1 and 0 respectively. For each characteristic, the unique categories were assigned a value based on their total sales volume in the weeks 1-24, normalized by the maximum within that dimension. For instance, within the dimension representing brand, the one with the highest total sales volume (Gold) is assigned the value 1 while the one with the lowest (Isola) is assigned 0. All other brands were placed equi-spaced within (0,1), with each brand’s position proportional to the relative sales volume (for eg., M has the second highest sales volume and hence is placed at 0.86 in the brand dimension). All ties were resolved randomly. The relative positions of brands and flavors in the characteristics space for the given data, correspond to the ordering in Table 1.

Next we estimated a proxy for the ideal point of each agent using the transactions history within weeks 1 to 24 of the specific household which the agent represents. For a given characteristic dimension and for a given household, we calculate the weighted average of all categories purchased, with the purchase
frequency used as the weight. This is repeated for every dimension. Given the household and its transaction history, we generate a three dimensional vector in the characteristics space, which represents its ideal point.

This method does have a drawback when we consider households whose purchases concentrate on the two ends of the scale, in which case the weighted average falls somewhere in the middle, which is not representative of its preferences and happens only for a minority of cases. This can be seen from the spread of distances of agents’ ideal points to their actual purchases (within partition 1 of the data), the mean and standard deviation of the spread over all agents is 0.285 and 0.149 respectively. Figure 4 shows this distribution in a histogram. The ideal points remain static for the rest of the analysis (given Assumption 3).

4.2 Calibration

Calibration is done on both the macro and micro levels separately. For the macro level, we aim to fit the evolution of market shares of product groups to the actual data, while for the micro level validation, the corresponding aim is to fit household specific choice of SKU and product characteristics. And because each level requires a different fitness metric over which agent specific parameters are calibrated, we carry out the calibration exercise twice – once for each level of validation. We use binary matching of simulated versus real take-up of SKUs to calibrate at the market share (macro) level and use the city-block metric to calibrate characteristic take-up at the household (micro) level.

For calibrating agent $i$’s specific $\omega_1$ (the superscript $i$ is dropped for notational convenience), the simulation is run for time steps (weeks) 25 to 38. The parameter space is discretized into 25 equi-spaced points, $0 = \omega^0_1 < \omega^1_1 < \omega^2_1 < \ldots < \omega^{24}_1 = 1$ and the simulation is run 25 times for each agent, with each run corresponding to one value of $\omega_1$ within the discretized space. Since there are no non-linearities involved in terms of social influences and feedback in the model, we can run the simulation sequentially for each agent in turn without having to carry it out simultaneously for all agents. Moreover, given that we have considered deterministic rational choice here, the number of runs for each agent for a specific parameter value is limited to one. Two sets of optimum parameter subsets are constructed per agent $i$, $\Omega^b_i$ using binary matching and $\Omega^c_i$ using the city-block metric, defined in detail below. The results of the calibration exercise is provided in Figure 8.

4.2.1 Binary Matching

The binary matching calibration is done to optimize each virtual agent’s utility function for optimum SKU choice. For each agent and each parameter value,
the simulated and actual data are compared. In each purchase week a binary matching score is found in the following way. Let $K$ be the set of all products and let the simulated choice by agent $i$ at week $t$ be $S^i_t \in K$. That is, for any give week $t$,

$$S^i_t(k) = \arg \max_{k \in K} \{U^\text{net}_i(k)\}$$

is the product chosen by agent $i$ after a comparison of utility from all available products (SKUs). The binary matching score for agent $i$ at week $t$ is then defined as,

$$b^i_t(S^i_t) = \frac{1}{N^i_t} \sum_{k=1}^{K} n^i_{t,k} \delta(k, S^i_t),$$

where, $\delta(k, S^i_t) = \begin{cases} 1, & \text{if } k = S^i_t \\ 0, & \text{otherwise}. \end{cases}$ \hspace{1cm} (3)

In the above definition, $n^i_{t,k}$ is the quantity of product $k$ purchased by household $i$ in week $t$ and $N^i_t$ is the total number of purchases by the household in that week, so that $N^i_t = \sum_{k=1}^{K} n^i_{t,k}$. For agent $i$, and for each parameter value $\omega^p$, $p = 0, 1, 2, \ldots, 24$ (the superscript $i$ is suppressed), the binary matching score is averaged over all of the purchase weeks to obtain an overall score,

$$B^i(\omega^p) = \frac{1}{|T^i|} \sum_{t \in T^i} b^i_t(S^i_t(\omega^p)),$$ \hspace{1cm} (4)

where $T^i$ is the set of weeks where household $i$ made a purchase and $|T^i|$ is the cardinality of set $T^i$.

The set of best parameter values for agent $i$, $\Omega^i_b$ is then constructed as,

$$\Omega^i_b = \left\{ \omega^p \mid B^i(\omega^p) = \max_{p} \left\{ B^i(\omega^p) \right\}, p = 0, 1, \ldots, 24 \right\}. \hspace{1cm} (5)$$

Identities 3, 4 and 5 spells out the macro level calibration strategy. For any agent $i$, every match with corresponding household’s purchase in the real data is given a score of 1 for the particular parameter value $\omega^p$ and 0 otherwise. The total score per week is summed up and normalized for the total number of purchases made that week (to account for multiple purchase instances within the week). Weekly scores are averaged for all weeks per parameter value and the parameter value(s) with the highest score added to set $\Omega^i_b$. See Figure 8(a) for a distribution of calibrated $\omega^p$ across all agents in the binary matching case.

### 4.2.2 City-block Metric

We use the city-block metric\textsuperscript{4} in order to calibrate the utility function of agents for optimum choice of product characteristics. Once again, let $S^i_t \in K$ be the

\textsuperscript{4}The name derives from the commonly used concept of city-block distance which measures the absolute distance between two points in Euclidean space, by measuring along each di-
simulated choice made by agent $i$ in week $t$. Following section 2, let $x_k^m$ be the $m^{th}$ characteristic of product $k$, where $M$ is the total number of relevant characteristics. A city-block metric assigns a score of 0 per characteristic where it matches with the real data and 1 for a mismatch. The characteristic matching score for agent $i$ in week $t$ is then defined as,

$$c_i^t(S_i^t) = \sum_{m=1}^{M} \min_{k \in K} \Delta^m(k, S_i^t)$$

where

$$\Delta^m(k, S_i^t) = \begin{cases} 
0, & \text{if } x_k^m = x_S^m \\
1, & \text{otherwise}.
\end{cases}$$

(6)

Here $0 \leq c_i^t \leq M$. Since $M = 3$ for our data, a score of 0 would mean that each of the characteristics of the simulated product $S_i^t$ matched with a corresponding characteristic in household $i$’s actual product purchases in week $t$; a score of 1 would mean that any two out of three were matched (i.e. 1 mismatch); 2 that only one could be matched (2 mismatches) and 3 that none of $S_i^t$’s characteristics matched with any of the actual purchases. Note that a score of 0 in most cases imply an exact SKU match as well (except when multiple products are purchased within a week).

The set of best parameter values for agent $i$, $\Omega_i^c$ is found in the following manner. First, we define a binary variable $\psi^t_i(\omega_p^1)$, which is used to judge whether a characteristic matching score is "good" enough, which in turn is used to determine the optimal $\omega_p^1$.

**Definition 1** The parameter value $\omega_p^1$ is considered optimal for agent $i$ in week $t$, if it is less than the mean city-block distance over all parameter values in week $t$, i.e.

$$\psi^t_i(\omega_p^1) = \begin{cases} 
1, & \text{if } c_i^t(S_i^t(\omega_p^1)) \leq \frac{1}{25} \sum_{p=0}^{24} c_i^t(S_i^t(\omega_p^1)) \\
0, & \text{otherwise}.
\end{cases}$$

As before, an overall score $C^i(\omega_p^1)$ is obtained for each parameter setting by averaging over all purchase weeks:

$$C^i(\omega_p^1) = \frac{1}{|T_i|} \sum_{t \in T_i} \psi^t_i(\omega_p^1).$$

(7)

Finally, the set of optimal parameter values for agent $i$ is defined as,

$$\Omega_i^c = \left\{ \omega_p^1 \mid C^i(\omega_p^1) = \max_p \left( C^i(\omega_p^1) \right), p = 0, 1, \ldots, 24 \right\}.$$

(8)

As before, an overall score $C^i(\omega_p^1)$ is obtained for each parameter setting by averaging over all purchase weeks:

$$C^i(\omega_p^1) = \frac{1}{|T_i|} \sum_{t \in T_i} \psi^t_i(\omega_p^1).$$

(7)

Finally, the set of optimal parameter values for agent $i$ is defined as,

$$\Omega_i^c = \left\{ \omega_p^1 \mid C^i(\omega_p^1) = \max_p \left( C^i(\omega_p^1) \right), p = 0, 1, \ldots, 24 \right\}.$$
See Figure 8(b) for a distribution of calibrated $\omega_1$ across all agents for the city-block metric case. Once the $\Omega^b_i$ and $\Omega^c_i$ sets have been identified for each agent/household, we proceed with the final stage in the analysis – that of testing our model with the out of sample data.

4.3 Testing

The model testing exercise is carried out on out of sample transactions data covering weeks 39 to 52. For each agent $i$, we now use both the sets $\Omega^b_i$ and $\Omega^c_i$ in multiple runs. The use of either set $\Omega^b_i$ or $\Omega^c_i$ is dependant on the type of validation being carried out, i.e whether macro or micro level respectively. By definition, $\Omega^b_i \subseteq \Omega^c_i$ and we could have just used the former for prediction. However, given that the objective of micro-validation is to parameterize the utility function on the basis of individual preferences, ignoring elements in $\Omega^c_i - \Omega^b_i$ is essentially loss of agent specific information.

It is very likely that the cardinality of these sets is greater than one, and so, for each agent one parameter value $\omega_1 \in \Omega^b_{i,c}$ is selected at random. As before, at each purchase week the agent makes a choice from that week’s product choice set using the parameterized utility function. The variability that is introduced through random choice of suitable parameter values necessitates the need for a Monte-Carlo type analysis and so the simulation is run 100 times for each agent. We select the modal value, or the product that is purchased the maximum number of times in a week among the 100 runs, as that week’s predicted choice.

Since choice of quantity is not a part of the behavioral model, it is matched from the actual data in the testing phase. If the simulated choice is identical to the actual choice, the quantity bought by the agent is copied from the data. If however, the simulated and actual choices do not match, then agent is made to purchase a quantity, $q$ of the product. Quantity $q$ is calculated using the average liquid volume (pack size) per transaction of the household $vol^i$, which is calculated on the first six months of data. Define,

$$q = \min\left\{ n \in \mathbb{Z} \mid n \geq \frac{vol^i}{x^i_S} \right\}$$

where $x^i_S$ is the pack size of product $S$ (the simulated purchase of $i$), implying that the purchase for that week satisfies the household’s average liquid volume purchase per transaction. In the characteristic matching (micro-level) validation, purchase quantities need not be considered.

4.4 The benchmark

A random choice model is used as a benchmark to compare the results of the model described above. This random model is based on probability distributions generated from the data itself. All transactions from week 1 to week 38 are jointly used to generate the vector of probabilities $(P_1, \ldots, P_j, \ldots, P_{55})$, such
that,

\[ P_j = \frac{N_j}{N} \quad \forall j \in [1, 55] \]

where \( N_j \) is the number of transactions in which SKU \( j \) was purchased, and \( N \) is the total number of transactions. As defined above, \( P_j \) represents the average market share of SKU \( j \) within weeks 1 to 38. Note that this random model disregards the effect of heterogeneity in individual consumer preferences as well as specific price effects. By definition, it captures the observed market level preferences, without considering any underlying factors which led to the observations.

As part of the experimental procedure, each agent is then made to choose from all SKUs based on the probability distribution generated above. The choice of purchased quantity by each agent is decided in the same manner as defined in 4.3. As before, the experiments are run a 100 times for each agent and the modal value considered as the simulated/predicted choice.

### 4.5 Notes on validation

A caveat is necessary to clarify some aspects of the validation methodology developed for the model.

First of all, a single data set has been used in the whole exercise to initialize, calibrate and test the model. The authors acknowledge the need to carry out some form of “cross-validation” with related data sets in order to test the robustness of this methodology. Several possibilities arise in this regard. The most straightforward one is to establish this method within a different product category from the same source (i.e. transactions from another group of products within LeShop in this case). The set of consumers would most likely be a different one, with some intersection between the two. It would also be possible to establish the same methodology using transactions data from a different source as long as the data structure is more or less similar (i.e. transactions carry information about individuals’ purchase of products, which link up with standardized product characteristic descriptions). An interesting deviation from the above would be to track consumer households across different shopping channels to test for the consistency of the model – assuming that most consumers are largely consistent in their shopping habits across channels. This would involve initialization and calibration of households within one data set and testing it in another.

All three methods of cross validation are currently being tested and comparable results have been achieved in most product categories with a few specific exceptions (an interesting and open research question remains on why this is so). Unfortunately, current restrictions on the dissemination of the results based on some of this data prevents us from discussing them any further here.

Additionally, a simplifying procedure is followed with regard to the quantity chosen by agents in the testing phase of the model, although market share – the key component in macro validation – is a function of quantity. This work specifically focusses on the choices of product and product characteristics made by
households, and modelling quantity choice is beyond scope here. Predicting the quantity of products bought by any household involves a number of household specific factors (size, storage capacity, durability of the product etc.) which are not available in the current data. More information regarding the households themselves and their shopping habits are required in order to incorporate this into the model.

5 Simulation Setup

The simulation is designed such that each virtual agent represents one consumer household in the data within a Matlab environment. The simulation consists of 2435 agents whose behavior is defined by the model described above. Each agent represents an unique household in the data, with parameter set \((\lambda_i, \omega^1_i)\), where \(\lambda_i = (\lambda^1_i, \lambda^2_i, \lambda^3_i)\). Note that, \(\lambda_i \in [0, 1]^3\) and \(\omega_i^1 \in [0, 1]\). As mentioned earlier, ideal point \(\lambda_i\) is initialized using the first partition of the data, which leaves \(\omega_i^1\) as the only parameter to be calibrated using the second partition.

At every time step in the simulation, agents choose one product from a subset of 55 total products. We do not make the assumption that all products were available at all weeks covering the simulation but use the transactions table to determine the available choices.

**Definition 2** A product \(k \in K\) is considered to be within the available set in any week \(t\), if there is at least one transaction in the real data involving \(k\) in week \(t\).

Moreover, the only information that we have from the transaction table is which product was bought at what price/discount in a certain week by a customer, but not what the prices and discounts were of all alternatives that were available to him. Given that this information is required to evaluate the relative utility of all products by the representative agent, we once again compute this from the transactions table.

**Definition 3** For any product \(k\), the price (discount) listed in time step \(t\) is the average price (discount) corresponding to all the transactions involving \(k\) in that particular week \(t\).

An agent, when facing the set of available choices, simply looks up the corresponding prices and discounts from a table for that particular week.

If a household made a purchase within a given week, then the agent representing the household is provided with a choice set of products which includes those that were purchased in reality plus all the “available” alternatives. The agent evaluates the prices, discounts, product characteristics and selects the one product which maximizes its utility. The following rules are implemented in the simulation:

- The quantity of fruit juice purchased by the household in the data determines the quantity purchased by the agent.
• If the household made no purchases that week then no purchase is made by the agent.

These rules are essentially simplifying the model but as mentioned before, we are not modelling incidence or quantity bought, just the choice itself. Once the purchase decision has been made by an agent in a given week, the simulation then progresses by one time-step to the next week. The purchase made by the agent is recorded at each time-step.

6 Results

Out of sample (weeks 39 to 52) predictions and goodness of fit results are presented separately for the market (macro) and household (micro) levels. Results from the random model are used for comparison. In order to differentiate between the main model and the benchmark, we refer to them as the ABM and the Random model respectively.

6.1 Market Level

At the level of the market as a whole, the models are tested on the basis of a comparison between predicted and actual market shares. Given the large number of products, we group them on the basis of brands and flavors. Table 2 reports the degree of accuracy with which the simulated market shares match the actual ones in the data. We provide two measures – the average relative difference between the actual and simulated market shares per brand/flavour \( r_{b/f} \) and the correlation coefficient \( c_{b/f} \) between the two. For each brand \( b \), \( r_b \) and is computed as:

\[
r_b = \frac{1}{14} \sum_{t=1}^{14} \frac{|S_b^t - A_b^t|}{A_b^t}
\]

where \( S_b^t \) and \( A_b^t \) are the simulated and actual market shares of \( b \) in week \( t \). \( r_f \) is computed similarly for each flavor \( f \). Both measures considered together indicate how well the models perform in terms of capturing the volatility in the market.

The key results from the macro-level validation is presented in Table 2 can be summarized as follows. First, for most brands and flavors, the ABM predicts the direction of change of market shares very well. It performs reasonably well with regard to the magnitude of market shares, although not as accurately as the prediction of direction. Second, both the correlation coefficient as well as the relative difference is significantly better in the ABM for brands/flavors which have high market shares overall than those which are in the lower end. Generally, brands with market shares consistently less than 2% of the market are difficult to predict whereas the others are well predictable either in direction or both in direction and magnitude. The pattern within flavors is similar as well (with the threshold around 8% of market share), but with one important difference - as compared to brands, the average prediction is better in magnitude (0.44
Table 2: Comparison of mean relative distance ($r_b$) and correlation coefficient ($c_b$) between predicted and actual market shares for ABM versus random model.

<table>
<thead>
<tr>
<th>Brand</th>
<th>ABM r_b</th>
<th>ABM c_b</th>
<th>Random r_b</th>
<th>Random c_b</th>
<th>Flavor</th>
<th>ABM r_f</th>
<th>ABM c_f</th>
<th>Random r_f</th>
<th>Random c_f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isola</td>
<td>0.56</td>
<td>0.75</td>
<td>0.82</td>
<td>0.37</td>
<td>Kid’s Drink</td>
<td>0.73</td>
<td>0.22</td>
<td>0.66</td>
<td>0.29</td>
</tr>
<tr>
<td>Danone</td>
<td>0.63</td>
<td>0.36</td>
<td>0.72</td>
<td>-0.28</td>
<td>Grape Fruit</td>
<td>0.97</td>
<td>0.14</td>
<td>0.49</td>
<td>-0.20</td>
</tr>
<tr>
<td>Mickey’s Adventures</td>
<td>0.83</td>
<td>0.0</td>
<td>0.80</td>
<td>-0.23</td>
<td>Nectar</td>
<td>0.32</td>
<td>0.05</td>
<td>0.69</td>
<td>0.14</td>
</tr>
<tr>
<td>Oasis</td>
<td>0.67</td>
<td>0.23</td>
<td>0.68</td>
<td>0.39</td>
<td>Pineapple</td>
<td>0.42</td>
<td>0.30</td>
<td>0.52</td>
<td>0.14</td>
</tr>
<tr>
<td>Capri Sonne</td>
<td>0.20</td>
<td>0.78</td>
<td>0.46</td>
<td>0.38</td>
<td>Apple</td>
<td>0.36</td>
<td>0.59</td>
<td>0.42</td>
<td>0.16</td>
</tr>
<tr>
<td>Granini</td>
<td>0.55</td>
<td>0.64</td>
<td>0.80</td>
<td>0.41</td>
<td>Multi-fruit</td>
<td>0.30</td>
<td>0.88</td>
<td>1.37</td>
<td>-0.33</td>
</tr>
<tr>
<td>Michel</td>
<td>0.31</td>
<td>0.36</td>
<td>0.57</td>
<td>0.57</td>
<td>Orange</td>
<td>0.12</td>
<td>0.59</td>
<td>0.47</td>
<td>-0.56</td>
</tr>
<tr>
<td>Obi</td>
<td>0.73</td>
<td>0.24</td>
<td>0.65</td>
<td>0.26</td>
<td>Other fruit</td>
<td>0.31</td>
<td>0.55</td>
<td>0.27</td>
<td>0.49</td>
</tr>
<tr>
<td>Nectar</td>
<td>0.41</td>
<td>0.46</td>
<td>0.52</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rohnes C</td>
<td>0.33</td>
<td>0.76</td>
<td>0.59</td>
<td>0.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ramseier</td>
<td>0.23</td>
<td>0.86</td>
<td>0.71</td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Havelaar</td>
<td>0.33</td>
<td>0.95</td>
<td>0.51</td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actilife</td>
<td>0.29</td>
<td>0.43</td>
<td>0.69</td>
<td>-0.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>0.70</td>
<td>0.89</td>
<td>1.05</td>
<td>-0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gold</td>
<td>0.14</td>
<td>0.76</td>
<td>0.43</td>
<td>-0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Average 0.53 0.57 0.67 0.16 Average 0.44 0.45 0.61 0.01

against 0.53) but worse in direction (0.45 against 0.57). Equivalent values for the Random model are far worse, for most brands and flavors (Mickey’s Adventure in brands and Kid’s Drink, Grape Fruit and Other fruit are the only exceptions).

Overall, the ABM significantly outperforms the Random model in predicting the volatility in the market. Note that choice of quantity (number of SKU’s being purchased) is not endogenous in the model, that is, it is not a decision variable for the agents although pack size is. Figures 1 and 2 show the predictions of the ABM versus actual market shares of a selected set of brands and flavors over weeks 39 through 52. The rest of the brands and flavors can be found in Figures 5, 6 and 7 in the Appendix.

Table 3 presents the number of weeks a brand or a flavor has been on promotion within the 14 week period. As can be seen, incidences of promotions in the form of price discounts were quite rare for most brands, but not so when product groupings are grouped as flavors. Yet actual market shares of both product groupings exhibit high volatility, *which is also picked up by the ABM simulation*, driven through SKU level choices. Agents differ from one another in terms of how strongly they react to price changes and inherent preferences. Since different attribute combinations are under promotion at different times, varying responses to promotions by any one agent as well as across agents lead to the high volatility in the simulations. On the other hand, the Random model, which disregards individual level preferences and price responses, is unable to pick up on market share movements either in direction or magnitude both at the level of attributes as well as on the average. However, as mentioned before, examination of the household/micro level choices made by individual households is necessary
in order to establish the validity of the model.

6.2 Household Level

The performance of the models at the micro level provides the basis of their performance at the macro level. A counting scheme similar to that of the city-block metric is used to test the model at the micro level. The accuracy of predictions in household’s choice of characteristics is measured, in each dimension of the characteristic space independently, as well as jointly along subsets of dimensions. Given a particular dimension within the characteristic space and for any given household, the number of times a correct prediction is made along that dimension, is estimated. And for measuring the joint predictions along all dimensions, the number of times the simulation respectively predicts 3, 2, 1 and 0 characteristics correctly is also estimated for every household, irrespective of what those characteristics are. The former implies finding the proportion of times the model correctly predicts the choice along a dimension, independent of other characteristic dimensions. The latter implies a joint prediction “score” per household per transaction (as defined in (6)). Note that a score 0 for agent $i$ implies that, $i$’s choices in the simulation matched the corresponding real house-
Figure 2: Weekly market share predictions of ABM versus actuals of selected flavors. Solid line - predicted; dotted - actual

hold’s purchase in all dimensions, while a score of \( r \), where \( 0 < r \leq 3 \), implies only \( 3 - r \) characteristics matched correctly. Table 4 and Figure 3 summarizes the results for the ABM and Random models.

Part 1 of Table 4 indicates that the household specific SKU choice was predicted correctly 35.74\% of the times in the ABM and 2.1\% in the Random model, from a pool of 8213 transactions in total. The total 8213 transactions incorporate households for whom all 100\% of the transactions were correctly predicted, as well as households for whom none were correct and those for whom predictions were only partially correct. This distribution is presented in Part 2 of Table 4 for ABM, which describes the break up of households in terms of accuracy of predictions jointly across subsets of characteristic dimensions. Each column indicates the distribution of households under a particular score. For instance, and importantly as well, for 24.43\% of the households, all product characteristics from all their transactions were correctly predicted. For the small percentage of cases where multiple brands/flavors and/or sizes are bought by the same household in the same transaction, we might be able to match all characteristics but not the product. This explains why the accuracy in SKU prediction (35.74\%) is slightly less than the mean of the proportion of Score 0 for all households (37.18\%). Also, it is only a minority of households (8.25\%
Table 3: Number of weeks within weeks 39 to 52, when brands and flavors are in promotion

<table>
<thead>
<tr>
<th>Brand</th>
<th>No. of weeks</th>
<th>Flavor</th>
<th>No. of weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isola</td>
<td>0</td>
<td>Kid’s Drink</td>
<td>0</td>
</tr>
<tr>
<td>Danone</td>
<td>0</td>
<td>Grape fruit</td>
<td>7</td>
</tr>
<tr>
<td>Mickey’s Adventures</td>
<td>0</td>
<td>Nectar</td>
<td>1</td>
</tr>
<tr>
<td>Oasis</td>
<td>0</td>
<td>Pineapple</td>
<td>5</td>
</tr>
<tr>
<td>Capri Sonne</td>
<td>0</td>
<td>Apple</td>
<td>4</td>
</tr>
<tr>
<td>Granini</td>
<td>4</td>
<td>Multi-fruit</td>
<td>10</td>
</tr>
<tr>
<td>Michel</td>
<td>2</td>
<td>Orange</td>
<td>11</td>
</tr>
<tr>
<td>Obi</td>
<td>0</td>
<td>Other fruit</td>
<td>2</td>
</tr>
<tr>
<td>Nectar</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hohes C</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ramseier</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Havelaar</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actilife</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gold</td>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

as seen in the Score 3 column), that predictions are inaccurate in all dimension for all transactions. Figure 3(a) summarizes mean and standard deviations graphically.

Part 3 of Table 4 and Figure 3(b) summarize the accuracy of household level predictions within each characteristic dimension individually. Flavor is definitely the characteristic which is most predictable, followed by the brand and finally the size, for both the ABM and the Random models. However, the ABM significantly outperforms the Random model in all three. The low degree of predictability of size is understandable given that it is likely to be influenced by individual consumption rates, frequency of visits to the shop, the incidence and size of promotions etc. - which have not been included in the behavioral model currently. Note that it is the low level of predictability of size which is pulling down the overall SKU prediction figure as well. If we discount product size, these results definitely indicate that ranking products based on attribute specific preferences and prices is able to mimic household level choice behavior significantly – thus establishing the overall validity of the simulation model.

7 Conclusion

This paper used a bottom-up simulation based approach in order to model the volatile fresh juice market within the CPG industry, using checkout data from an online supermarket as the basis for empirical validation. Virtual agents were designed using a simple behavioral model, were initialized, calibrated and finally tested on the basis of predictions made out of sample. The behavioral model took account of both the heterogeneity in preferences for product attributes as well as the heterogeneity in individual responses to pricing. A random choice
Table 4: Prediction Results at the Household Level for the ABM model. Numbers in parenthesis indicate the corresponding values for the Random model.

1. SKU Predictions

<table>
<thead>
<tr>
<th>Exact Matches</th>
<th>Number of Transactions</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2936</td>
<td>8213</td>
<td>35.74% (2.1%)</td>
</tr>
</tbody>
</table>

2. Characteristics Predictions

Joint across dimensions

<table>
<thead>
<tr>
<th>Percentage Accuracy (%)</th>
<th>Score 0</th>
<th>Score 1</th>
<th>Score 2</th>
<th>Score 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>24.43%</td>
<td>11.21%</td>
<td>10.14%</td>
<td>8.25%</td>
</tr>
<tr>
<td>75 - 100 (excl.)</td>
<td>4.56%</td>
<td>1.89%</td>
<td>2.75%</td>
<td>1.97%</td>
</tr>
<tr>
<td>50 - 75 (excl.)</td>
<td>11.13%</td>
<td>9.20%</td>
<td>10.88%</td>
<td>11.66%</td>
</tr>
<tr>
<td>25 - 50 (excl.)</td>
<td>7.97%</td>
<td>8.13%</td>
<td>9.16%</td>
<td>10.06%</td>
</tr>
<tr>
<td>0 - 25 (excl.)</td>
<td>51.83%</td>
<td>69.53%</td>
<td>66.98%</td>
<td>67.97%</td>
</tr>
</tbody>
</table>

Mean across hh. 37.18% 20.82% 21.94% 20.07%
Standard Deviation 21.21 17.17 17.01 15.94

3. Characteristics Predictions

Per dimension

<table>
<thead>
<tr>
<th>Brand</th>
<th>Flavor</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean across hh.</td>
<td>61.68%</td>
<td>73.52%</td>
</tr>
<tr>
<td></td>
<td>(5.9%)</td>
<td>(9.5%)</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>42.1425</td>
<td>35.6669</td>
</tr>
</tbody>
</table>

The model was used as a benchmark to compare the performance of the multi-agent model.

The validation methodology tested the model and its predictions at both macro and micro levels. The volatility seen in the market at the macro level, in terms of week to week market share movements of product groupings (brands and flavors), were captured by the model with high degree of accuracy – both in terms of direction of change and to a slightly lesser degree, the magnitude of change. The accuracy in predicting the volatile market at the macro level is driven by the accuracy in the prediction of choices of SKUs and various product attributes by individual households at the micro level. On the other hand, once the heterogeneity in the behavioral model is removed, as in the case of the benchmark, predictions at the micro level fall dramatically in accuracy and consequently, it is unable to capture the volatile market.

Although the approach used in the simulation is bottom up and multi-agent based, it lacks one key feature of a full fledged agent based model – agent to agent interactions through social networks. The data set used here does not allow us to go any further, for example to test the presence of networking ef-
Figure 3: Household level prediction mean and variation in the characteristics space.

The behavioral model itself can and should be enhanced in a number of ways. Instances of promotions can be incorporated explicitly into the analysis instead of being implicitly considered through the net price. Also, rationality is a strong assumption to impose on the agents and this can be relaxed in varying degrees to test for effects on market share evolution. The current model allows the researcher to incorporate cognitive elements explicitly within agent level behavior as well (such as static or shifting attitudes towards specific characteristics or characteristic dimensions), in line with [23]. Additionally, allowing for introduction of new products and exit of existing ones would be an interesting extension within the current framework. The last would be especially important
when examining the longer term dynamics of markets. Within this context, it would be interesting to analyze the effects of changing preferences (instead of static ideal points), changing attitudes and even development of social norms with regard to shopping behavior.

All in all, the current model’s simplicity, parsimony and ability to combine theory, simulation and real life data seamlessly should make it very appealing for researchers and practitioners alike. Moreover, the possibilities of enhancing this model in many directions makes it an exciting starting point and benchmark for future experimentation and analysis.
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Figure 4: Spread of distances of agents’ ideal points from the purchases with which the ideal points are calculated.
Figure 5: Predicted and actual weekly market shares of brands. Solid line - predicted; dotted - actual.
Figure 6: Predicted and actual weekly market shares of brands (Cont.). Solid line - predicted; dotted - actual
Figure 7: Predicted and actual weekly market shares of flavors. Solid line - predicted; dotted - actual.
Figure 8: Distribution of optimal $\omega_1$ across all agents for each calibration type. For agents with multiple optima, the average is considered.