Newspeak and Truffle: A Platform for Grace?
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Abstract

The Newspeak language had a strong influence on Grace’s language design: Is a Newspeak interpreter a good starting point for a Grace implementation?

Truffle is a framework for interpreter implementation and leverages the Graal just-in-time (JIT) compiler to offer state-of-the-art performance to dynamic languages. But does it fulfill the promise, and at which cost?

This talk is a review of about two years of work on a Grace implementation based on SOMNs called Moth. What did we achieve? How compliant is Moth with the specification? How much of SOMNs can we reuse to support Grace? Does Truffle live up to the promise?

1 Why another Grace implementation?

Perhaps the first question to answer when deciding to implement a language is the goal of the new language implementation. While widely used languages benefit from new implementations simply by exposing ambiguity and holes in the specifications, for Grace there are not yet enough users to justify such an investment.

From the outset, Grace was designed as a language for teaching and research. Looking at its four or five implementations, we see that most of them are interpreters (Kernan is an interpreter built in C#) or compilers to other languages (Minigrace compiles to C and JavaScript). None of these implementations focus on performance. Performance can be a major hurdle for some research questions. For instance, metadata protocols have been considered impractical for about twenty years, until it could be shown that their performance issues can be solved [Marr et al. 2015]. Similarly, there is an open question about whether gradual typing can be supported efficiently in a practical implementation [Takikawa et al. 2016]. While efficiency was not a goal of the language design [Black et al. 2010], the language should not gratuitously include features that cannot be implemented efficiently. Grace’s current design now includes several features (gradual typing, a deeply nested object model, language extension via dialects, inheritance from “fresh objects”, method aliasing over inheritance) that are sufficiently novel or complex that their efficient implementation cannot be taken for granted. To validate the language design, then, we need to demonstrate an implementation that achieves performance comparable with contemporary implementations of competing languages. This means the performance goal for our new Grace implementation (called “Moth” [Hopper 1947]) is to reach performance on a level comparable to JavaScript. We aim to reach that goal without requiring a custom VM, a team of 100 engineers, and resources that even large companies struggle to provide.

2 How do Newspeak and Truffle fit into the mix?

Self [Chambers et al. 1989] and Newspeak [Bracha et al. 2010] had a major influences on Grace’s design. Self inspires Grace’s foundation upon objects, rather than classes, and its view of computation as requesting messages. Newspeak inspires Grace’s ubiquitous nesting used to represent related abstractions, and in particular, to simulate classes with objects.

As such, an early idea was that one may be able to adopt an existing Newspeak implementation with comparably little effort to execute Grace programs. This intuition was confirmed with a one-week effort of getting Grace running on top of a Newspeak implementation simply by translating the AST from an existing Grace parser.

SOMNs is a Newspeak implementation on top the Truffle framework and the Graal JIT compiler [Würthinger et al. 2013, 2017]. SOMNs is implemented as an abstract-syntax-tree (AST) interpreter, which represents the language semantics directly as AST nodes. Compared to more traditional compilers and bytecode interpreters, an AST interpreter can avoid most compile-time analyses of the input program, and realize all aspects of the language semantics at run time. While this approach drastically simplifies an implementation, doing essentially all the work of checking and evaluating a program at run time means that a naïve AST interpreter will be slow. SOMNs leverages the Java Virtual Machine, Graal compiler, and Truffle framework so that its AST interpreter reaches the performance of V8 JavaScript [Marr et al. 2016]. This made SOMNs appealing as platform for a new Grace implementation that has performance as a major goal.
While we reached the main goal that we aimed for, there are a number of issues that still require more engineering and research. Sometimes the language specification does not yet specify concrete semantics. One such example is a fairly basic aspect: numbers. While it is said that Grace must support at least a number type with at least 51 bits of precision, it also says that a full specification of numeric types is yet to be completed. Unfortunately, this is in tension with the choices made in SOMs, which has two distinct numeric types. SOMs Doubles are 64bit IEEE 754 floating point numbers, while SOMs Integers are arbitrary precision integers with an optimization for 64bit values. At the moment, Moth adopts SOMs’ model, which leads to strange effects. The most noticeable is perhaps the proliferation of .asInteger method requests which turn a Grace number literal (encoded as a SOMs Double), into an SOMs Integer to take advantage of integer specific library methods and optimizations.

Other issues are simply an incomplete implementation. For example, Grace’s for loop uses a range syntax from..to. But in Moth, we typically rely on SOMs’ #to:do: method of Integer. The main reason here is that some of these bits simply have not yet been implemented. For most parts, we rely on the SOMs standard library, which means that Moth does not necessarily feel like a proper Grace would.

Other aspects require more research. For instance the support forGrace’s dialects is not yet completed. While basic elements work, we do not usually use control flow constructs such as if (.) then {} else {} from the dialect. Instead, we request Newspeak’s #ifTrue:ifFalse: on a boolean object. The main reason here is that dialects are not yet optimized in the same way as SOMs builtin classes that offer such control structures. For best performance, we therefore avoid things like if/then. At this point, we do not yet have a good solution to optimize dialects reliably. The use of simple heuristics would mean that the optimization would apply only sometimes, but not always, which could lead to unexpected results.

As mentioned in section 3, we rely on Kernan for parsing. Our initial versions of Moth included a custom parser for Grace. Unfortunately, this turned out to take much more engineering time than we would have wished, and we gave up on it for the moment.

Another issue that remains unsolved is the tension between breaking with SOMs’ implementation decisions, and the appeal of being able to adopt SOMs’ maintenance changes comparably effortlessly. An ideal Grace implementation would depart from SOMs and chose the simplest possible way to realize Grace semantics. However, this would mean that we have to change SOMs more extensively than we have done so far. While this could lead to an overall smaller code base, and a system that may be easier to understand, it would also mean more effort for maintaining Moth. For instance, keeping up to date with the Truffle library requires work. Similarly, SOMs is actively developed and some of its features such as support for various concurrency models, or the
language server protocol for IDE support, may be relevant in the future. Thus, ideally, any improvements in these parts would be easily adoptable, which would be hampered by more extensive customizations of the SOMs core.

5 Nothing is perfect

Moth is a reasonable approximation of Grace. Newspeak, as expected, was a fairly good foundation for Grace. The similarities outweigh the differences, and SOMs, with a good understanding of how Truffle works in general, enables changes to the language semantics in a more direct way than a source translator or compiler would.

As seen in fig. 1, the peak performance of Moth is 1.2x (min. 0.8x, max. 2.2x) slower than Node.js and therefore reaches our set goals. With such a peak performance, we can evaluate ideas with a good chance of generalizing to state-of-the-art systems. Thus, we are confident that Moth will enable us to pursue a wider range of research questions with Grace.
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