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Nano cerium oxide (CeO2) is a promising supercapacitor material, but the effect of 

morphology on charge storage capacity remains elusive. To determine this effect, three 

different morphologies, nano-rods, cubes and particles are synthesized by a one-step 

hydrothermal process. Electrochemical evaluation through cyclic voltammetry and 

galvanostatic charge-discharge techniques reveals specific capacitance to be strongly 

dependent on the nanostructure morphology. The highest specific capacitance in nano-rods 

(162.47 F g-1) is due to the substantially larger surface area relative to the other two 

morphologies, and the predominant exposure of the highly reactive {110} and {100} planes. 

At comparable surface areas, exposed crystal planes exhibit a profound effect on charge 

storage. The exposure of highly reactive {100} planes in nano-cubes induce a greater specific 

capacitance compared to nano-particles, which are dominated by the less reactive {111} 

facets. The experimental findings are supported by reactivity maps of the nanostructures 

generated by molecular dynamics simulations. This study indicates that supercapacitors with 

higher charge storage can be designed through a nanostructure morphology selection strategy.  
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1. Introduction 

The Internet of Things (IoTs) is a network of thousands of smart sensors, actuators and other 

devices interconnected through a digital medium that can have dramatic impacts on our daily 

lives. IoTs can monitor a variety of systems like power grids, wind turbines and traffic 

surveillance.[1-3] The sensors connected to these networks can work independently and in 

tandem with other devices to collect monitoring data that can significantly improve the overall 

performance of systems. More importantly, monitoring various crucial parameters helps to 

predict the failure of systems, before they can actually happen.[4] The huge potential and 

remarkable applications of IoTs have lead to their widespread usage. [5] With the proliferation 

of these sensors and actuators, comes the concern of their energy autonomy;[6-8] in an effort to 

develop green and sustainable systems, energy harvesters could be used to power them. 

However, the intermittent nature of renewable energy sources mandates the use of an 

appropriate electrical energy storage device (EED) alongside the harvesters.[9]  

The nature of applications for these sensors requires EEDs with high power densities and long 

cycle life. Pseudocapacitors are a type of EED that stores charge by fast redox reactions. Due 

to the rapid surface and sub-surface redox reactions, pseudocapacitors exhibit higher energy 

densities than traditional electrolytic double layer capacitors (EDLCs), which work by the 

accumulation of electrolyte ions onto the surface of the active material. They also show power 

densities higher than conventional batteries. These advantages, combined with the very high 

cycle life (almost 10x that of conventional batteries), make pseudocapacitors an excellent fit 

to power the remote sensors and actuators, in the IoTs network. Besides being used as a 

standalone EED, they can also be used in combination with batteries and other EEDs.[10, 11] 

Though RuO2 is the gold standard for pseudocapacitor materials, the high toxicity and even 

higher cost has limited its large-scale commercialization.[12, 13] As a result, other redox active 

metal oxides that can potentially replace RuO2 have predominantly been tested as 

pseudocapacitor material; these include: MnO2, NiO, CoOx, V2O5, etc. [14-23] However, these 
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metal oxides also suffer from various problems like dissolution, poor cycle life and high cost. 

Besides metal oxides, various materials like metal chalcogenides, MXenes, polymers and rare 

earth oxides are also being tested as alternate active material for  pseudocapacitors.[24-27] 

One such material- cerium oxide (CeO2), a rare earth oxide, is gaining a lot of attention due to 

its surplus availability, very low toxicity, highly reversible oxidation states (3+/4+), no phase 

change at operational conditions and low cost.[28-36] Though nano CeO2 is a relatively new 

supercapacitor material, its unique properties have found extensive use in a wide range of 

other applications; like catalytic converters, oxygen storage, solid oxide fuel cells, and 

biosensors. 

Although highly redox active, CeO2 does not exhibit a 2D layered structure or have 1D 

tunnels in the structure, like traditional EED materials, which provide pathways for 

insertion/exertion of ions. As a result, bulk CeO2 cannot be used to assemble a practical EED. 

However, this limitation can be successfully overcome by adopting a nanostructuring strategy. 

Nanostructuring CeO2 boosts its surface area to volume ratio to a very large amount.[37, 38]  

Like many other metal oxides, CeO2, a ceramic material, suffers from an inherently low 

electrical conductivity. Thus, nano CeO2 has been used as supercapacitor material, often in 

combination with carbonaceous materials like graphene, reduced graphene oxide (rGO), 

graphene oxide, nitrogen doped reduced graphene oxide and carbon nanotubes.[29, 30, 39-42] 

Supporting CeO2 over these carbonaceous material improves the conductivity and thereby 

increases charge storage. Padmanathan et al. showed that CeO2 nanoparticles and carbon 

coated CeO2 nanorods synthesized by a simple hydrothermal process exhibits a specific 

capacitance of 381F g-1 and 400 F g-1 respectively.[43] Further, doping with metals has also 

shown to improve the capacitance. Ag and Pt doped CeO2, in combination with rGO, have 

been shown to exhibit up to five times and ten times, respectively, higher specific capacitance 

over their undoped counterparts.[31] The specific capacitance can also be improved by 

increasing the specific surface area. A larger specific surface area exposes more redox active 
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sites to the electrolyte, thereby yielding higher charge storage. Sandipan et al. used this 

strategy and synthesized CeO2 nanostructures using a metal organic framework (MOF) 

sacrificial template. The obtained nanostructure retained the open structure of the template 

and displayed a high surface area. These MOF derived CeO2 nanostructures, when used with 

KOH electrolyte, exhibited charge storage close to its theoretical capacitance (560 F g-1). In 

case of a K4Fe(CN)6 doped KOH electrolyte, the same material showed a higher specific 

capacitance of 1204 F g-1 at a current density of 0.2 A g-1. [44]  

The small form factor and remote location of sensors, in IoTs, dictate size restrictions on the 

EEDs. This has directly led to the advent of micron-sized supercapacitors which use nano-

sized active material for charge storage.[45] Considering the minuscule amounts of active 

material used in these EEDs, it is crucial to optimize them for maximum charge storage. In 

light of this matter, nanostructures synthesized with highly reactive exposed crystal planes 

could be employed to maximize energy storage; as such nanostructures have shown enhanced 

performance in a variety of application.[46-48] Recently, it has been shown that CeO2 

nanostructures dominated by highly reactive crystal planes exhibited increased oxygen 

storage[49] and catalytic activity.[50] [51] Thus, morphological control of CeO2 nanostructures 

will also have an effect on electrochemical charge storage, as highly reactive planes will 

undergo higher redox activity. Nanostructures dominated by highly reactive planes can also 

display better rate capability due to the improved rate of redox reactions.  

Recently, we reported the shape controlled synthesis of different CeO2 nanostructures by a 

one-step hydrothermal synthesis method and also established a morphological phase diagram 

for the same.[52] However, the relationship between the morphology of nanostructured CeO2 

and crystal plane effect on charge storage capacity has not yet been reported. In this regard, 

three different morphologies; namely, CeO2 nano-particles (CNPs), CeO2 nano-rods (CNRs) 

and CeO2 nano-cubes (CNCs) were engineered to contain specifically exposed 

crystallographic planes. All of these nanostructures were synthesized through a one-step 
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hydrothermal process by varying the reaction temperature and the concentration of the 

precursors. The effects of surface area and differentially exposed planes of the nanostructures 

on the supercapacitance have specifically been analyzed using different electrochemical 

techniques. Our experimental evidence is supported by molecular dynamics models and 

discussed within the relevant literature. 

 

2. Results and discussion  

 

2.1. Structural Characterization of CeO2 nanostructures  

The XRD patterns of CNR, CNC, and CNP are shown in Figure1 b). All the peaks in the 

XRD spectra were effectively indexed as (111), (200), (220), (311), (222), (400), (331), and 

(420) plane reflections, of the pure cubic fluorite phase (JCPDS 34-0394, space group Fm3-

m). CNPs and CNRs showed broader peaks, which is associated with smaller crystal size and 

higher lattice strain. The sharp peaks in CNCs suggested a larger crystal size and lower lattice 

strain. Crystallite size of all three nanostructures was calculated using the Scherrer formula (D 

= kλ/Bcosθ), where D is the mean crystallite size, k is a crystallite dependent shape factor, λ is 

the X-ray wavelength, B is the full width at half maximum intensity and θ is the Bragg Angle. 

The calculated crystallite sizes of CNRs, CNCs, and CNPs were 39.77 nm, 52.14 nm, and 

27.79 nm, respectively. 

Figures 1 c)-h) show the TEM and HRTEM images of the as-obtained CNP, CNR, and CNC. 

The uniform CNPs from Figure 1 c) displayed size ranging from 15 to 20 nm. The clear 

lattice fringes from the HRTEM image in Figure 1 f) can be attributed to (111) and (200) 

planes, which have interplanar spacings of 0.31 nm and 0.28 nm, respectively. This indicated 

that the CNPs were octahedral in shape enclosed by {111} and truncated by {100} facets. The 

CNR in Fig 1 d) exhibited lengths spanning 150–200 nm and widths of 10–20 nm. Figure 1 g) 

depicts an HRTEM image of a CNR revealing three lattice fringes representing the (111), 

(220), and (200) planes, with interplanar spacings of 0.31 nm, 0.19 nm, and 0.28 nm, 
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respectively. The CNRs were enclosed by (111), (220), and (200) planes and showed a 1D 

growth along the [110] direction. Figure 1 e) shows a TEM image of as-prepared CNCs, 

which displayed size ranging 20–40 nm. The HRTEM image of CNCs in Figure 1 h) shows 

clear (200) lattice fringes with an interplanar spacing of 0.28 nm, which suggested CNCs 

exposed just the {100} surfaces. 

It can be seen from Figures 2 a)-c) the atomistic models of the nanostructures generated by 

computer simulations is in accord with our experimentally synthesized nanostructures. The 

CNPs exhibited an octahedral structure enclosed by eight {111} and six {100} planes. CNRs 

showed growth in the [110] direction and were enclosed by the {100} and {110} planes, and 

CNCs were bound by six {100} planes. The {100} surfaces in CeO2 were less stable 

compared to {111} and may facet into {111} surfaces. Close inspection of the CNRs and 

CNCs revealed considerable faceting of {100} surfaces into {111} together with steps and 

edges. In addition, the corners were not atomistically flat; rather they also faceted to {111}. 

Brunauer-Emmett-Teller (BET) surface areas of the CNR, CNP and CNC were estimated to 

be 61.18 m2 g-1, 44.01 m2 g-1 and 38.27 m2 g-1 respectively. These surface area values are in 

good agreement with previously reported values in literature.[49] The surface area of CNR was 

~50% greater than the other morphologies, whereas, CNC and CNP had comparable surface 

areas. Since charge storage in supercapacitors is predominantly a surface phenomenon, the 

large difference in surface area implies that CNR could yield better supercapacitor 

performance than CNC and CNP.  

2.2. Electrochemical properties of CeO2 nanostructures  

The supercapacitor performance of CNR, CNP and CNC were first analyzed by cyclic 

voltammetry (CV) in 3M KOH electrolyte between -0.1 V and 0.45 V at various scan rates 

from 5 to 100 mV s-1. Figures 3 a)-c) show typical CV curves of CNR, CNP and CNC at 

different scan rates. A rectangular shaped CV is a characteristic feature of EDLC type charge 

storage.[53] It is clear from Figure 3 a)-d) that the CV curves of all three nanostructures clearly 
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exhibit a non-rectangular shape, which suggests that the charge storage in CeO2 

nanostructures was predominantly pseudocapacitance.[43] The CV curves show a pair of redox 

peaks which correspond to oxidation and reduction of nano CeO2 (Ce4+ ↔ Ce3+). The redox 

process is the basis of charge storage and this mechanism can be expressed by the following 

faradaic reaction: 

!!Ce
IVO2 +K

+ + !e− ↔CeIIIO.OK +

.             (1) 

Besides the redox process, charge storage could be attributed to two other mechanisms when 

the electrode is immersed into the electrolyte: The first is the classical EDLC type charge 

storage. This is a non-faradaic mechanism that results from the accumulation of electrolyte 

ions onto the interface between the electrode surface and the electrolyte. The second is 

another faradaic mechanism, which is due to the reversible electrochemical adsorption of the 

electrolyte cations onto the electrode surface. This can be expressed as follows:  

!!(CeO2)surf +K
+ +e− ↔ (CeO2K + )surf .            (2) 

The latter two mechanisms of charge storage are restricted to the surface of the electrode. 

However, redox type charge storage (pseudocapacitance) is not restricted to the surfaces of 

the electrode material and can also occur in the sub-surface redox active sites.[28] 

A linear increase in anodic and cathodic peak current with increase in scan rate is observed 

from Figure S2 suggesting fast kinetics of the redox reactions. Peak shifts were also observed 

in the CV curves of all three morphologies. This results from the high diffusion resistance at 

higher scan rates, which shifts the anodic peak current slightly to the positive side and the 

cathodic peak current slightly to the negative side. The redox peaks clearly visible even at a 

high scan rate of 100 mV s-1 signified fast redox reactions and high kinetic reversibility of the 

electrode. [54, 55] 

For the same scan rate and normalized mass, it can be observed from Figure 3 d) that the area 

enclosed by the CV curve is highest for CNR, which is followed by CNC and CNP. This 
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clearly suggested that the charge storage among the three morphologies followed the order 

CNR > CNC > CNP. From the CV curves, the specific capacitance (SC) of the electrodes can 

be calculated by the following equation: 

!!
SC =

ivdv∫
2µmΔV                (3) 

where SC is the specific capacitance (F g-1), v is the potential (V), i is the response current (A) 

in the CV curve, µ is the scan rate (mV s-1), m is the mass (g) of the active electrode material 

and ∆V is the potential range. The specific capacitances of CNR, CNC and CNP were 61.55 F 

g-1, 45.30 F g-1 and 27.01 F g-1 respectively, at a scan rate of 100 mV s-1 and 130.20 F g-1, 

119.22 F g-1 and 63.76 F g-1 respectively, for a scan rate of 5 mV s-1.  

The specific capacitance decreases with increasing scan rate (Figure 4d). At lower scan rates, 

the electrolyte ions have ample time to diffuse into the electrode material. This allows for 

charge storage not only at the surface available redox active sites but also at the interior redox 

active sites in the bulk of the material, which can be attributed to the high specific 

capacitance.[56, 57] However, this was not the case at higher scan rates, where the diffusion of 

the electrolyte K+ ions becomes limited. The limited diffusion results in underutilization of 

the available redox active sites in the electro-active material, which directly translates into 

lower specific capacitance as charge storage is mostly limited to the surface of the electrode 

material.[58]  

To further understand the supercapacitor properties of the three CeO2 morphologies, 

galvanostatic charge- discharge (GCD) measurements were carried out in a potential range 

between -0.1 V and 0.45 V. Figures 4 a)-c) show typical GCD curves of CNR, CNP and CNC 

at different current densities from 1 A g-1 to 32 A g-1. It can be seen that the discharge portion 

of the curve first shows an iR drop, which is due to the internal resistance of active electrode 

material. This is followed by a small region where the potential linearly varies with time, 

which is due to the EDLC type charge storage. The third is a predominant non-linear region, 
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which is associated with pseudocapacitive charge storage.[59-61] The specific capacitance, SC 

of all electrodes can be estimated from the GCD curves using equation (4). 

!
SC = IΔt

mΔV
                (4) 

where I is the current (A), ∆t is the discharge time (s), ∆V is the potential window (V) and m 

is the mass (g) of the active electrode material. The specific capacitances of CNR, CNC and 

CNP were 162.47 F g-1, 149.03 F g-1, and 97.72 F g-1 at 1 A g-1, and, 58.59 F g-1, 50.23 F g-1, 

and 20.52 F g-1 at 32 A g-1. The pattern of results obtained from GCD is in clear agreement 

with the results from the CV curves.  

The specific capacitance decreases monotonically with an increase in current density (Figure 

4 e). It can be observed from Figures 4 d) and e), the SC of CNRs was consistently much 

higher than other nanostructures. The highest SC in CNRs can be attributed to two factors: 

high surface area and exposure of highly redox active crystal planes. As stated previously, the 

specific surface area of CNRs was almost 50% higher than CNCs and CNPs. This high 

surface area implied a higher number of redox active sites were exposed to the electrolyte. 

This can explain the better performance of CNRs, as charge storage in supercapacitors is 

primarily a surface phenomenon. Furthermore, the exposure of highly reactive {110} and 

{100} surfaces also accounted for the high SC.  

Although high surface area is crucial for charge storage, at comparable surface areas, it is 

inferred that exposed crystal planes has a more profound effect on charge storage. For 

instance, it can be observed from Figures 4 d) and e), despite a slightly lower surface area, 

CNCs exhibit higher charge storage than CNPs. The higher surface area of CNPs may 

facilitate it with higher EDLC type charge storage, as this type of charge storage is directly 

proportional to the surface area accessible to the electrolyte. [62] However, the primary 

mechanism of charge storage in nano CeO2 is pseudocapacitance.[28, 43] Thus, CNCs, with a 

large exposure of high energy crystal planes that favor redox reactions, exhibited higher SC 
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than CNPs. From Figure 4 e) it can be seen that CNRs and CNCs consistently exhibit better 

rate capability than CNPs. For example, at a high current density of 8 Ag-1, the SC of CNRs 

and CNCs reduced to 78.15 F g-1 and 70.74 F g-1, respectively, but the SC of CNPs reduced to 

38.22 F g-1. This indicates that the exposure of highly reactive surfaces - {110} and {100} in 

CNRs and {100} in CNCs equip these nanostructures with better rate performance than the 

low energy {111} dominated CNPs. Table 1 lists the particle size, specific surface area, 

exposed planes and specific capacitance of all three morphologies. 

Thus, our results in contrast to EDLC type material, clearly indicate that even with a high 

surface area, crystalline pseudocapacitive materials can yield low SC values in the absence of 

highly redox-active exposed crystal planes. This is in good agreement with previous reports 

that state surface area has a limited effect on charge storage in pseudocapacitive materials. [15, 

56, 63] 

The longtime cyclic performance of CNRs, CNPs, and CNCs were also evaluated. Figure 4 f) 

shows the cyclic performance of the electrodes cycled for 1000 cycles in GCD at 10 A g-1. All 

morphologies showed excellent cyclic stability with only a slight decrease in SC after 1000 

continuous cycles. CNRs and CNCs showed about 90.1% and 88.3% capacitance retention. 

CNPs exhibited slightly lower capacitance retention at 86.4%. The slight decrease in SC can 

be attributed to a number of factors. During the charge-discharge process, the active materials 

were exposed to repeated mechanical expansion/contraction due to the insertion/exertion of 

the electrolyte ions. This process could lead to the detachment of the loosely bound active 

material. Also, the repeated mechanical strain could force the aggregation of some 

nanostructures. Aggregated nanostructures would expose a lower number of redox active sites 

and increased internal resistance, which contribute towards the capacitance fade.[31, 43] 

 

2.3. MD simulated Reactivity Maps of CeO2 nanostructures  

Molecular dynamics simulations were used to further understand the effect of different 
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exposed crystal planes on the supercapacitance of CeO2 nanostructures. As stated previously, 

pseudocapacitance is linked to the ability of nano CeO2 to be reduced. The conversion of Ce4+ 

to Ce3+ leads to the formation of oxygen vacancies. As a result, crystal planes with easily 

removable oxygen ions are more redox active and will offer higher redox type charge storage 

compared to crystal planes with strongly bound oxygen ions. Thus, it can be inferred that the 

amount of redox type charge storage of the crystal planes can be predicted by calculating their 

respective oxygen vacancy formation energies. Previous research based on Density Functional 

Theory (DTF) calculations have demonstrated that different surfaces possess different 

enthalpies of reduction. It is easier to remove oxygen from the {110} surface compared to 

{100} and {111} surfaces. The most stable {111} surface has the highest reduction enthalpy 

as expected. However, the lowest is associated with the {110} surface rather than the least 

stable {100} surface, which is due to a higher oxygen concentration at the {110} surfaces 

compared to the {100} surfaces. [64]  

While DFT has been used to calculate the reduction energies on low index CeO2 surfaces, the 

computational cost is high and therefore only perfect surfaces can be considered. Conversely, 

for nanoparticles and nanorods, there is considerable structural perturbation and ionic 

relaxation emanating from: surface steps, edges corners, point and extended defects, such as 

dislocations and grain boundaries. Clearly, the reduction energy at a corner site would be very 

different from the perfect planer surface and each atom site would likely be associated with a 

different reduction energy. Accordingly, to determine the reduction energy associated with a 

ceria nanomaterial, a model of the whole nanomaterial is required. A ceria nanomaterial 10 

nm in diameter typically comprises about 30,000 atoms, which is computationally prohibitive 

to consider quantum mechanically. Accordingly, classical mechanics is required to capture the 

effect of nanostructuring on the reducibility. 
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Previously, we showed that the Madelung energy of surface oxygen species is correlated with 

the energy required to extract it (oxygen vacancy formation energy). [65] Accordingly, the 

Madelung energy provides a rapid and computationally inexpensive measure of reducibility, 

and hence pseudocapacitance, for different nanostructures. [66] Figures 5 a)-c) show images of 

the model nanoparticle, nanorod, and nanocube, colored according to their Madelung energy. 

[67, 68] Visual inspection of the models reveals regions on the surfaces of the CeO2 

nanomaterials that can (energetically) be easily reduced (colored red) and regions that are 

relatively more difficult to reduce (colored blue). It is also evident that CNRs and CNCs have 

more surface sites that are redox active compared to the CNPs, which may help explain their 

higher specific capacitance.  

In general, the simulations reveal that oxygen ions on {100} surfaces are energetically easier 

to remove as compared to the oxygen on {111} surfaces for both the CNPs and CNRs. [69] [64] 

This suggests that high energy {100} surfaces are more redox active than low energy {111} 

surfaces. [70] It can also be observed that the corners, edges and rifts are more active than 

plateau {111} surfaces. We note that the CNRs and CNCs had higher proportions of {100} 

compared to {111} surfaces; all six of the CNCs surfaces were {100}. At comparable surface 

areas, the higher exposure of the more reactive planes equips CNCs with better energy storage 

than CNPs. Though CNCs and CNRs expose a large number of redox active crystal planes, 

the significantly higher surface area equips CNRs with the highest charge storage among the 

three nanostructures. Thus, from an energy perspective, our experimental results (SC of CNR 

> CNC > CNP) is supported by the simulation data that showed CeO2 nanostructures with a 

higher number of {110} and {100} planes are more redox active than their {111} dominated 

counterparts. 

We note that the reduction energies of individual Ce atoms can be very different – even on the 

same surface. For example, if one inspects Figure 5 b), one can see that {111} surface regions 

are both blue and red; some sites are easy to reduce (red), while others are energetically more 
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difficult (blue). This can be attributed to the structural complexity including: steps, edges, 

corners and ionic relaxation at curved surfaces. Such insight is currently not possible using 

quantum mechanical methods and therefore classical mechanics can provide unique insight. 

Moreover, stating that a particular (perfect) surface is reducible is overly simplistic and could 

even be incorrect because of the structural complexity of a nanomaterial. This argument also 

helps explain why a nanomaterial is catalytically more active than the parent (bulk) material 

that exposes reactive {100} surfaces. 

The merit of this work lies in understanding the fundamental effect of exposed crystal planes 

on charge storage in CeO2 nanostructures. From electrochemical and M.D studies it is clear 

that exposed crystal planes play a crucial role in charge storage. It can be observed that even 

with a low surface area, the exposure of highly reactive crystal planes in the nanostructures 

leads to increased charge storage. And a combination of high surface area and exposure of 

highly reactive planes is needed for maximum charge storage. To the best of our knowledge, 

we show here for the first time, supercapacitance as evidenced by the calculated reducibility, 

using full atom-level models. These cost-effective MD simulations could potentially be 

employed to improve the charge storage performance of other crystalline material systems 

beyond cerium oxide.   

We are cautious not to suggest that a direct correlation exists between pseudocapacitance and 

the relative areas of redox active surfaces because the situation is more complex. In particular, 

during our MD simulations, we observe some faceting of CeO2 {100} and {110} surfaces into 

{111} surfaces, which is thermodynamically driven to reduce the surface energy of the 

nanomaterial. Nevertheless, some CeO2 {100} and {110} surfaces remain and the 

nanomaterial still has to navigate the high curvature and therefore redox active sites, such as 

atoms on steps, edges, and corners - are still exposed. Figures S3, S4 and S5 shows atom level 

models of CeO2 nanostructures where CeO2 {100} and {110} surfaces have facetted into 

CeO2 {111}. 
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3. Experimental Section 

 

3.1. Materials 

Cerium nitrate hexahydrate (Ce(NO3)3.6H2O), sodium hydroxide (NaOH) and potassium 

hydroxide (KOH) were all purchased from Aldrich Chemical Co. (Milwaukee, WI). All 

reagents were used without any additional purification. 

3.2. Synthesis Procedure 

The procedure to selectively synthesize different morphologies, CNPs, CNRs and CNCs, uses 

a template free hydrothermal process by varying the caustic condition, time and temperature 

of the reaction. The details of which can be found in Sakthivel et al.[52] Briefly, appropriate 

amounts of Ce(NO3)3.6H2O and NaOH were separately mixed to 20ml of deionized water (DI 

H2O). The two solutions were then mixed together with vigorous stirring. The thoroughly 

mixed solution was transferred to a Teflon lined stainless-steel autoclave to about 85% 

capacity. Finally, the sealed autoclave was placed in an electric oven and held at 80-160 °C 

for 6-24 h to yield different CeO2 morphologies. After this hydrothermal process, the pale 

yellow precipitates (CNP or CNR) or the white precipitates (CNC) were collected, washed 

several times and then dried at 70°C for 12h. The schematic of the synthesis process is 

depicted in Figure 1a). 

3.3. Electrochemical Measurements 

The electrochemical measurements were performed in a three electrode configuration with 

3M KOH aqueous electrolyte at room temperature. A Pt mesh and saturated Ag/AgCl 

(saturated NaCl) were used as the counter and reference electrode respectively. Nickel (Ni) 

foam was used as the current collector. Before fabricating the working electrode, the Ni foam 

was cleaned thoroughly by first ultrasonicating in 1M HCl for 5 min, followed by 

ultrasonication in ethanol for 15 min. The cleaned Ni foam was then dried and stored for 

future use. The working electrodes were fabricated by thoroughly mixing nano CeO2 with 
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carbon black and polytetrafluoroethylene (PTFE, Alfa) in an 85:10:5 mass ratio. A small 

volume of N-methyl-2pyrollideone (NMP, Alfa) was then added to this mixture to aid the 

formation of a homogeneous slurry. This slurry was applied on to a clean Ni foam and dried 

under vacuum overnight at 120°C. All working electrodes were 1 cm x 1 cm in dimension and 

contained approximately 2-3 mg of active material loaded. The electrochemical measurements 

were carried out using a potentiostat (Bio-logic). CVs were measured over a voltage range of 

-0.1 V to 0.45 V at sweep rates from 5 to 100 mV s-1. GCDs were measured over the voltage 

range of -0.1 V to 0.45 V at specific currents from 1 to 32 A g-1.  

3.4. Instrument Characterization 

The X-ray diffraction (XRD) patterns of the different CeO2 nanostructures were acquired 

using a Rigaku D/MAX diffractometer with a Cu X-ray source from 15° to 80° at a scan 

speed of 2°/min. The shape and size of the nanostructures were analyzed using high-

resolution transmission electron microscopy (HRTEM; Philips Tecnai 300kV). Surface area 

measurements were performed using the Brunauer–Emmett–Teller (BET) nitrogen adsorption 

method (Quantachrome Nova-e surface area analyzer). The specific surface areas of all three 

CeO2 morphologies were obtained by N2 absorption-desorption isotherms at 77 K. All surface 

area measurements were performed after degassing the nanostructures under vacuum at 

120 °C for 8 h.  

3.5. Computational Methods 

Atom-level models of a ceria nanoparticle, nanorod and nanocube were generated using 

previously developed methods.[71, 72] Specifically, MD simulation using the DL_POLY 

code,[73, 74] was used to amorphise and then crystallize each nanostructure. Simulating 

crystallization enables microstructural features, such as exposed (reactive) surfaces and 

surface faceting, intrinsic point defects, grain-boundaries, and evolution of dislocations: all 

analogous to the real nanomaterial. The atoms were then colored according to their Madelung 

energies along a gradiented scale.[71] 
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4. Conclusion 

In summary, we report the influence of morphology on the supercapacitance of CeO2 

nanostructures using electrochemical techniques and molecular dynamics derived reactivity 

maps. Three different morphologies were synthesized by a one-step hydrothermal process. 

Electrochemical studies showed the supercapacitance of nanostructured CeO2 followed the 

order: nano-rods > nano-cubes > nano-particles. Our findings indicate the difference in 

supercapacitance among the nanostructures is heavily influenced by two factors. The first is 

the specific surface area.  A high specific surface area exposes a large number of redox active 

spots that facilitate pseudocapacitance type charge storage. This is clearly observed in the 

case of CeO2 nano-rods, which has ~50% more surface area than the other two morphologies. 

The substantially high surface area facilitates CeO2 nano-rods with the highest 

supercapacitance. The second is the type of the crystal plane exposed by a specific 

morphology. At comparable surface areas, morphologies that expose high-energy crystal 

planes, which are easily reduced and oxidized, exhibit higher charge storage. This was clearly 

observed in the case of CeO2 nano-cubes that exhibited higher supercapacitance than CeO2 

nano-particles due to the higher exposure of the more reactive {100} planes, despite a slightly 

lower specific surface area. Selecting CeO2 nano-rods over CeO2 nano-particles could lead up 

to a two-fold increase in the charge storage capacity. Thus, this work provides a promise in 

designing supercapacitors with improved charge storage through a nanostructure morphology 

selection strategy. 
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Figure 1. Synthesis and physical characterization of different CeO2 nanostructures. a) 
Synthesis schematics of CeO2 nanostructures through a one-step hydrothermal technique. b) 
XRD patterns of CNR, CNC and CNP. c)-e) TEM images and f)-h) HRTEM images of CNP, 
CNR, and CNC, respectively.  
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Figure 2. Atomistic models of CeO2 nanostructures generated by MD simulations. Ce 
atoms colored white and oxygen colored red. MD simulation revealed a) CNP exhibits an 
octahedral morphology with {111} truncated by {100} surfaces. b) CNRs are enclosed by 
{100} and {110} surfaces and show a unidirectional growth in the [110] direction. c) CNCs 
exposed six {100} surfaces. The MD simulations are in good agreement with TEM images. 
 
 

 
 

Figure 3. Electrochemical characterization of CeO2 nanostructures in 3M KOH. CV 
curves of a) CNRs, b) CNCs and c) CNPs at potential scan rates from 5 mV s-1 to 100 mV s-1. 
d) Comparison of the CV curves of the three morphologies at a scan rate of 100 mV s-1. The 
SC shows a strong dependence on morphology and followed the order: SC of CNR > CNC > 
CNP. 
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Figure 4. Supercapacitor performance of CeO2 nanostructures. Galvanostatic charge 
discharge curves of a) CNRs, b) CNCs and c) CNPs, at current densities from 1 A g-1 to 32 A 
g-1. Specific capacitance of CeO2 nanostructures as a function of d) scan rate and e) current 
density. f) Cyclic performance of CeO2 nanostructures at 10 A g-1. The higher SC of CNRs 
can be attributes to the large difference in surface area and high exposure of the more redox 
active {100} and {100} surfaces. Though CeO2 nano-cubes and CeO2 nano-particles have 
comparable specific surface areas, the high exposure of more active {100} facets in CeO2 
nano-cubes facilitate them with higher SC.  
 

 
 

Figure 5. Reactivity maps of nanostructures predicted through Madelung energy. a) 
CNPs, b) CNCs and c) CNPs. Atoms colored according to calculated Madelung energy – red-
white-blue gradient scale indicates low to high Madelung energy. The image shows that 
atoms on the {100} surfaces have predominantly low Madelung energies, which indicates 
they more easily reduced compared to ions on the {111} surface. It can be observed corners 
and edges are more reactive than the plateau {111} surface.   
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Table 1. Summary of the characterization performed on three different nano CeO2 
nanostructures. 

	  
CeO2	  nano-‐

rods	  
CeO2	  nano-‐

cubes	  
CeO2	  nano-‐
particle	  

TEM	  particle	  
size	  [nm]	  

W	  10-‐20	  
L	  100-‐200	  

20-‐40	   15-‐20	  

Specific	  
surface	  area	  

[m2	  g-‐1]	  
61.18	   38.27	   44.01	  

Exposed	  
planes	  

{100}	  +	  {110}	  
+	  {111}	  

{100}	   {111}	  +	  {100}	  

Specific	  
capacitance	  
@1A/g	  [F	  g-‐1]	  

162.47	   149.03	   87.73	  

 
 
 


