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Has there been a change in the knowledge of GP registrars between 2011 and 2016 as measured by performance on common items in the Applied Knowledge Test?

Catherine A. Neden, Claire Parkin, Carol Blow and Aloysius Niroshan Siriwardena

ABSTRACT

The aim of this study was to assess whether the absolute standard of candidates sitting the MRCGP Applied Knowledge Test (AKT) between 2011 and 2016 had changed. It is a descriptive study comparing the performance on marker questions of a reference group of UK graduates taking the AKT for the first time between 2011 and 2016. Using aggregated examination data, the performance of individual ‘marker’ questions was compared using Pearson’s chi-squared tests and trend-line analysis. Binary logistic regression was used to analyse changes in performance over the study period. Changes in performance of individual marker questions using Pearson’s chi-squared test showed statistically significant differences in 32 of the 49 questions included in the study. Trend line analysis showed a positive trend in 29 questions and a negative trend in the remaining 23. The magnitude of change was small. Logistic regression did not demonstrate any evidence for a change in the performance of the question set over the study period. However, candidates were more likely to get items on administration wrong compared with clinical medicine or research. There was no evidence of a change in performance of the question set as a whole.

Introduction

Within general practice training, there is controversy about the significant difference in pass rates between cohorts of candidates [1]. This has raised questions about training and assessment processes, as well as the standards, as assessed by the performance in selection tests, of candidates commencing training [2,3].

Various methods are used to assess competence in postgraduate medical assessments according to the model described by Miller [4]. The multiple choice format is widely used in medical examinations as it is deemed to be valid, reliable and efficient [5]. In the context of general practice, the Applied Knowledge Test (AKT) is the mandatory high stakes computer based knowledge test component of the Membership of the Royal College of General Practitioners (MRCGP) examination [6]. Institutions awarding qualifications such as the RCGP must be confident in the validity of their assessment processes [7].

One function of the MRCGP is to set standards of practice and to provide assurance that doctors have the knowledge required to work as independent general practitioners in the UK. For the AKT, the standard is set using Angoff’s method [8]. This method sets a criterion-based standard which is maintained by a process of linear equating until the next Angoff meeting (usually held triennially), according to methods described by Bandaranayake [9].

Previous work on the American Board of Internal Medicine examination between 1983 and 1988 compared performance on pairs of common items [10]. The authors noted a cumulative decline in the performance of US graduates from US medical schools over this time and an improvement in performance of non-US citizens from foreign medical schools - although this group was smaller and heterogeneous. In the UK, considering the Part 1 (the multiple-choice component) of the Membership of the Royal College of Physicians (MRCP), McManus found a decline in performance on marker items in the test between 1985 and 2002. A separate study looking specifically at the papers from 1996 and 2001 showed a significant reduction in performance [11].
Selection into General Practice specialty training uses a competency-based approach and selection scores correlate with end point examination scores [12–14]. In considering AKT scores, factors such as changes in selection or the inherent popularity of a specialty, may be confounding factors when considering changes in scores. Differential attainment in medical examinations is a widespread but poorly understood phenomenon [15–17]. Differential performance in the Clinical Skills Assessment (CSA) of the MRCGP was the subject of a judicial review in 2014. This differential was most marked between UK medical graduates and international medical graduates [1].

Although a decline in performance of candidates has been demonstrated in the American Board of Internal Medicine and the UK MRCP examinations, this has not previously been considered in the context of UK General Practice and the MRCGP examination. The aim of this study was to assess whether the absolute standard of candidates sitting the MRCGP Applied Knowledge Test (AKT) has changed over time.

**Methods**

**Design**

This was a descriptive longitudinal study comparing performance on marker items of a reference group of UK graduates taking the AKT for the first time at one of the 14 sittings of the examination between October 2011 and January 2016 (labelled as AKT13–AKT26). The AKT is a 200-item machine-marked test. Routinely collected data about candidates includes the stage of training and place of primary medical qualification as well as gender, age and number of previous attempts. The items are selected from a question bank and sample across the GP curriculum. Each test included several marker items which have been used on two or more occasions, with the question and answer unaltered, and with a point biserial on psychometric analysis was >0.2.

The chosen reference group of UK graduates taking the test for the first time was the largest cohort being relatively homogeneous in terms of previous undergraduate training. This approach was consistent with that taken by other researchers in the field [3]. International medical graduates were excluded as they represented a relatively heterogeneous group in terms of training background and performance. Candidates resitting the test were excluded as their performance differs for various reasons [18–20].

Of the marker questions used since AKT 13, those that had been used on four or five occasions were included. Those used three times or less were excluded as they were less likely to give reliable data given the inherent variability of the data.

**Data collection**

Aggregate performance data for the reference group of candidates for each of the marker items were extracted from the RCGP examination database by the psychometric adviser supporting the AKT. This was entered into IBM SPSS statistics for analysis. An independent researcher checked a sample of the data entered for accuracy.

**Data analysis**

The data for each question were in a binary format (correct or incorrect) for each time of administration. Each question was classified according to the curriculum area being tested. Given that the data were categorical, Pearson’s chi-squared test was used to look for statistical differences between times of administration [21]. Data for each question were viewed separately to obtain a trend-line analysis using Microsoft Excel v14. Binary logistic regression, using IBM SPSS statistics, of the whole data-set was used to test performance of questions overall, and the three categories of question (administration, research or clinical medicine) over time [22].

**Results and analysis**

Details of the total candidature for each sitting of the examination are included in Table 1. The study group varied between 559 candidates in AKT14 and 959 in AKT 24. The AKT question bank contains over 3000 questions, 222 of which have been used as marker questions. Over the study period, four of these were used on five occasions and 45 on four occasions. Data from these 49 questions were used in this study. Of these, 10 tested administration areas of the GP curriculum, six tested evidence based medicine and the remainder clinical medicine.

**Analysis of the performance of individual marker questions**

The value of Pearson’s chi-squared was calculated for each of the questions. This compared the frequency of a correct response for the item for each of the sittings of the AKT in which it had been used. The chi-squared value showed statistically significant differences between the different sittings of the AKT for 32 of the 49 questions studied. There was no obvious difference in question category between the questions that demonstrated a difference from those that did not (Table 2). However, the Pearson’s chi-squared test considers differences between groups but does not test for a chronological trend. It does not take account the order of administration of questions at different AKT sittings either.
The data for each question were examined using Microsoft Excel® v14.7.1, adding a trend line to obtain a graphical representation of the data trends for each question. To estimate the relationship between the correct response rate and time, the equation of this trend line was calculated using Microsoft® Excel® v14.7.1. This is determined using the least squares method. \( R^2 \) was calculated as a measure of the ‘fit’ of this line to the data. The value of \( R^2 \) lies between 0 and 1, and is the proportion of the variation...
that can be explained by the linear relationship [23]. The trend line had a positive value for 23 of the marker questions and a negative value for 26. This is shown in Figure 1. However, in the majority of cases, actual values were small and the $R^2$ value was greater than 0.8 in only seven cases. This suggests that the accuracy of the line of best fit was limited for the majority of questions.

**Analysis of the combined question data-set**

Each AKT paper includes a defined selection of items from the question bank and decisions were based upon performance on these items as a whole. Thus, it is considered appropriate to consider performance upon a group of items in addressing the research question. Given that the data have a binary outcome variable (correct–incorrect), logistic regression (using SPSS) was used to test the following hypotheses:

*Null hypothesis $H_0 1$ = There is no difference in the standard of candidates for MRCGP as assessed by scores on AKT marker items between October 2011 and April 2016.*

*Null hypothesis $H_0 2$ = There is no difference between different major question categories (administration, evidence-based medicine and clinical medicine) in the standard of candidates for MRCGP, as assessed by scores on AKT marker items, between October 2011 and April 2016.

For this analysis, the questions were grouped according to the categories used for setting the test and reporting the results (clinical medicine, administration and evidence-based medicine). Clinical medicine was used as the baseline category for the analysis as described by Kirkwood and Sterne [24]. As the questions were coded in SPSS with correct $= 0$ and incorrect $= 1$, the odds ratios were expressed in terms of comparison with the baseline group of candidates answering the item correctly. Given that the AKT diet term is an ordered, categorical variable, logistic regression was used to estimate the most likely value in the increase in the log odds for each sitting of the test. This tested for a linear association, with a constant increase in the log odds per unit increase in the exposure variable, between sittings of the AKT. The results of the logistic regression are summarised in Tables 3–5. The logistic regression output was evaluated according to the methods described by Peng, Lee and Ingersoll [25]. A logistic regression model is said to provide a better fit to the data if it demonstrates an improvement over the intercept (constant) only model.

**Primary outcome**

Logistic regression found no difference in terms of candidate performance with time between the different sittings of the AKT (OR = 1.010 95% CI 1.007–1.013). Thus, the null hypothesis ($H_0 1$) is accepted. The significant value of Wald statistic suggested that both the constant and the effect of time should be included in the model. However, the inferential goodness of fit statistic (Hosmer–Lemeshow) was significant ($p < 0.05$) suggesting that there was not a good model fit of data. The low value of Nagelkerke’s $R^2$ (a descriptive measure of goodness of fit) suggested that the variation was not explained by the predictors used in the model. This was supported by the high value of the -2 Log Likelihood (-2LL) ratio, suggesting that the accuracy of the model was limited. Thus, the results must be treated with caution.

**Secondary outcome**

Logistic regression found strong evidence that the odds of failing an administration category marker question was 1.13 times that of failing a clinical medicine question (OR = 1.13 95% CI 1.098–1.162). However, the odds of failing an evidence-based medicine question were significantly lower (OR = 0.857 95% CE 0.825–0.889).

Evaluating this model according to the principles described above, the Wald statistic was significant for each value of $\beta$ and the constant. The Hosmer–Lemeshow test was not significant, suggesting the model fitted the data. However, Nagelkerke’s $R^2$ suggested that only 2% of the variation was accounted for by this model, and this was supported by the high value of the -2LL ratio. In summary, there is little variation over time and it is presumed that most of this relates to other factors which might include candidate ability and learning.

**Discussion**

**Main findings**

This study aimed to test whether there had been a significant change in the standard of knowledge as measured by the score on AKT marker items between October 2011 and January 2016. Whilst statistically significant differences in the correct response rate (facility) were noted for 32 of the 49 questions, in the majority of cases, whilst there was test-to-test variation there was no consistent pattern. Significant and non-significant differences were seen for each of the categories of question used in the test.

This was in accord with the trend line analysis of the marker questions. There was no consistent trend in the performance of candidates on individual marker questions over the study period. The largest increase (steepest trend line) was noted for an administration question relating to prescribing regulations, whilst the largest falls were in two clinical medicine questions relating to the
management of long-term conditions and another relating to research terminology.

Logistic regression found no significant difference in candidate performance on the marker items considered as a whole over the duration of the study period. There were significant differences between the question categories with significantly higher odds of failing an administration question and lower odds of failing an evidence-based medicine question (compared to clinical medicine questions). This was in accord with Esmail and Roberts’ findings in the independent review of candidate performance in the MRCGP between 2010 and 2012. The authors reported that the mean score of UK graduates at their first sitting of the AKT was lower for administration questions compared to those of clinical medicine.

These differences reduced when the effect of time was introduced to the logistic regression equation. It should be noted that in all of these cases, the classification accuracy of the model used remained at 76.7% and this, taken alongside the statistical evaluations, suggests that these models only explain a small proportion of the variation seen. Any conclusions drawn regarding these results should be treated with caution. The use of logistic regression for an ordered variable (such as AKT diet) assumes a linear relationship and that the change in log odds between each interval is similar. It does not test for a non-linear association.

**Strengths and limitations**

The study explored an area not previously investigated. The data-set included information from a large number of candidates in 14 consecutive sittings of the test over 4.5 years. It included 161,129 responses from candidates to individual questions. Each question had been used on four or five occasions during the study period, giving a number of data points for comparison. There was no missing data to account for. The current process for setting the pass mark for the AKT uses Angoff’s methodology. The constancy of scoring in a group of marker questions over time affirms the continued use of linear equating.

There were several limitations to the study. The study used questions that had been administered at least four times. Although statistically this improved the accuracy of each question used, a consequence was that a relatively small number of questions were included in the analysis. There was heterogeneity in the nature of knowledge being tested by these questions, which limited the ability to consider sub-categories of question in the analysis, particularly in the clinical medicine domain. A further study considering a larger number of questions administered over a longer period would be valuable since the period adopted in this study may be too short for trends to emerge.

The data-set was in aggregated format. It was limited to a group of UK graduates taking the test for the first time, as it was considered that this group would be similar in terms of educational background and experience. This study was not able to take account of the known differences between ethnic groups, in terms of academic performance, in the data analysis. These differences have been described in the context of undergraduate and postgraduate examinations [1,15]. Differences in other demographic features such as age and gender, which are known to affect performance in the AKT, could not be included [27,28]. It was not possible to explore any linkage with any other data such as that from selection into GP training. Future work is needed to address and explore these differences further. Assessing whether there is differential attainment between any of these groups is important in demonstrating fairness in a licensing examination. Restricting the study group to those taking the test for the first time means that it is not possible to add to the debate upon the reuse of items in an MCQ test.

**Comparison with existing literature**

Publications from other medical colleges have demonstrated a decline in the standard of candidates [11,26]. This had not previously been considered in the context of the MRCGP and this study does not demonstrate any change over a period of 4.5 years. The study by Norcini et al. (1991) [26] tested for differences in the mean scores of items that were common to two pairs of specific test papers, and it may be that this design allowed for more precise analysis. However, these sets of questions were derived from an examination lasting two days and it would not have been possible or appropriate to adopt this method for items drawn from a 200-item, three-hour test.

**Implications for policy, practice and research**

To maintain the trust of the wider community, the medical profession needs to be open to scrutiny about self-regulation. Part of this is a requirement for transparency about how standards for licensing are set and implemented. Quality assurance of all elements of the examination is essential. This study appears to confirm the stability of performance on marker items and affirms their use in standard setting processes. It contributes to this by validating the use of linear equating in setting the pass mark for an individual AKT paper.
Conclusion
When differences between different times of administration of individual questions are considered, there are statistically significant differences in the rate these were correctly answered. These do not appear to follow a consistent trend since the raw data shows variation around the mean. When considered in the context of an examination, this is unlikely to be significant from the candidate's perspective. This study has not demonstrated any change in the knowledge of candidates for the AKT as measured by performance on a subset of marker questions between October 2011 and January 2016, using logistic regression.
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