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Abstract

We study rational solutions of the Boussinesq equation, which is a soliton equation solvable by the inverse scattering method. These rational solutions, which are algebraically decaying and depend on two arbitrary parameters, are expressed in terms of special polynomials that are derived through a bilinear equation, have a similar appearance to rogue-wave solutions of the focusing nonlinear Schrödinger (NLS) equation. Further the rational solutions have an interesting structure as they are comprised of a linear combination of four independent solutions of the bilinear equation. Rational solutions of the Kadomtsev-Petviashvili I (KPI) equation are derived in two ways, from rational solutions of the NLS equation and from rational solutions of the Boussinesq equation. It is shown that these two families of rational solutions of the KPI equation are fundamentally different and a unifying framework is found which incorporates both families of solutions.

1 Introduction

“Rogue waves”, sometimes known as “freak waves” or “monster waves”, are waves appearing as extremely large, localized waves in the ocean which have been of considerable interest recently, cf. [40, 77, 88, 93]. The average height of rogue waves is at least twice the height of the surrounding waves, are very unpredictable and so they can be quite unexpected and mysterious. A feature of rogue waves is that they “come from nowhere and disappear with no trace” [13, 14]. In recent years, the concept of rogue waves has been extended beyond oceanic waves: to pulses emerging from optical fibres [38, 39, 76, 101]; waves in Bose-Einstein condensates [23]; in superfluids [63]; in optical cavities [82], in the atmosphere [102]; and in finance [114, 115]; for a comprehensive review of the different physical contexts rogue waves arise see [87]. The most commonly used mathematical model for rogue waves involves rational solutions of the focusing nonlinear Schrödinger (NLS) equation

\[ i\psi_t + \psi_{xx} + \frac{1}{2} |\psi|^2 \psi = 0, \]

where subscripts denote partial derivatives, with \( \psi \) the wave envelope, \( t \) the temporal variable and \( x \) the spatial variable in the frame moving with the wave, see §2.

In this paper we are concerned with rational solutions of the Boussinesq equation

\[ u_{tt} + u_{xx} - (u^2)_{xx} - \frac{1}{3} u_{xxxx} = 0, \]  

which are algebraically decaying and have a similar appearance to rogue-wave solutions of the NLS equation (1.1). Equation (1.2) was introduced by Boussinesq in 1871 to describe the propagation of long waves in shallow water [24, 25]; see, also [109, 112]. The Boussinesq equation (1.2) is also a soliton equation solvable by inverse scattering [4, 5, 8, 34, 118] which arises in several other physical applications including one-dimensional nonlinear lattice-waves [106, 116]; vibrations in a nonlinear string [118]; and ion sound waves in a plasma [70, 98]. We remark that equation (1.2) is sometimes referred to as the “bad” Boussinesq equation, i.e. when the ratio of the \( u_{tt} \) and \( u_{xxxx} \) terms is negative. If the sign of the \( u_{xxxx} \) term is reversed in (1.2), then the equation is sometimes called the “good” Boussinesq equation. The coefficients of the \( u_{xx} \) and \( (u^2)_{xx} \) terms can be changed by scaling and translation of the dependent variable \( u \). For example, letting \( u \rightarrow u + 1 \) in (1.2) gives

\[ u_{tt} - u_{xx} - (u^2)_{xx} - \frac{1}{3} u_{xxxx} = 0, \]

which is the non-dimensionalised form of the equation originally written down by Boussinesq [24, 25].
There has been considerable interest in partial differential equations solvable by inverse scattering, the soliton equations, since the discovery in 1967 by Gardner, Greene, Kruskal and Miura [64] of the method for solving the initial value problem for the Korteweg-de Vries (KdV) equation

$$u_t + 6uu_x + u_{xxx} = 0. \quad (1.4)$$

During the past forty years or so there has been much interest in rational solutions of the soliton equations. For some soliton equations, solitons are given by rational solutions, e.g. for the Benjamin-Ono equation [81, 97] Further applications of rational solutions to soliton equations include: in the description of vortex dynamics [17–19]; vortex solutions of the complex sine-Gordon equation [20, 86]; and in the transition behaviour for the semi-classical sine-Gordon equation [26].

In §2, we discuss rational solutions of the focusing NLS equation (1.1), including some generalised rational solutions which involve two arbitrary parameters. In §3, we discuss rational solutions of the Boussinesq equation (1.2), also including some generalised rational solutions which involve two arbitrary parameters. Further the generalised rational solutions have an interesting structure as they are comprised of a linear combination of four independent solutions of an associated bilinear equation. In §4, we discuss rational solutions of the Kadomtsev-Petviashvili I (KPI) equation

$$(v_\tau + 6vv_\xi + v_{\xi\xi\xi})_\xi = 3v_{\eta\eta}, \quad (1.5)$$

which are derived in two ways, first from rational solutions of the focusing NLS equation (1.1) and second from rational solutions of the Boussinesq equation (1.2). In the simplest nontrivial case, it is shown that these two types of rational solutions are different. Further we derive a more general rational solution which has those related to the focusing NLS and Boussinesq equations as special cases and so provides a unifying framework. In §5 we discuss our results.

2 Rational solutions of the focusing nonlinear Schrödinger equation

The nonlinear Schrödinger (NLS) equation

$$i\psi_t + \psi_{xx} + \frac{1}{2}\sigma|\psi|^2\psi = 0, \quad \sigma = \pm 1, \quad (2.1)$$

is one of the most important nonlinear partial differential equations. In 1972, Zakharov and Shabat [119] developed the inverse scattering method of solution for it. Prior to the discovery that the NLS equation (2.1) was solvable by inverse scattering, it had been considered by researchers in water waves [21, 22, 117] (see also [1, 7, 8]). In 1973, Hasegawa and Tappert showed that optical fibres could sustain envelope solitons – both bright and dark solitons. Bright solitons, which decay as $|x| \to \infty$, arise with anomalous (positive) dispersion for (2.1) with $\sigma = 1$, the focusing NLS equation. Dark solitons, which do not decay as $|x| \to \infty$, arise with normal (negative) dispersion for (2.1) with $\sigma = -1$, the defocusing NLS equation.

Rational solutions of the focusing NLS equation (1.1) have the general form

$$\psi_n(x,t) = \left( 1 - 4 \frac{G_n(x,t) + i\tau H_n(x,t)}{D_n(x,t)} \right) \exp \left( \frac{1}{2}it \right), \quad (2.2)$$

where $G_n(x,t)$ and $H_n(x,t)$ are polynomials of degree $\frac{1}{2}(n+2)(n-1)$ in both $x^2$ and $t^2$, with total degree $\frac{1}{2}(n+2)(n-1)$, and $D_n(x,t)$ is a polynomial of degree $\frac{1}{2}n(n+1)$ in both $x^2$ and $t^2$, with total degree $\frac{1}{2}n(n+1)$ and has no real zeros. The polynomials $D_n(x,t)$, $G_n(x,t)$ and $H_n(x,t)$ satisfy the Hirota equations

$$4(tD_1 + 1)H_n \bullet D_n + D_2D_n \bullet D_n - 4D_2D_n \bullet G_n = 0,$$

$$D_nG_n \bullet D_n + tD_2H_n \bullet D_n = 0,$$

$$D_2D_n \bullet D_n = 8G_n^2 + 8t^2H_n^2 - 4D_nG_n,$$

with $D_x$ and $D_t$ the Hirota operators

$$D_x^l D_t^m F(x,t) \bullet F(x,t) = \left[ \left( \frac{\partial}{\partial x} - \frac{\partial}{\partial x'} \right)^l \left( \frac{\partial}{\partial t} - \frac{\partial}{\partial t'} \right)^m F(x,t)F(x',t') \right]_{x'=x,t'=t}. \quad (2.3)$$

2
The first two rational solutions of the focusing NLS equation (1.1) have the form [12, 15]

\[
\psi_1(x, t) = \left\{ 1 - \frac{4(1 + it)}{x^2 + t^2 + 1} \right\} \exp \left( \frac{1}{2}it \right),
\]
\[
\psi_2(x, t) = \left\{ 1 - 12 \frac{G_2(x, t) + itH_2(x, t)}{D_2(x, t)} \right\} \exp \left( \frac{1}{2}it \right),
\]

where

\[
G_2(x, t) = x^4 + 6(t^2 + 1)x^2 + 5t^4 + 18t^2 - 3,
\]
\[
H_2(x, t) = x^4 + 2(t^2 - 3)x^2 + (t^2 + 5)(t^2 - 3),
\]
\[
D_2(x, t) = x^6 + 3(t^2 + 1)x^4 + 3(t^2 - 3)^2x^2 + t^6 + 27t^4 + 99t^2 + 9,
\]

The solution \(\psi_1(x, t)\) given by (2.4) is known as the “Peregrine solution” [94]. Further

\[
|\psi_n(x, t)|^2 = 1 + 4 \frac{\partial^2}{\partial x^2} \ln D_n(x, t).
\]

Dubard et al. [35] show that the rational solutions of the focusing NLS equation (1.1) can be generalised to include some arbitrary parameters. The first of these generalized solutions has the form

\[
\hat{\psi}_2(x, t; \alpha, \beta) = \left\{ 1 - 12 \frac{\hat{G}_2(x, t; \alpha, \beta) + i\hat{H}_2(x, t; \alpha, \beta)}{\hat{D}_2(x, t; \alpha, \beta)} \right\} \exp \left( \frac{1}{2}it \right),
\]

where

\[
\hat{G}_2(x, t; \alpha, \beta) = G_2(x, t) - 2\alpha t + 2\beta x,
\]
\[
\hat{H}_2(x, t; \alpha, \beta) = tH_2(x, t) + \alpha(x^2 - t^2 + 1) + 2\beta xt,
\]
\[
\hat{D}_2(x, t; \alpha, \beta) = D_2(x, t) + 2\alpha t(3x^2 - t^2 - 9) - 2\beta x(x^2 - 3t^2 - 3) + \alpha^2 + \beta^2,
\]

with \(\alpha\) and \(\beta\) arbitrary constants, see also [36, 37, 73–75]. These generalized solutions have now been expressed in terms of Wronskians, see Gaillard [42–56, 59–61], Guo, Ling and Liu [66], Ohta and Yang [85]. We note that the polynomial \(\hat{D}_2(x, t; \alpha, \beta)\) has the form

\[
\hat{D}_2(x, t; \alpha, \beta) = D_2(x, t) + 2\alpha tP_1(x, t) + 2\beta xQ_1(x, t) + \alpha^2 + \beta^2,
\]

where \(P_1(x, t)\) and \(Q_1(x, t)\) are linear functions of \(x^2\) and \(t^2\). In Figure 2.1, plots of the generalised rational solution \(\hat{\psi}_2(x, t; \alpha, \beta)\) given by (2.7) of the focusing NLS equation for various values of the parameters \(\alpha\) and \(\beta\). The solution has a single peak when \(\alpha = \beta = 0\), which splits into three peaks as \(|\alpha|\) and \(|\beta|\) increase; this solution is called a “rogue wave triplet” in [16, 73] and the “three sisters” in [42].

### 3 The Boussinesq equation

#### 3.1 Introduction

Clarkson and Kruskal [32] showed that Boussinesq equation (1.2) has symmetry reductions to the first, second and fourth Painlevé equations (P₁, P₁₁, P₁Ⅳ)

\[
w'' = 6w^2 + z,
\]
\[
w'' = 2w^3 + zw + \alpha,
\]
\[
w'' = \frac{(w')^2}{2w} + \frac{3}{2}w^3 + 4zw^2 + 2(z^2 - \alpha)w + \frac{\beta}{w},
\]

with \(\tau = \partial z\), and \(\alpha, \beta\) arbitrary constants. Vorob’ev [111] and Yablonskii [113] expressed the rational solutions of P₁ (3.2) in terms of polynomials, now known as the Yablonskii–Vorob’ev polynomials (see also [33]). Okamoto [84] derived analogous polynomials, now known as the Okamoto polynomials, related to some of the rational solutions of P₁Ⅳ (3.3). Subsequently Okamoto’s results were generalized by Noumi and Yamada [83] who showed that all
rational solutions of P_{IV} can be expressed in terms of logarithmic derivatives of two sets of special polynomials, called the generalized Hermite polynomials and the generalized Okamoto polynomials (see also [28]). Consequently rational solutions of (1.2) can be obtained in terms of the Yablonskii–Vorob’ev, generalized Hermite and generalized Okamoto polynomials, cf. [31]. Some of the rational solutions that are expressed in terms of the generalized Okamoto polynomials are generalized to give the rational solutions of the Boussinesq equation (1.2) obtained in [31, 62, 90], which are analogs of the rational solutions of the KdV equation (1.4) [6, 10, 11, 27]. However none of these rational solutions of the Boussinesq equation (1.2) are bounded for all real \( x \) and \( t \), so are unlikely to have any physical significance.

It is known that there are additional rational solutions of the Boussinesq equation (1.2) which don’t arise from the above construction. For example, Ablowitz and Satsuma [6] derived the rational solution

\[
u(x, t) = 2 \frac{\partial^2}{\partial x^2} \ln(1 + x^2 + t^2) = \frac{4(1 - x^2 + t^2)}{(1 + x^2 + t^2)^2},
\]

by taking a long-wave limit of the two-soliton solution, see also [104, 105]. This solution is bounded for real \( x \) and \( t \), and tends to zero algebraically as \( |x|, |t| \to \infty \).

If in the Boussinesq equation (1.2), we make the transformation

\[
u(x, t) = 2 \frac{\partial^2}{\partial x^2} \ln F(x, t),
\]

then we obtain the bilinear equation

\[
FF_{tt} - F_t^2 + FF_{xx} - F_x^2 - \frac{1}{3} (FF_{xxxx} - 4F_xF_{xxx} + 3F_{xx}^2) = 0,
\]

first derived by Hirota [69], which can be written in the form

\[
(D_t^2 + D_x^2 - \frac{1}{3} D_{xx}^4) F \cdot F = 0,
\]

Figure 2.1: Plots of the generalised rational solution \( |\hat{\psi}_2(x, t; \alpha, \beta)| \) given by (2.7) of the focusing NLS equation for various values of the parameters \( \alpha \) and \( \beta \).
3.2 Rational solutions of the Boussinesq equation

Since the Boussinesq equation (1.2) has the rational solution (3.4) then we seek solutions in the form

\[ u_n(x, t) = 2 \frac{\partial^2}{\partial x^2} \ln F_n(x, t), \quad n \geq 1, \]  

(3.8)

where \( F_n(x, t) \) is a polynomial of degree \( \frac{1}{2} n(n+1) \) in \( x^2 \) and \( t^2 \), with total degree \( \frac{1}{2} n(n+1) \), of the form

\[ F_n(x, t) = \sum_{m=0}^{n(n+1)/2} \sum_{j=0}^{m} a_{j,m} x^{2j} t^{2(m-j)}, \]  

(3.9)

with \( a_{j,m} \) constants which are determined by equating powers of \( x \) and \( t \). Using this procedure we obtain the following polynomials

\[ F_1(x, t) = x^2 + t^2 + 1, \]  

(3.10a)

\[ F_2(x, t) = x^6 + (3t^2 + \frac{35}{9}) x^4 + (3t^4 + 30t^2 - \frac{125}{9}) x^2 + t^6 + \frac{17}{3} t^4 + \frac{475}{9} t^2 + 625, \]  

(3.10b)

\[ F_3(x, t) = x^{12} + (6t^2 + \frac{98}{9}) x^{10} + (15t^4 + 230t^2 + \frac{245}{3}) x^8 + (20t^6 + \frac{1540}{3} t^4 + \frac{18620}{9} t^2 + \frac{75460}{81}) x^6 + \frac{1460}{3} t^4 + \frac{24500}{27} t^2 + \frac{5187875}{243} x^4 \]  

\[ + (6t^{10} + 190t^8 + \frac{35420}{9} t^6 - \frac{4900}{9} t^4 + \frac{188650}{27} t^2 + \frac{159796560}{729}) x^2 + t^{12} + \frac{58}{3} t^{10} + \frac{144}{3} t^8 + \frac{798800}{81} t^6 + \frac{16391725}{243} t^4 + \frac{300896750}{729} t^2 + \frac{878826025}{6561}, \]  

(3.10c)

and the polynomials \( F_4(x, t) \) and \( F_5(x, t) \) are given in the Appendix. We note that these polynomials have the following form

\[ F_n(x, t) = (x^2 + t^2)^{(n+1)/2} + G_n(x, t), \]  

where \( G_n(x, t) \) is a polynomial of degree \( \frac{1}{2} (n+2)(n-1) \) in both \( x^2 \) and \( t^2 \). We remark that the polynomials \( F_n(x, t) \) which arise in the rational solutions of the focusing NLS equation (1.1) have a similar structure, see for example (2.6c), though the coefficients in the polynomials \( G_n(x, t) \) are different. The polynomials \( F_j(x, t) \), for \( j = 2, 3, 4 \), in scaled variables, are given by Pelinovsky and Stepanyants [91] – see their equations (6)–(8). However whilst they state that the polynomials are associated with solutions of their equation (2), which is a scaled variant of the Boussinesq equation (1.2), Pelinovsky and Stepanyants don’t mention, or reference, the Boussinesq equation.

In Figure 3.1, plots of the rational solutions \( u_n(x, t) \), for \( n = 1, 2, \ldots, 6 \), of the Boussinesq equation. These show that the maxima of the solutions all lie on the line \( t = 0 \), with \( n \) local maxima for the rational solution \( u_n(x, t) \).

In Figure 3.2, plots of the complex roots of \( F_n(x, t) \), for \( 3, 4, 5 \), for \( t = 0 \) and \( t = 3n \), i.e. \( t = 9 \) for \( n = 3 \), \( t = 12 \) for \( n = 4 \) and \( t = 15 \) for \( n = 5 \), are given. Each plot shows the complex \( x \)-plane with roots in \( x \) of \( F_n(x, t) \) are shown at two different values of \( t \). These show a “triangular” structure for both \( t = 0 \) and \( t = 3n \), though with a different orientation. For \( t = 0 \) the roots of the polynomials approximately form two isosceles triangles with curved sides. For \( t = 3n \) the roots of the polynomials again approximately form two isosceles triangles, though the values of the roots show that they actually also lie on curves rather than straight lines. An analogous situation arises for the Yablonskii–Vorob’ev polynomials [33] and generalized Okamoto polynomials [28].

In Figure 3.3, plots of the loci of the complex roots of \( F_n(x, t) \), for \( 3, 4, 5 \), as \( t \) varies, between between the “triangular” structures for \( t = 0 \) and \( t = 3n \) are given. These show that as \( t \) increases the roots move away from the real axis.

In Figure 3.4, plots of the loci of the complex roots of \( F_6(x, t) \) with the solution \( u_6(x, t) \) superimposed, as \( t \) varies are given. The scale on the vertical axis relates to the complex \( x \)-plane for the roots of \( F_6(x, t) \). These show that as the roots move away from the real axis, the solution decays to zero.

3.3 Generalised rational solutions of the Boussinesq equation

Since the focusing NLS equation (1.1) has generalised rational solutions, see (2.7), then a natural question is whether the Boussinesq equation (1.2) also has generalised rational solutions. To investigate this, we are concerned with the following theorem.
Theorem 3.1. The Boussinesq equation (1.2) has generalised rational solutions in the form

\[ \tilde{u}_n(x, t; \alpha, \beta) = 2 \frac{\partial^2}{\partial x^2} \ln \tilde{F}_n(x, t; \alpha, \beta), \]

for \( n \geq 1 \), with

\[ \tilde{F}_{n+1}(x, t; \alpha, \beta) = F_{n+1}(x, t) + 2\alpha t P_n(x, t) + 2\beta x Q_n(x, t) + (\alpha^2 + \beta^2) F_{n-1}(x, t), \]

where \( F_n(x, t) \) is given by (3.10), \( P_n(x, t) \) and \( Q_n(x, t) \) are polynomials of degree \( \frac{1}{2}n(n+1) \) in \( x^2 \) and \( t^2 \), and \( \alpha \) and \( \beta \) are arbitrary constants.

Since the generalised polynomial \( \tilde{D}_2(x, t; \alpha, \beta) \) for the focusing NLS equation has the structure given by (2.9), we suppose that the Boussinesq equation (1.2) has a solution in the form (3.11), with \( F_n(x, t) \) given by (3.10) and the polynomials \( P_n(x, t) \) and \( Q_n(x, t) \), which are of degree \( \frac{1}{2}n(n+1) \) in \( x^2 \) and \( t^2 \), have the form

\[ P_n(x, t) = \sum_{m=0}^{n(n+1)/2} \sum_{j=0}^{m} b_{j,m} x^{2j} t^{2(m-j)}, \quad Q_n(x, t) = \sum_{m=0}^{n(n+1)/2} \sum_{j=0}^{m} c_{j,m} x^{2j} t^{2(m-j)}, \]

where the coefficients \( b_{j,m} \) and \( c_{j,m} \) are to be determined. Substituting (3.12) into the bilinear equation (3.6) with \( F_1(x, t), F_2(x, t), F_3(x, t) \) and \( F_4(x, t) \) given by (3.10), \( P_n(x, t) \) and \( Q_n(x, t) \) in the form (3.13), then by equating powers of \( x \) and \( t \) we find that

\[ P_1(x, t) = 3x^2 - t^2 + \frac{5}{3}, \]
\[ Q_1(x, t) = x^2 - 3t^2 - \frac{1}{3}, \]
\[ P_2(x, t) = 5x^6 - (5t^2 - 35)x^4 - (9t^4 + \frac{190}{3}t^2 + \frac{665}{9}) x^2 + t^6 - \frac{7}{3}t^4 - \frac{245}{9}t^2 + \frac{18865}{81}, \]
\[ Q_2(x, t) = x^6 - (9t^2 - \frac{43}{3}) x^4 - (5t^4 + \frac{239}{3}t^2 + \frac{245}{9}) x^2 + 5t^6 + 15t^4 + \frac{535}{9}t^2 + \frac{12005}{81}, \]

Figure 3.1: Plots of the rational solutions \( u_n(x, t) \), for \( n = 1, 2, \ldots, 6 \), of the Boussinesq equation.
Figure 3.2: Plots of the complex roots of the polynomials $F_n(x,t)$, for $3, 4, 5$, for $t = 0$ (red) and $t = 3n$ (blue), i.e. $t = 9$ for $n = 3$, $t = 12$ for $n = 4$ and $t = 15$ for $n = 5$. Each plot shows the complex $x$-plane with roots in $x$ of $F_n(x,t)$ are shown at two different values of $t$.

Figure 3.3: Plots of the loci of the complex roots of $F_n(x,t)$, for $3, 4, 5$, as $t$ varies, with $t = 0$ (red) and $t = 3n$ (blue), i.e. $t = 9$ for $n = 3$, $t = 12$ for $n = 4$ and $t = 15$ for $n = 5$.

with $\alpha$ and $\beta$ arbitrary constants; the polynomials $P_3(x,t), Q_3(x,t), P_4(x,t)$ and $Q_4(x,t)$ are given in the Appendix. The first two generalised rational solutions are

$$
\tilde{u}_2(x,t;\alpha,\beta) = 2\frac{\partial^2}{\partial x^2} \ln \tilde{F}_2(x,t;\alpha,\beta),
$$

$$
\tilde{u}_3(x,t;\alpha,\beta) = 2\frac{\partial^2}{\partial x^2} \ln \tilde{F}_3(x,t;\alpha,\beta),
$$

where

$$
\tilde{F}_2(x,t;\alpha,\beta) = F_2(x,t) + 2\alpha t P_1(x,t) + 2\beta x Q_1(x,t) + \alpha^2 + \beta^2
$$

$$
= x^6 + \left(3t^2 + \frac{25}{3}\right) x^4 + \left(3t^4 + 30t^2 - \frac{125}{9}\right) x^2 + t^6 + \frac{17}{4} t^4 + \frac{475}{9} t^2 + \frac{525}{9}
$$

$$
+ 2\alpha t \left(3x^2 - t^2 + \frac{5}{3}\right) + 2\beta x \left(x^2 - 3t^2 - \frac{1}{3}\right) + \alpha^2 + \beta^2,
$$

(3.17)
and

\[
\bar{F}_3(x, t; \alpha, \beta) = F_3(x, t) + 2\alpha \bar{P}_2(x, t) + 2\beta x \bar{Q}_2(x, t) + (\alpha^2 + \beta^2)F_1(x, t)
\]

\[
= x^{12} + \left(6t^2 + \frac{98}{3}x^2 + (15t^4 + 230t^2 + \frac{245}{3}x^4 + (20t^6 + \frac{1540}{3}t^4 + \frac{18620}{9}t^2 + \frac{75460}{81})x^6
\right. \\
+ \left. (15t^8 + \frac{1460}{3}t^6 + \frac{37450}{9}t^4 + 2450t^2 - \frac{5187875}{243})x^4
\right.
\]

\[
+ \left. (6t^{10} + 190t^8 + \frac{35420}{9}t^6 - \frac{900}{9}t^4 + \frac{188650}{27}t^2 + \frac{159786550}{729}x^2
\right.
\]

\[
+ t^{12} + \frac{35}{3}t^{10} + \frac{1445}{3}t^8 + \frac{798990}{9}t^6 + \frac{16391725}{243}t^4 + \frac{300896750}{729}t^2 + \frac{878826025}{661}x^2
\right.
\]

\[
+ 2\alpha \left\{5x^6 - (5t^2 - 35)x^4 - (9t^4 + \frac{150}{3}t^2 + \frac{665}{9}x^2 + 6\bar{t}^2 - \frac{7}{3}t^4 - \frac{24\bar{t}^2 + \frac{18865}{81}}{3}\right\}
\]

\[
+ 2\beta x \left\{x^6 - \left(9t^2 - \frac{13}{3}\right)x^4 - \left(5t^4 + \frac{230}{3}t^2 + \frac{245}{9}t^2 + \frac{535}{9}t^2 + \frac{12005}{81}\right)
\right.
\]

\[
+ (\alpha^2 + \beta^2)(x^2 + t^2 + 1),
\]

with \(\alpha\) and \(\beta\) arbitrary constants. Plots of the solutions \(\bar{u}_2(x, t; \alpha, \beta)\), \(\bar{u}_3(x, t; \alpha, \beta)\) and \(\bar{u}_4(x, t; \alpha, \beta)\) of the Boussinesq equation for various values of the parameters \(\alpha\) and \(\beta\) are given in Figures 3.5, 3.6 and 3.7, respectively. Contour plots of the solutions \(\bar{u}_2(x, t; 10^4, 10^4)\), \(\bar{u}_3(x, t; 10^7, 10^7)\) and \(\bar{u}_4(x, t; 10^{10}, 10^{10})\) of the Boussinesq equation (1.2) illustrating this behaviour are given in Figure 3.8.

Figure 3.5 shows that the solution \(\bar{u}_2(x, t; \alpha, \beta)\) has two peaks when \(\alpha = \beta = 0\), then as \(|\alpha|\) and \(|\beta|\) increase a third peak appears. Numerical evidence suggests that as \(|\alpha|\) and \(|\beta|\) increase the three peaks all tend to the same height \(\max(\bar{u}_2) = 4\). For \(|\alpha|\) and \(|\beta|\) sufficiently large, then \(\bar{u}_2(x, t; \alpha, \beta)\) has three lumps which are essentially copies of the lowest-order solution, i.e. \(u_1(x, t)\), which equally spaced on a circle; an analogous situation arises for the second generalised rational solution of the NLS equation [74, 75].

Figure 3.6 shows that the solution \(\bar{u}_3(x, t; \alpha, \beta)\) has three peaks when \(\alpha = \beta = 0\), then as \(|\alpha|\) and \(|\beta|\) increase three more peaks appear, for \(\alpha\) and \(\beta\) sufficiently large with one central peak and five in a circle around it, so forming a pentagram. Again, numerical evidence suggests that as \(|\alpha|\) and \(|\beta|\) increase then the three peaks all tend to the same
height $\max(\tilde{u}_3) = 4$. For $\alpha$ and $\beta$ sufficiently large, the rational solution $\tilde{u}_3(x, t; \alpha, \beta)$ has six lumps, again essentially copies of the lowest-order solution $u_1(x, t)$, with five equally spaced on a circle; an analogous situation arises for the third generalised rational solution of the NLS equation [73, 75].

Figure 3.7 shows that the solution $\tilde{u}_4(x, t; \alpha, \beta)$ has four peaks when $\alpha = \beta = 0$, then as $|\alpha|$ and $|\beta|$ increase five more peaks appear, with for $\alpha$ and $\beta$ sufficiently large with two central peaks and seven in a ring around it, so forming a heptagram. As for $\tilde{u}_2(x, t; \alpha, \beta)$ and $\tilde{u}_3(x, t; \alpha, \beta)$, numerical evidence suggests that as $|\alpha|$ and $|\beta|$ increase then the peaks all tend to the same height $\max(\tilde{u}_4) = 4$. An analogous situation arises for the fourth generalised rational solution of the NLS equation [75].

Remark 3.2. Ohta and Yang [85, Figure 1] show that for focusing NLS equation (1.1), the generalised rational solution $\hat{\psi}_2(x, t; \alpha, \beta)$ (2.7) has a single peak when $\alpha = \beta = 0$, and three peaks otherwise. Ohta and Yang [85, Figure 2] also show that the generalised rational solution $\hat{\psi}_3(x, t; \alpha, \beta)$ has a single peak when unperturbed, and six peaks otherwise.

Define the polynomials $\Theta^\pm_n(x, t)$, for $n \in \mathbb{N}$, by

$$\Theta^\pm_n(x, t) = xP_n(x, t) \pm itQ_n(x, t), \quad (3.19)$$

with $P_n(x, t)$ and $Q_n(x, t)$ the polynomials in the generalised rational solution (3.12). Then for $P_n(x, t)$ and $Q_n(x, t)$ given by (3.14), it is easily verified that $\Theta^\pm_n(x, t)$, for $n = 1, 2, 3, 4$, satisfy the bilinear equation (3.6). Hence in the general case we have the following conjecture.

Conjecture 3.3. The polynomials $\Theta^\pm_n(x, t)$ given by (3.19) satisfy the bilinear equation (3.6).

Consequently, from this and Theorem 3.12 we have the following result.

Lemma 3.4. Let $\Theta^\pm_n(x, t)$ be given by (3.19), then the polynomial $\tilde{F}_{n+1}(x, t; \alpha, \beta)$ given by (3.12) can be written as

$$\tilde{F}_{n+1}(x, t; \alpha, \beta) = F_{n+1}(x, t) + (\alpha + i\beta)\Theta^+_n(x, t) + (\alpha - i\beta)\Theta^-_n(x, t) + (\alpha^2 + \beta^2)F_{n-1}(x, t), \quad (3.20)$$

\[\alpha = \beta = 0 \quad \alpha = \beta = 5 \quad \alpha = \beta = 10 \quad \alpha = \beta = 20 \quad \alpha = \beta = 50 \quad \alpha = \beta = 100\]
which is a linear combination of four solutions $F_{n+1}(x,t)$, $\Theta^\pm_n(x,t)$ and $F_{n-1}(x,t)$ of the bilinear equation (3.6).

### 4 Rational solutions of the Kadomtsev-Petviashvili I equation

#### 4.1 Introduction

The Kadomtsev-Petviashvili (KP) equation

$$ (v_x + 6vv_x + v_{xx})_x + 3\sigma^2 v_{\eta\eta} = 0, \quad \sigma^2 = \pm 1, \quad \quad (4.1) $$

which is known as KPI if $\sigma^2 = -1$, i.e. (1.5), and KPII if $\sigma^2 = 1$, was derived by Kadomtsev and Petviashvili [72] to model ion-acoustic waves of small amplitude propagating in plasmas and is a two-dimensional generalisation of the KdV equation (1.4). The KP equation arises in many physical applications including weakly two-dimensional long waves in shallow water [7, 99], where the sign of $\sigma^2$ depends upon the relevant magnitudes of gravity and surface tension, in nonlinear optics [92], ion-acoustic waves in plasmas [70], two-dimensional matter-wave pulses in Bose-Einstein condensates [107], and as a model for sound waves in ferromagnetic media [108]. The KP equation (4.1) is also a completely integrable soliton equation solvable by inverse scattering and again the sign of $\sigma^2$ is critical since if $\sigma^2 = -1$, then the inverse scattering problem is formulated in terms of a Riemann-Hilbert problem [41, 79], whereas for $\sigma^2 = 1$, it is formulated in terms of a $\overline{\partial}$ ("DBAR") problem [2].

The first rational solution of the KPI equation (1.5), is the so-called "lump solution"

$$ v(\xi, \eta, \tau) = 2 \frac{\partial^2}{\partial \xi^2} \ln[(\xi - 3\tau)^2 + \eta^2 + 1] = -4 \frac{(\xi - 3\tau)^2 - \eta^2 - 1}{[(\xi - 3\tau)^2 + \eta^2 + 1]^2}, \quad \quad (4.2) $$

which was found by Manakov et al. [80]. Subsequent studies of rational solutions of the KPI equation (1.5) include Ablowitz et al. [3], Ablowitz and Villarroel [9, 110], Dubard and Matveev [36, 37], Gaillard [57, 58], Johnson and
We remark that the KP equation (4.1) is invariant under the Galilean transformation
\[(\xi, \eta, \tau, v) \mapsto (\xi + 6\lambda, \eta, \tau, v + \lambda),\] (4.3)
with \(\lambda\) an arbitrary constant. In fact the rational solutions of the KPI equation (1.5) derived by Dubard and Matveev [36, 37] and Gaillard [57, 58] are equivalent under the Galilean transformation (4.3).

4.2 Rational solutions of KPI related to the focusing NLS equation

Dubard and Matveev [36, 37] derive rational solutions of the KPI equation (1.5) from the generalised rational solution \(\hat{\psi}_2(x, t; \alpha, \beta)\) (2.7) of the focusing NLS equation (1.1); see also [35, 57, 58]. Specifically Dubard and Matveev [36, 37] show that
\[v(\xi, \eta, \tau) = 2 \frac{\partial^2}{\partial \xi^2} \ln \hat{D}_2(\xi - 3\tau, \eta; \alpha, -48\tau) = \frac{1}{2} \left( |\hat{\psi}_2(x, t; \alpha, \beta)|^2 - 1 \right) \bigg|_{x = \xi - 3\tau, t = \eta, \beta = -48\tau},\] (4.4)
is a solution of the KPI equation (1.5). If we define \(F_{2, nls}^{\text{nls}}(\xi, \eta, \tau; \alpha) = \hat{D}_2(\xi - 3\tau, \eta; \alpha, -48\tau),\) then
\[F_{2, nls}^{\text{nls}}(\xi, \tau; \alpha) = \xi^6 - 18\tau\xi^5 + 3 \left( 45\tau^2 + \eta^2 + 1 \right) \xi^4 - 12 \left( 45\tau^2 + 3\eta^2 - 5 \right) \tau\xi^3
+ \left( 3\eta^4 + 18 \left( 9\tau^2 - 1 \right) \eta^2 + 1215\tau^4 - 702\tau^2 + 27 \right) \xi^2
- \left( 18\tau\eta^4 + 36 \left( 9\tau^2 + 5 \right) \tau\eta^2 + 1458\tau^5 - 2268\tau^3 + 450\tau \right) \xi
+ \eta^6 + 27 \left( \tau^2 + 1 \right) \eta^4 + 9 \left( 27\tau^4 + 78\tau^2 + 11 \right) \eta^2 + 729\tau^6 - 2349\tau^4 + 3411\tau^2 + 9.\] (4.5)
Figure 3.8: Contour plots of the generalised rational solutions $\tilde{u}_2(x,t;10^4,10^4)$, $\tilde{u}_3(x,t;10^7,10^7)$ and $\tilde{u}_4(x,t;10^{10},10^{10})$ of the Boussinesq equation.

The polynomial $F_{\text{nls}}^2(\xi,\tau;\alpha)$ satisfies
\[
(D_\xi^4 + D_\xi D_\tau - 3D_\eta^2) F_2 \bullet F_2 = 0, 
\]
which is the bilinear form of the KPI equation (1.5), and so
\[
v_{\text{nls}}^2(\xi,\eta,\tau;\alpha) = 2\frac{\partial^2}{\partial \xi^2} \ln F_{\text{nls}}^2(\xi,\eta,\tau;\alpha),
\]
is a rational solution of the KPI equation (1.5).

4.3 Rational solutions of KPI related to the Boussinesq equation

The Boussinesq equation (1.2) is a symmetry reduction of the KPI equation (1.5) and so the generalised rational solutions $\tilde{u}_n(x,t;\alpha,\beta)$ given by (3.11) of the Boussinesq equation can be used to generate rational solutions of the KPI equation. If in the KPI equation (1.5) we make the travelling wave reduction
\[
v(\xi,\eta,\tau) = u(x,t), \quad x = \xi - 3\tau, \quad t = \eta,
\]
then $u(x,t)$ satisfies the Boussinesq equation (1.2). Consequently given a solution of the Boussinesq equation (1.2), then we can derive a solution of the KPI equation (1.5). In particular, if
\[
u(x,t) = 2\frac{\partial^2}{\partial x^2} \ln F(x,t),
\]
for some known $F(x,t)$, is a solution of the Boussinesq equation (1.2), then
\[
v(\xi,\eta,\tau) = 2\frac{\partial^2}{\partial \xi^2} \ln F(\xi - 3\tau,\eta),
\]
is a solution of the KPI equation (1.5). For example the choice $F(x,t) = x^2 + t^2 + 1$ gives the lump solution (4.2) of KPI.

Using the generalised rational solution $\tilde{u}_2(x,t;\alpha,\beta)$ (3.15) of the Boussinesq equation (1.2) we obtain the rational solution of the KPI equation (1.5) given by
\[
v(\xi,\eta,\tau;\alpha,\beta) = 2\frac{\partial^2}{\partial \xi^2} \ln F_{\text{hug}}^2(\xi,\eta,\tau;\alpha,\beta),
\]
for some known $F_{\text{hug}}(\xi,\eta,\tau;\alpha,\beta)$. 


where \( F_{2bn}^{2b}(\xi, \eta, \tau; \alpha, \beta) = F_2(x, t; \alpha, \beta), \) i.e.

\[
F_{2bn}^{2b}(\xi, \eta, \tau; \alpha, \beta) = \xi^6 - 18\tau\xi^5 + 3\left(45\tau^2 + \eta^2 + \frac{25}{3}\right)\xi^4 - 12\left(45\tau^2 + 3\eta^2 + \frac{25}{3}\right)\tau\xi^3 \\
+ \left\{3\eta^4 + 18\left(9\tau^2 + \frac{5}{3}\right)\eta^2 + 1215\tau^4 + 450\tau^2 - \frac{125}{9}\right\} \xi^2 \\
- \left\{18\eta^4 + 36\left(9\tau^2 + 5\right)\eta^2 + 1458\tau^4 + 900\tau^2 + \frac{250}{3}\right\} \tau\xi \\
+ \eta^6 + 27\left(\tau^2 + \frac{17}{12}\right)\eta^2 + 9\left(27\tau^4 + 30\tau^2 + \frac{475}{81}\right) \eta^2 \\
+ 729\tau^6 + 675\tau^4 - 125\tau^2 + \frac{625}{2} + 2\alpha \{3\xi\eta - 18\tau\eta - \eta^3 + (27\tau^2 + \frac{5}{3})\eta\} \\
+ 2\beta \{\xi^3 - 9\tau\xi^2 - (3\eta^2 - 27\tau^2 + \frac{6}{3}) \xi - 27\tau^3 + 9\eta^2 + \tau\} + \alpha^2 + \beta^2.
\]

(4.9)

We remark that this polynomial, in scaled coordinates, is given by Gorshkov, Pelinovsky and Stepanyants [65], see their equation (4.2), though the authors don’t mention the Boussinesq equation.

### 4.4 A more general rational solution

If we compare the polynomials \( F_{2bn}^{2b}(\xi, \eta, \tau; \alpha) \) and \( F_{2bn}^{2b}(\xi, \eta, \tau; \alpha, \beta) \), respectively given by (4.5) and (4.9), then we see that they are fundamentally different. As we shall now demonstrate, they are special cases of a more general polynomial. Consider the polynomial \( \mathcal{F}_2(\xi, \eta, \tau; \mu, \alpha, \beta) \), with parameters \( \mu, \alpha \) and \( \beta \), given by

\[
\mathcal{F}_2(\xi, \eta, \tau; \mu, \alpha, \beta) = \xi^6 - 18\tau\xi^5 + \left\{3\eta^4 + 18\left(9\tau^2 + \mu\right)\eta^2 + 1215\tau^4 + 450\tau^2 - \frac{125}{9}\right\} \xi^2 \\
- \left\{18\eta^4 + 36\left(9\tau^2 + \frac{3}{2}\right)\eta^2 + 1458\tau^4 + 900\tau^2 + \frac{250}{3}\right\} \tau\xi \\
+ \eta^6 + 27\left(\tau^2 + \frac{17}{12}\right)\eta^2 + 9\left(27\tau^4 + 30\tau^2 + \frac{475}{81}\right) \eta^2 \\
+ 729\tau^6 + 675\tau^4 - 125\tau^2 + \frac{625}{2} + 2\alpha \{3\xi\eta - 18\tau\eta - \eta^3 + (27\tau^2 + \frac{5}{3})\eta\} \\
+ 2\beta \{\xi^3 - 9\tau\xi^2 - (3\eta^2 - 27\tau^2 + \frac{6}{3}) \xi - 27\tau^3 + 9\eta^2 + \tau\} + \alpha^2 + \beta^2.
\]

(4.10)

This polynomial has both the polynomials \( F_{2bn}^{2b}(\xi, \eta, \tau; \alpha) \) and \( F_{2bn}^{2b}(\xi, \eta, \tau; \alpha, \beta) \) as special cases, specifically

\[
F_{2bn}^{2b}(\xi, \eta, \tau; \alpha) = \mathcal{F}_2(\xi, \eta, \tau; 1, \alpha, 0), \quad F_{2bn}^{2b}(\xi, \eta, \tau; \alpha, \beta) = \mathcal{F}_2(\xi, \eta, \tau; -\frac{1}{4}, \alpha, \beta).
\]

Furthermore

\[
v(\xi, \eta, \tau; \mu, \alpha, \beta) = 2\frac{\partial^2}{\partial \xi^2} \ln \mathcal{F}_2(\xi, \eta, \tau; \mu, \alpha, \beta),
\]

(4.11)

with \( \mathcal{F}_2(\xi, \eta, \tau; \mu, \alpha, \beta) \) given by (4.10), is a solution of the KPI equation (1.5), which includes as special cases the solutions (4.7), when \( \mu = 1 \) and \( \beta = 0 \), and (4.8), when \( \mu = -\frac{1}{2} \), as is easily shown.

In Figure 4.1, the initial solution \( v(\xi, \eta, 0; \mu, 0, 0) \) given by (4.11) is plotted for various choices of the parameter \( \mu \). When \( \mu = 1 \), then this arises from the solution (4.7) derived from the focusing NLS equation (1.1) whilst when \( \mu = -\frac{1}{2} \), then this arises from the solution (4.8) derived from the Boussinesq equation (1.2). From Figure 4.1 we can see that for \( \mu < \mu^* \), the solution \( v(\xi, \eta, 0; \mu, 0, 0) \) has two peaks on the line \( \eta = 0 \), which coalesce when \( \mu = \mu^* \) to form one peak at \( \xi = \eta = 0 \). By considering when

\[
\frac{\partial^2}{\partial \xi^2} v(\xi, 0, 0; \mu, 0, 0) \bigg|_{\xi=0} = -\frac{8(3\mu^4 + 12\mu^3 + 16\mu^2 - 6)}{(\mu^2 - 2\mu + 2)^2} = 0,
\]

then \( \mu^* \) is the real positive root of

\[
3\mu^4 + 12\mu^3 + 16\mu^2 - 6 = 3 \left[ \mu^2 + 2(1 - \frac{1}{4}\sqrt{6}) \mu + 2 - \sqrt{6} \right] \left[ \mu^2 + 2(1 + \frac{1}{4}\sqrt{6}) \mu + 2 + \sqrt{6} \right] = 0,
\]

i.e. \( \mu^* = -1 + \frac{1}{2}\sqrt{6} + \frac{1}{2}\sqrt{-3 + 3\sqrt{6}} \approx 0.5115960325 \). For \( \mu > \mu^* \), it can be shown that

\[
v(0, 0, 0; \mu, 0, 0) = \frac{4\mu(\mu + 2)}{\mu^2 - 2\mu + 2},
\]

increases until it reaches a maximum height of \( 4(2 + \sqrt{5}) \) when \( \mu = \frac{1}{2}(1 + \sqrt{5}) \), which is the golden mean!
5 Discussion

In this paper we have derived a sequence of algebraically decaying rational solutions of the Boussinesq equation (1.2) which depend on two arbitrary parameters, have an interesting structure and have a similar appearance to rogue-wave solutions in the sense that they have isolated “lumps”. The associated special polynomial, which has equal weight in $x$ and $t$, satisfies a bilinear equation of Hirota type and comprises of a linear combination of four independent solutions of the bilinear equation, something remarkable for a solutions of a bilinear equation. The derivation of a representation of these special polynomials as determinants is currently under investigation and we do not pursue this further here. We remark that other types of exact solutions of the Boussinesq equation (1.2) can be derived using the bilinear equation (3.6) including breather solutions [103, 104] and rational-soliton solutions [95].

Using our rational solutions of the Boussinesq equation (1.2), we derived rational solutions of the the KPI equation (1.5) which have the form

$$v_m(\xi, \eta, \tau) = 2 \frac{\partial^2}{\partial \xi^2} \ln G_m(\xi, \eta, \tau), \quad (5.1)$$

where $G_m(\xi, \eta, \tau)$ is a polynomial of degree $2m$ in $\xi$, $\eta$ and $\tau$. These rational solutions are derived in terms of the eigenfunctions of the non-stationary Schrödinger equation

$$i\phi_t + \phi_{\xi\xi} + v\phi = 0, \quad (5.2)$$

with potential $v = v(\xi, \eta, \tau)$, which is used in the solution of KPI (1.5) by inverse scattering; equation (1.5) is obtained from the compatibility of (5.2) and

$$\phi_{\tau} + 4\phi_{\xi\xi\xi} + 6v\phi_{\xi} + w\phi = 0, \quad (5.3)$$

where $w = v$.

This is a fundamentally different hierarchy of solutions of the KPI equation (1.5) compared to those discussed in §4, not least because it involves polynomials of all even degrees, not just of degree $n(n + 1)$, with $n \in \mathbb{N}$.
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Appendix

$$F_4(x, t) = x^{20} + (10t^2 + 90) x^{18} + (45t^4 + 1010t^2 + 1845) x^{16} + (120t^6 + 4600t^4 + 30600t^2 + 130000) x^{14} + (210t^8 + 11480t^6 + 151900t^4 + 3934000t^2 - \frac{2097550}{9}) x^{12} + (252t^{10} + 17500t^8 + 367640t^6 + 2095800t^4 + \frac{11948300}{27} t^2 + \frac{232696100}{27}) x^{10} + (210t^{12} + 169400t^{10} + 5015500t^8 + 50106000t^6 + \frac{39702250}{9} t^4 + \frac{180407500}{9} t^2 - \frac{6596112250}{27}) x^8 + (120t^{14} + 10360t^{12} + 400120t^{10} + 5601400t^8 + \frac{14165000}{9} t^6 + \frac{25569000}{9} t^4 - \frac{19319573000}{27} t^2 + \frac{86014747000}{27}) x^6 + \left(45t^{16} + 3800t^{14} + 179900t^{12} + 3504200t^{10} + \frac{98796250}{9} t^8 + \frac{1675457000}{9} t^6 - \frac{15031907500}{27} t^4 + \frac{41094462500}{27} t^2 + \frac{2352823598125}{81}\right) x^4 + \left(10t^{18} + 730t^{16} + 39400t^{14} + 1320200t^{12} + \frac{74612300}{9} t^{10} + \frac{1165839500}{9} t^8 + \frac{7340979100}{27} t^6 + \frac{112219971500}{27} t^4 + \frac{10744980496250}{27} t^2 - \frac{8594611821250}{243}\right) x^2 + \left(t^{20} + 50t^{18} + 2565t^{16} + 122200t^{14} + \frac{40078850}{9} t^{12} + \frac{2423740900}{27} t^{10} + \frac{14477105750}{27} t^8 + \frac{17775871000}{81} t^6 + \frac{4304738108125}{243} t^4 + \frac{42895279813750}{81} t^2 + \frac{73054200480625}{729}\right). \quad (\text{Frac})
\[ F_5(x, t) = x^{30} + (15t^2 + \frac{605}{3})x^{28} + (105t^4 + 3290t^2 + 12705)x^{26} + (455t^6 + \frac{7157}{9}t^4 + \frac{2265725}{9}t^2 + \frac{2593975}{81})x^{24} + (1365t^8 + \frac{309260}{3}t^6 + \frac{17897952}{6}t^4 + \frac{2684990}{9}t^2 + \frac{373564512}{243})x^{22} + (3003t^{10} + 298375t^8 + \frac{79208990}{9}t^6 + \frac{725141590}{9}t^4 + \frac{1327947775}{729}t^2 + \frac{45146222275}{729})x^{20} + (5005t^{12} + 1842610t^{10} + \frac{74360225}{9}t^8 + \frac{30256687700}{6}t^6 + \frac{416681967625}{243}t^4 + \frac{106287849975}{729}t^2 + \frac{29949543408875}{6561})x^{18} + (6435t^{14} + 929005t^{12} + \frac{145887805}{10}t^{10} + \frac{944440425}{8}t^8 + \frac{716701225625}{6}t^6 + \frac{47653277999125}{243}t^4 + \frac{16069974186575}{729}t^2 + \frac{15724875880775}{6561}x^{16} + (6435t^{16} + 1049400t^{14} + \frac{56763015732500}{9}t^{12} + \frac{877079786275000}{729}t^{10} + \frac{145319533284244375}{9}t^8 + \frac{29329329247000}{19683}t^6 + \frac{272834890926005}{6561}t^4 + \frac{338877246089256875}{27}t^2 + \frac{115350840251014625}{17717}t^0) \]
\[ P_4(x,t) = 9x^{20} - (30t^2 - 770)x^{18} - (243t^4 + 3390t^2 - 14245)x^{16} - (360t^6 + 24360t^4 + 107800t^2 - \frac{754000}{9})x^{14} + (130t^8 - 237200t^6 - 2778220t^4 + 4119800t^2 - 51268500)t^{12} + (780t^{10} + 94280t^8 - 578640t^6 - 82510120t^4 + 16762900t^2 + 5563180700)t^{10} + (690t^{12} + 58700t^{10} - 3917450t^8 + 79849000t^6 - 10664699750t^4 - 5755597500t^2 - 1367658734750)x^8 + (152t^{14} + 65800t^{12} + 119885620t^{10} + 1202215000t^8 + 8625185800t^6 + 69758781400t^4 + 10777497305000t^2 + 55941010279900)x^6 - (75t^{16} + 10360t^{14} + 66500t^{12} - 69575800t^8 + 2099661050t^6 - \frac{27583055900}{9}t^4 - 243) \] 

\[ Q_4(x,t) = x^{20} - (30t^2 - \frac{230}{3})x^{18} - (75t^4 + 2830t^2 - \frac{205}{3})x^{16} + (152t^6 - \frac{18680}{9}t^4 - \frac{61560}{9}t^2 + 237160)x^{14} + (690t^8 + 635600t^6 - 1276100t^4 - 1832000t^2 - 60772500t^0)(t^2 + 243) \]
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Figure 4.1: The initial solution $v(\xi, \eta, 0; \mu, 0, 0)$ given by (4.11) is plotted for various choices of the parameter $\mu$. When $\mu = -\frac{1}{3}$ the initial solution corresponds to that arising from the Boussinesq equation (1.2) and when $\mu = 1$ to the initial solution from the focusing NLS equation (1.1).