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Abstract—Research on using electroencephalographic signals for biometric recognition has made considerable progress and is attracting growing attention in recent years. However, the usability aspects of the proposed biometric systems in the literatures have not received significant attention. In this paper, we present a comprehensive survey to examine the development and current status of various aspects of electroencephalography (EEG)-based biometric recognition. We first compare the characteristics of different stimuli that have been used for evoking biometric information bearing EEG signals. This is followed by a survey of the reported features and classifiers employed for EEG biometric recognition. To highlight the usability challenges of using EEG for biometric recognition in real-life scenarios, we propose a novel usability assessment framework which combines a number of user-related factors to evaluate the reported systems. The evaluation scores indicate a pattern of increasing usability, particularly in recent years, of EEG-based biometric systems as efforts have been made to improve the performance of such systems in realistic application scenarios. We also propose how this framework may be extended to take into account Aging effects as more performance data becomes available.

Index Terms—Biometrics, electroencephalography (EEG), feature classification, feature extraction, usability.

I. INTRODUCTION

ELECTROENCEPHALOGRAPHY (EEG) is the (generally noninvasive) recording of the electrical activities of the brain along the scalp, measuring the small voltage fluctuations resulting from ionic currents within the brain [1]. One of the earliest investigations of brain-related functions was the monitoring the electroencephalographic signals of animals (rabbits’ and monkeys’ brains, in 1890) [2], [3]. The first human EEG was recorded in 1924 [4], later the EEG gradually became a useful tool in diagnosing brain disease (epileptic seizures [5], for instance). Considering the physiological differences between the brains of different people, EEG signals may be expected to possess the potential to not only indicate the brain’s functions, but also dissimilarities between individuals as manifested by the electrical activity of their brains. Such an assumption has led to attempts at developing EEG-based person recognition systems, where EEG signals are used as a biometric modality.

The EEG signal has been employed for biometric purposes by a number of researchers in laboratory environments (for example in [6]); however, many problems still remain and need to be addressed before considering its application in real-life scenarios.

Previous surveys in [7] and [8] have addressed the theoretical aspects of EEG-biometric systems, reviewing the state-of-the-art methods and their future perspectives. The goal of this investigation is to review the recent work on EEG-based biometric recognition systems while focusing on issues of practicality and usability which are key to achieving the wider deployment of such systems. This study is organized into four major sections: A review of the sensors and stimuli used to trigger and acquire EEG signals for person recognition is presented in Section II. In Section III, a survey of the techniques used for generating features from EEG signals provided. Section IV describes the relevant techniques for feature classification. Section V first explores a series of factors that affect the usability of an EEG biometric system, followed by introducing a novel metric which combines these factors to provide a better measurement of the usability and practicality of such systems. This section also contains suggestions for how this usability assessment framework may be extended to take into account Aging effects as more performance data becomes available. Section VI presents the overall conclusions and suggestions for further work.

II. SIGNAL ACQUISITION

Two types of sensor system have been used for biometric purposes: 1) medical-grade sensor systems and 2) low-cost sensor systems. The medical-grade systems conventionally contain a large number of electrodes for data capture; the sensors usually need to be moistening by electrolytes (e.g., saline solution). Such a sensor system generally produces high quality signals, but the deployment of the wet sensors could be impractical in EEG biometric applications. The distribution of the electrodes over the scalp conventionally follows the 10-20 system [9] or 10-10 system [10] (see Fig. 1). The 10-20 system and 10-10 system are internationally recognized methods to describe and apply the location of scalp electrodes in the context of an EEG test or experiment [11]. On the other hand, low-cost sensor systems typically contain a small number of electrodes (down to a single electrode), using dry sensor(s) to reduce the cost and improve the usability of the system. Usually only the frequency components below 50 Hz are taken into account.
consideration in EEG biometric recognition. The typical EEG frequency bands considered for analysis are named: Delta (≤4 Hz), theta (4–7 Hz), alpha (8–15 Hz), beta (16–31 Hz), and gamma (≥32 Hz) [12].

EEG is a relatively new biometric modality, many sensor systems used in the research for EEG person recognition are directly those used in the medical field. Therefore, the number of electrodes usually is large and the sensors are scattered all over the scalp [9]. Typically, an EEG data acquisition software system, such as the BCI2000, is used to facilitate data collection [14], [15]. On the other hand, to be considered as a successful biometric modality, good recognition performance is necessary but may not be enough: The ease of deployment and low cost of a sensor system may also be similarly important in practical applications. Researchers have, therefore, been testing the performance of low-cost sensor headsets for biometric recognition. Popular headsets such as Emotiv [16] and Neurosky products [13] have been tested in biometric scenarios. Emotiv EPOC is the first low-cost sensor system using wet electrodes for signal acquisition [16].

Table I presents some commercial low-cost EEG headsets, which have or potentially could be used for biometric person recognition.

An essential consideration in EEG data acquisition for biometric person recognition is the state of the brain and the nature of its activity. The identity-information bearing signals that are produced by the brain may crucially depend on the type of mental task in which the user is engaged. Often there may need to be a predefined stimulus to evoke the desired brain activity for producing consistent results. The choice of stimulus that would result in optimal production of identity-bearing signals for biometric person recognition purposes is currently a subject of research. In the following sections, some relevant published approaches are surveyed covering three types of brain stimulation: Resting state, sensory (audio/visual) stimuli, and cognitive tasks—(verbal instructions).

### A. Resting State

For the data acquisition process during the resting state, usually the subject is asked to sit on a chair in a quiet environment, either with eyes open or closed. The resting state scheme is the least demanding in terms of the need for additional equipment to generate an external stimulus; the users passively produce EEG signals without needing to follow additional instructions during the data collection.

La Rocca et al. [25] reported person identification performance using two resting state subsets of a relatively large (108 subjects) publicly available EEG database [10]: One with eyes open and the other with eyes closed. Of the one minute’s EEG recording per subject, data of 10 s were used for testing and the rest for training. Using conventional power spectral features and a functional connectivity feature that they proposed, performance of 98.12% CRR was achieved by the fusion between sensors at the match score level, for each feature type separately. Frascini et al. [26] employed the same dataset for a verification scenario, an equal error rate (EER) of 4.4% was obtained using the “eigenvector centrality” features extracted from gamma band (30–50 Hz).

A potential obstacle to using the resting state EEG data for biometrics recognition may be the ambiguity of the instruction “to rest” for users, which may be interpreted and acted on by even the same subject at different times in different ways, resulting in incommensurable data. By ensuring that the instruction is as clear as possible and that the subject undertakes a consistent mental activity at each session, it is likely that more distinctive biometric information would be produced.

### B. Sensory Stimuli

An event-related potential (ERP) is the measured brain response that is the direct result of a specific sensory, cognitive, or motor event [27]. The P300 (P3) wave is an ERP component [28] which can be detected as a waveform between 250 and 500 ms after a visual stimulus is presented to the user. Researchers have used this particular waveform for person recognition.

Palaniappan et al. [29] employed the P300 components for feature extraction using an EEG cap with 61 electrodes while 10 subjects viewed a set of standardized pictures originally proposed in [30]. The maximum identification rate achieved was 95% using the data recorded in a single session (part of the session used for training and the rest for testing). Similar but improved approaches have been tested using databases with larger population leading to maximum peak recognition rate of 98.12% with a database of 102 subjects [31]–[35].

One possible drawback of using visual stimuli for biometric applications is the need for external devices to produce the
stimulus and generate the required EEG signals. This may result in biometric systems that are complex and costly compared with alternatives based on using the resting state or directed cognitive activity.

C. Intentional Cognitive Activities

Given the above-mentioned limitations of the resting state and sensory stimulus approaches for EEG biometric applications, researchers have explored other approaches which may result in brain signals that are more repeatable, and potentially more individually distinctive. A cognitive stimulus involves directing the subject(s) to perform various intentional tasks during the data collection: This could be either actual physical movement tasks or imagery tasks, where a particular physical movement is only imagined. The use of cognitive stimuli was first reported in 2005 when EEG data recorded during the performance of a variety of mental tasks (including: Mathematical calculation, geometric figure rotation, and mental letter composition) were first used in an identification scenario to distinguish between four subjects [36].

Marcel et al. [37] used the data captured while subjects imagining hand movements for a biometric authentication scenario. Power Spectral Density (PSD) features of EEG signals from different subjects were compared using Gaussian mixture models and, a half total error rate of 7.1% was reported for nine subjects using eight electrodes (using 16 min of the recorded data for training and 4 min for testing).

Chuang et al. [38] reported a system which employed only a single Fp1 electrode (NeuroSky MindSet); Two data acquisition sessions were conducted on separate days, each session lasted for 40–50 min. Different activities were performed, including: Object Counting, etc. The half total error rate of 1.1% for a database of 15 subjects was reported. However, an identification rate of only 22% was achieved using the same database.

Similar to the EEG signals captured during the resting state, the mental/cognitive task-stimuli also suffer from the ambiguity problem. However, usually the challenge of employing such tasks not only stems from the ambiguity of the task instruction and its interpretation, but also in the identification of the task-related segments of the overall signal that needs to be used for data analysis. Although there are established signal processing techniques and statistical techniques to extract these correlates of different mental tasks in the recorded brain activity when sensory stimuli are used, this is more difficult in the case of intentional cognitive tasks.

D. Template Aging

Most of the research papers included in this survey use data acquired in a single recording session, or in multiple sessions that are not separated significantly in time. To truly evaluate the potential of EEG based biometric systems, data acquisition should take place over time. Some papers using data across time to evaluate temporal effects are reviewed in Section V as part of the proposed novel framework for usability analysis.

III. Feature Extraction

The choice of features is a crucial factor in determining the performance of an EEG-based biometric system. The search for suitable features for biometric recognition is governed by the nature of EEG signals: Features based on Fourier Transform (FT), are designed to capture the energy/spectra of the signals; other features are designed to capture the time-dependent information of the EEG signals; and wavelet-based features are developed to capture both the time and the frequency characteristics of EEG signals.

A review of recently published research focusing on using different feature extraction techniques for EEG biometrics is provided in this section. Each section begins with a brief description of the technique’s rationale, followed by the related literature reports.

A. Fourier Methods (PSD)

One of the frequently employed features in EEG biometrics is the PSD. Conventionally, the PSD feature is computed from the FT of the time-domain signal, which indicates the spectral density distribution of the signal in the frequency domain. While the FT is well-defined when the signal is stationary [39], many bio-signals such as EEG signals are nonstationary. Therefore, usually the truncated FT \( \hat{x}_T(\omega) \) over a finite interval \([0, T]\) is computed instead. Within that interval the signal is assumed to be stationary and the PSD, \( S_x(\omega) \), of the signal \( x(t) \) may be computed using (1), where \( \hat{x}_T(\omega) \) is the FT of \( x(t) \) [39].

\[
S_x(\omega) = \lim_{T \to \infty} E\left[|\hat{x}_T(\omega)|^2\right]. \quad (1)
\]

As one of the most popular features in EEG biometrics, PSD was first employed in an identification scenario in 1999. Poulos et al. [6] used the spectral information of EEG signals the identities of four subjects, each having 45 three-minute recordings. Another group of 75 subjects was used as imposters in a simulated verification scenario. The voltage between O2 and Oz positions was used in their investigation. The power spectral values of three overlapping frequency bands were used as features: 7–10 Hz, 8–11 Hz, and 9–12 Hz. The features were fed into a learning vector quantization network for classification. A series of binary classifications were conducted: For each classification the data from one of the four subjects was compared with the 75 subjects-group in the dataset. The correct recognition rates (CRRs) ranged from 80% to 100%.

PSD features have been used for identification within a larger population of 102 users in [35]. A series of power spectral features were developed using the multiple signal classification algorithm. Visual stimuli were employed to trigger informative EEG events for biometric recognition. A Manhattan distance-based k-NN classifier was used, reporting a maximum CRR of 98.12%. However, the sensor system contained all the 61 electrodes in order to reach this performance level.

Safont et al. investigated the performance of EEG signals in an authentication scenario for a large database [40]. Data from two forehead electrodes (Fp1 and Fp2) were used; subjects were sitting in a dark room in a resting state during the data capture. A series of different features including maximum power of each channel were used for feature extraction. A population of 70 subjects was used for the verification evaluation, 20 of them acted as intruders and the rest were considered genuine. Genuine subjects had data recording durations ranging from 3 to 5 min.
and each intruder provided 2 minutes’ data. A relatively good performance of 2.4% EER was reported.

Using low-cost sensors systems for EEG biometrics in conjunction with PSD features has also been explored [38]. The NeuroSky MindSet [13] single-sensor system has been used for data collection: different mental tasks were performed by each subject and repeated five times per session. Two sessions of data on separate days (40–50 min with multiple tasks per session) were captured; PSD coefficients of alpha band (8–12 Hz) and the beta band (12–30 Hz) were extracted; the cosine similarity was measured for classification in the verification scenario. The reported HTER was 1.1% by applying a “customized threshold” for 15 subjects.

The EEG Motor Movement/Imagery Dataset (containing data of four mental/cognitive tasks and two resting state tasks recorded using 64 electrodes) has been used for evaluating EEG-based biometric systems [25]. La Rocca et al. used only its baseline data (resting state of 1 min, single session) for identification. A CRR of 100% was reported for a population of 109 subjects using the PSD-based feature ranged from 1–40 Hz.

**B. Autoregressive Model (AR)**

AR models have been another very popular feature since the early development of EEG biometrics [41]. An AR model is a time domain representation of a random process. The classic AR model for a random process \( X_t \) is defined as follows [42]:

\[
X_t = c + \sum_{i=1}^{p} \varphi_i X_{t-i} + \varepsilon_t
\]

(2)

where \( \varphi_1, ..., \varphi_p \) are the coefficients of the model, \( c \) is a constant and \( \varepsilon_t \) is the white noise. Equation (2) can be equivalently rewritten as (3) using the lag operator \( B \)

\[
X_t = c + \sum_{i=1}^{p} \varphi_i B^i X_t + \varepsilon_t
\]

(3)

as such, the signal \( X_t \) can be represented by a series of AR coefficients \( \varphi_i \) and white noise \( \varepsilon_t \). The AR coefficients may reveal certain intrinsic characteristics of EEG signals, and therefore, suitable candidates as biometric features.

One of the early works using AR coefficients for EEG biometrics is reported by Paranjape et al. [43]. In their experiment, data from 40 subjects was obtained from one electrode (at the P4 position). The data recorded for each subject contained eight epochs (8.533 s per epoch) while subjects were in a resting state. A correct classification rate of 80% was achieved using a linear discriminate analysis (LDA) classifier. As an early EEG biometrics paper, the highlight of the experiment was the use of only one electrode for identification; however, the manual contamination removal that was used for data preparation may considered as a restriction on its applicability.

Using AR coefficients as features in a verification scenario was investigated by Riera et al. [44]. They reported a True Acceptance Rate of 96.6% in a database containing 87 subjects; 36 of which acted as impostors. Data capture was conducted while subjects were in a resting state. The recording length for each subject was between 2 to 4 min; the genuine subjects were recorded at four sessions in different days whereas the impostors were recorded only once. Only two frontal electrodes (Fp1 and Fp2) were used and the frequencies above 50 Hz were removed. Fisher’s discriminant analysis was used for classification and an EER of 3.4% was reported. This result was obtained by using a number of different features (including PSD) and the outputs from separated classifiers were combined by fusing the scores provided by 28 Fisher’s discriminant analysis classifiers with different features.

Campisi et al. investigated the recognition performance under an “Eyes Closed Resting Conditions” protocol [45]. The data was captured from 48 subjects. The sixth-order AR coefficients were used as features with a polynomial regression-based classifier. A genuine acceptance rate of 96.08% was reported by using a data capture device that comprised of 56 electrodes with a sampling frequency of 200 Hz.

To further improve the performance of EEG biometric recognition, noise removal has also been taken into consideration in the preprocessing stage. Maiorana et al. [46] proposed a preprocessing method which combined independent component analysis and sample entropy to isolate and remove the artifacts. AR coefficients and PSD were employed as features for distance-based classification. For a population of 50 subjects the reported recognition rate using AR feature was about 95%, using 19 electrodes.

AR-based features have also been tested using low-cost sensor system. Dan et al. [47] collected data from 13 healthy subjects using the NeuroSky MindSet single-sensor headset. Data from three sessions were captured on different days; subjects were in a resting state with eyes closed during the data collection. A recognition rate of 87% was achieved using an LDA classifier. Comparing the results of [38] which used the same sensor device, it seems the AR features may be better suited in an identification scenario, while the PSD-based features may be a better choice for verification.

**C. Wavelet Transform (WT)**

Another relatively new and increasingly popular feature extraction method used for EEG biometrics is the WT. Wavelet-based features usually are derived from the wavelet coefficients \( WT_{\psi} \{ x \} (a, b) \), which can be computed using the following formula [48]:

\[
WT_{\psi} \{ x \} (a, b) = < x, \psi_{a,b} > = \int_{R} x(t) \cdot \psi_{a,b}(t) \, dt
\]

(4)

where \( x(t) \) is the time domain signal and \( \psi_{a,b}(t) \) is the wavelet function. One advantage of wavelet-based methods is the flexibility of choosing the wavelet function \( \psi_{a,b}(t) \): Different wavelet functions with different scale, \( a \), and shift, \( b \), could be selected to suit specific application. Moreover, the WT can be designed to preserve signal content within specific ranges of both time and frequency in the wavelet domain which could potentially provide more relevant information in the feature space [48].

Gupta et al. [49] used wavelet packet decomposition (WPD) to extract three typical EEG bands (delta, theta, and gamma bands) with Daubechies (db4) and Coiflet (coif3) wavelets for
biometric identification. The EEG signals were triggered by visual stimuli and the P300 ERP data from four subjects was captured using eight electrodes (around 200 s of recording per subject) and used for feature extraction. An identification performance of 85% was reported using a radial-based function Neural Network (NN) classifier.

Yang et al. [50], [51] did a series of investigations using WT for EEG biometrics. Wavelet-based algorithms were employed for both noise removal and feature extraction. A correct recognition accuracy of more than 90% was achieved for 109 subjects using wavelet domain features, when combined with an entropy-based data-filtering algorithm [51].

D. Hilbert–Huang Transform (HHT)

The HHT is a relatively new algorithm initially reported in 1998 [52]. Though it was designed for dealing with nonstationary signals, its use for EEG biometrics is still relatively rare. The HHT is comprised of two main steps: 1) generating the intrinsic mode functions (IMF); in a process called empirical mode decomposition (EMD) and 2) performing the Hilbert Transform. Denoting the resulting IMF(s) after EMD by $x^t$, $m(t)$ is computed and step 5) is applied [53].

Given a signal $x(t)$, the effective algorithm of EMD can be summarized as follows [52], [53]:

1) Identify all extrema of $x(t)$.
2) Interpolate between minima and maxima, ending up with some "envelope" $e_{\text{min}}(t)$ and $e_{\text{max}}(t)$.
3) Compute the average residual $m(t) = (e_{\text{min}}(t) + e_{\text{max}}(t))/2$.
4) Extract the detail signal $d(t) = x(t) - m(t)$.
5) Iterate on the residual $m(t)$.

In practice, "the above procedure has to be refined by a ‘sifting process’ which amounts to first iterating steps 1–4 upon the detail signal, until this latter approach a zero-mean according to some stopping criterion" [53]. Once this is achieved, the “detail” is considered as the effective IMF, the corresponding residual is computed and step 5) is applied [53].

The next step of the HHT algorithm is computing the Hilbert Transform. Denoting the resulting IMFs(s) after EMD by $x(t)$, the HT of $x(t)$, $y(t)$, can be computed using (5)

$$y(t) = \frac{1}{\pi} p \int_{\tau}^{\infty} \frac{x(\tau)}{t - \tau} d\tau$$

where

$$P = \lim_{\varepsilon \to 0} \left[ \int_{\tau}^{\tau+\varepsilon} \frac{x(\tau)}{t - \tau} d\tau + \int_{\tau-\varepsilon}^{\tau} \frac{x(\tau)}{t - \tau} d\tau \right].$$

$P$ is the Cauchy Principal Value defined by (6), due to the otherwise ill-defined function (5) while $\tau \to t$.

Kumari et al. [54] recently suggested using an EMD-based coefficient of variation (a parameter that relates to the standard deviation and mean of IMFs) as a feature for EEG biometric recognition. In a preliminary investigation, using data from only three subjects, they claimed that person identification performance is sensitive to the scalp regions from which the EEG signals are extracted.

Yang et al. [55] proposed the use of an improved EMD algorithm (Ensemble EMD [56]) for EEG feature extraction. Two novel features based on IMFs were developed. Using data from only one electrode (Cz), recognition rates of 99% and 96% were reported for two publicly available databases both containing more than 100 subjects. These results, though could not yet establish the stability of EEG signals for person recognition over a long period of time, still proved the informative characteristics of EEG signals and the distinguishing power of the HHT in extracting those characteristics.

E. Other Methods

Besides the previously mentioned feature extraction approaches which are based on the three major signal transforms, other interesting features have been used for EEG biometrics. Singhal et al. [57] proposed a novel time domain peak matching algorithm using Visual Evoked Potentials (VEP) for identification. They reported a recognition rate of 78% for a ten subjects’ database. From each subject 20 recordings (6 s each) were obtained. Half the data was used to train the system and the rest was used for testing.

Huang et al. [58] reported a simple but effective feature, tested using a relatively large VEP database (122 subjects). The proposed feature was the “equivalent root mean square (rms) values for each electrode signal over a 1 s period.” This seems to capture the transient energy after each visual stimulus (1 s after the stimulus). As a time domain feature, its advantage was the simplicity of computation combined with a relatively high performance. The CRR reached 95.1% using the data from 64 electrodes for 116 subjects.

ERP was used for biometric recognition by Yearn et al. [59]. They claimed that showing the subject with self-face and non-self-face images would trigger different VEP signals, which may be used for person recognition. The “point-wise biserial correlation coefficients [60]” were employed as features; a CRR of 85.5% was reported using a self-collected database which contained 10 subjects. Only 18 electrodes were used for data analysis.

Phung et al. [61] used the Shannon Entropy (SE) of alpha, beta, and gamma bands’ PSD as features. The performance was compared with conventional AR-based features and achieved similar CRRs (97.1% versus 97.2%, for SE and AR). The advantage of the SE feature was claimed to be a much faster identification speed (2.3–2.6 times faster than using the AR features).

Considering these reported research trends, most of the feature extraction methods were based on visual stimuli. The experimental results using several newer features, despite their novel designs, were either comparable with the conventional features such as AR coefficients and PSD ([58], [61]) or worse than them ([57], [59]). There is, therefore, a need for continued efforts to discover and develop new and more effective features for more robust EEG-based biometric recognition.

Wavelet-based and HHT-based features have shown significant potential in EEG biometric recognition, and it is, thus, interesting to develop further new features based on these transforms and evaluate them using larger databases (more than 100 subjects) extending over longer periods of time to also assess their template Aging performance.
IV. FEATURE CLASSIFICATION

After the choice of features, the next most important component for an EEG biometric system is the choice of the classifier and the strategy used to train it for a particular application. This section reviews some of the recent works using different feature classification techniques for EEG biometrics.

A. k-Nearest Neighbor (k-NN) Algorithms

One frequently used algorithm in EEG-based pattern classification is the k-NN algorithm. The basic principle of k-NN algorithms for classification is to compare the similarity or distance between the template feature samples and the query (or test) samples; the test set tends to find its k nearest labeled samples in the training feature space and the decision can be made by a majority voting scheme: If the k is set to 1, the algorithm becomes a simple nearest neighbor classifier and the decision making is solely dictated by the label of that nearest neighbor’s class [62].

The k-NN classifier directly uses the available training samples [63]. Therefore, the classification is sensitive to the local (geometric) distribution of the training samples in the feature space, such local sensitivity may potentially lead to the instability of performance [64]. Another shortcoming of the basic k-NN algorithm is that the density of the data clusters affects its performance and may lead to wrong decision making: depending on the parameter k, the decision may be biased toward the class with a high cluster density, and makes the k-NN classifier sensitive to noisy data [62]. To overcome this potential problem, some k-NN algorithms use the distance (d) as a weight (conventionally 1/d) to improve the decision making [62].

Despite these shortcomings, k-NN does have one significant advantage: It does not have an explicit and distinctive training process. The available training samples (multidimensional feature vectors) only need to be stored together with their respective class labels and compared with the query samples directly. Such simplicity is a clear advantage over many other machine learning algorithms.

Yazdani et al. also employed the k-NN classifier for person identification using VEP data [65]. A 61-electrode sensor system captured the EEG data from 20 subjects. AR and PSD coefficients were used as features. They claimed a 100% accuracy rate using a 5-NN classifier: the parameter k for k-NN was extensively tested from 1 to 100. In these experiments the optimal number of k for EEG biometric recognition tends to be relatively small.

Fei et al. used data captured with a single electrode (Fp1) from 40 subjects [66]. An identification accuracy of 97.5% was obtained using a k-NN classifier; Fisher’s LDA was employed for feature reduction. The recognition performance achieved using a support vector machine (SVM) classifier was 81% in their experiments.

B. Linear Discriminate Analysis

According to its frequent appearance in the relevant literature and its high recognition performance, LDA is by far one of the most popular classifiers in EEG-based biometric classification. For a classification problem, LDA assumes that the conditional probability density functions of the classes are normally distributed with equal class covariance [67]. In the Bayesian framework, the optimal solution of a two-class problem can then be approached by computing the ratio of the interclass variance \( \sigma_{\text{inter}}^2 \) over the intra-class variance \( \sigma_{\text{intra}}^2 \):

\[
S = \frac{\sigma_{\text{inter}}^2}{\sigma_{\text{intra}}^2}.
\]

The score S of (7) is the likelihood ratio, which is used for optimizing the classification [68].

A closely related technique to LDA is the so-called Fisher’s LDA, which also occasionally appears in EEG biometrics literatures. The only difference between Fisher’s LDA and the conventional LDA is that the Fisher’s LDA does not make some of the assumptions of LDA such as normally distributed classes or equal class covariance [68].

The work in [69] is one of the early reports which employed the LDA classifier to investigate the effectiveness of EEG signals for biometric person recognition. Publicly available data for five subjects performing mental/cognitive tasks were used. A series of different features were computed, including AR coefficients, channel spectral powers, interhemispheric channel spectral power differences, and interhemispheric channel linear complexity. A standard PCA algorithm was employed for feature dimension reduction and the resulting features were fed to a LDA classifier. The reported results indicated a minimum average recognition error of 0%.

In [70], an LDA classifier was employed, and the spectral power, the maximum power, and the frequency of maximum power in the alpha band were used as features. Two sessions of data from four subjects were collected using “one bipolar channel (O1A2),” and the time interval between the sessions ranged from 10 days to 5 months. The “authentication performance” was reported as 98.33% with test recordings of 20 s duration. The results suggest robustness to template Aging (as opposed to the report in [71], which showed a 10.9% degradation of the identification rate in the repeatability investigation).

C. Artificial Neural Networks (ANNs)

ANN forms a family of statistical learning algorithms inspired by biological neural networks (in particular the brain). These can be used to estimate or approximate functions that may depend on a large number of generally unknown inputs [62]. In general, an ANN can be viewed as a network of simple classifiers; each classifier in the network is an activation function which only responds to the input from its previous neuron (function). The results of these functions are weighted and fused before they reach the final decision making phase.

ANNs have been popular classifiers for EEG biometrics since this modality was first explored [6]. The work reported in [72] is one of the early studies which employed this kind of classifier for EEG-based person identification. In that study a “multilayer perceptron NN with a single hidden layer” was used for classifying the data obtained from 20 subjects. A headset with 61
electrodes was used to capture 40 s of VEP data (in a single recording session). An identification accuracy of 99.06% was reported by computing the conventional PSD-based features from gamma band data (32–40Hz).

Using a single electrode (Cz) in an ANN-based identification scenario was investigated in [73]. Data from only three subjects was obtained and filtered to retain the frequency ranges from 1 to 12 Hz. The reconstructed time domain data was fed directly to a single hidden layer ANN, trained by the data from five trials (1 s of visual stimulus per trial), and an accuracy of 100% was reported.

Using a low-cost sensor system for VEP data collection was investigated by Gui et al. [74]. They reported using a six midline electrode system (“EASY CAP” [75]) in an identification scenario for 32 subjects. Only the data obtained by the electrode placed in the Oz location was employed for feature extraction. The WPD was applied for noise-removal; the mean, SD and entropy of the resulting wavelet coefficient were computed as features. The VEP data was collected during the subjects were reading an unconnected list of texts. Each recording lasted for 1.1 s, the overall recording length contained about 50 s per subject. 70% of the obtained data was used to train a “feed-forward, back-propagation, multilayer perceptron” neural network and the rest of the data was used for testing the recognition accuracy. A performance of around 90% in a one against the rest identification scenario (binary classification) was reported. They also reported that, in a conventional one-to-many identification scenario (32 classes) the obtained accuracy was less than 11%, which may indicate the low-cost single sensor system was still not reliable enough for realistic biometric scenarios.

The quantity of data and time required for training ANNs is a major concern for effective deployment. The reported researches on EEG biometrics usually employ ANNs with simple structures (e.g., a single hidden layer). With the improvement of computational power, i.e., faster central processing units, and the employment of graphics processing units, the use of more complex networks, such as recurrent and convolutional neural networks have shown great potential in pattern recognition [76]. The concept of “deep learning” has been quite successfully implemented in many pattern recognition fields, including handwriting recognition and fast image processing [77]. Such classifiers hold great promise for application in EEG-based biometrics recognition.

**D. Kernel Methods**

Kernel-based classifiers were proposed as early as the 1960s, with the invention of the kernel perceptron [77], [78]. These algorithms became prominent with the popularity of the SVM in the 1990 s, when the SVM was found to be competitive with neural networks on tasks such as handwriting recognition [79].

The SVM classifier integrates the notion of supporting vectors and kernel tricks. Given a set of training samples, SVM is designed to find the “maximum-margin hyper plane” in feature space which indicates the maximum gap between two classes: The feature vector(s) which form the hyper plane(s) are called the “supporting vectors” [79]. However, it often happens that the available data are not linearly separable in the original feature space. Therefore, it was proposed by Vapnik et al. [79] that the original finite-dimensional space may be mapped into a space with much higher-dimensionality to make the separation easier in that space. The mapping of the original space onto higher/infinite spaces is called the “kernel trick” [78]. Some commonly used functions (kernels) for this mapping in SVM are polynomial functions, the Gaussian radial basis function, and the hyperbolic tangent function [79].

In the field of EEG biometrics, the use of SVM classifiers has also received attention. Using conventional AR coefficients features for classification, results were presented using three classifiers, namely LDA, back-propagation Neural Network, and SVM in [80]. The reported accuracies, using a small publicly available database with three subjects and using five electrodes, indicate that ANN and SVM provided comparable performance (identification accuracy ranges from 80.8% to 84.0%) and LDA outperformed both of them by more than 5% (89.5%).

In [81], the SVM classifier was used with the data obtained using a low-cost sensor system (Emotiv [16] with 14 electrodes) for five subjects. Each of them “performed four different mental tasks” with an overall recording length of 150 s. A series of different features were extracted: sixth order autoregressive (AR) coefficients, PSD, and total power in five frequency bands, interhemispheric power differences and interhemispheric linear complexity. These features were fed into a one-versus-all linear SVM [82]: For every subject, the data from four tasks (10 s per tasks) were combined and used for testing the performance, the rest of the data was used for training the SVM. Classification accuracy of 100% was reported through the combination of two voting rules by computing the 1 minus the averaged HTER.

To summarize the characteristics of the classifiers reviewed in this section, those based on the $k$-NN algorithm tend to require the least computation time for model training, while maintaining acceptable recognition performance [83]. However, the testing for $k$-NN can be time-consuming as it compares the features exhaustively during the process. Compared to $k$-NN classifiers, the SVM and ANN classifiers are more complex and they have the potential to achieve much better performance in EEG biometric recognition. Especially with the recent development of “deep learning” algorithms, it is worth investigating the application of improved ANN techniques to EEG biometric recognition. The challenge here is the need for substantial training data that is required to train such large networks. The LDA algorithm has demonstrated very good performance amongst the results reviewed, and unlike the SVM and ANN classifiers, which can be quite time-consuming in training, has a satisfactory tradeoff between training/testing time and classification performance.

**V. Usability Investigation of the Reported Results**

The use of EEG data for person recognition has been explored since 1998 and more than 100 papers in this field are published. Most of these papers were focused on reporting the performance using conventional accuracy metrics (in both the identification and verification scenarios). However, to objectively assess an EEG biometric recognition system and establish its potential...
suitability for real-life applications, the performance of EEG-based biometric systems needs to be evaluated based on more factors than the recognition accuracy only. In this section, five factors affecting usability in practice are investigated and combined to provide one single metric to provide an indication of the potential usability of the EEG-based biometric systems.

Besides the conventional measures of recognition accuracy, there are at least another four factors which should be taken into consideration for assessing the practical usability of any reported EEG-based recognition systems:

1) number of the subjects for which the system was designed or tested on (N);
2) number of the electrodes employed (K);
3) the recording duration of the training set (Tr);
4) recording duration of the test set (Te).

The number of electrode(s) used for data collection has a considerable impact on the usability of the EEG-based biometric system: A large number of electrodes may increase the difficulty in deploying the system in real-life scenarios. The length of the EEG recordings employed for system training, and particularly the processing time required for person recognition are quite influential factors as well. Number of the subjects employed indicates the effectiveness of the biometric system in large scale deployments. Training and test durations (in seconds) are proposed to be used here instead of the number of samples, as in the actual application it is the time spent by user(s) and the computational efficiency that matters.

Including the percentage CRR, five factors in total may be considered together in evaluating a system. Of these five factors, K, Tr, and Te should ideally be as small as possible for practical deployment; N and CRR should be as large as possible. Therefore, the following metric (8) is proposed to combine these factors and produce an overall score, U, to evaluate the system:

\[ U = \frac{N \times CRR}{Tr + K \times Te}. \]

This score, which indicates the overall “effectiveness” or usability of an EEG biometric system, can therefore be used to provide a meaningful comparison of the systems that have been covered in this review: The higher the value of U, the better the system’s overall usability. The time required for the user to provide data in normal use is represented by the testing time, Te, and is considered to have a greater weight in establishing the usability of the system compared with the one-off time required for training, Tr: Since the tests may be conducted multiple times, the number of electrodes K is used as the weighting parameter for Te in (8). This is because the greater the number of electrodes, the higher is the effort and cost needed to gather the data, hence lower usability of the system.

In the following sections, the proposed metric, U, is used to compare the systems covered in the review. These are grouped by the different feature types that have been used for classification. As it was shown in Section III that the choice of feature is crucial for EEG-based biometric systems, it is therefore, interesting to investigate the usability scores for the different feature types separately to explore the effectiveness before the feature classification.

### A. PSD-Based Systems

As it was stated in Section III.A, PSD features have been amongst the most used for EEG biometric recognition. Table II compares, with the help of the proposed metric, the effective usability of some reported systems that employ these features. The order of the listed papers follows the year of the publication in ascending order. As it can be observed in Table II, the scores generally tend to increase as the year of publication increase, indicating a trend of improving usability of EEG biometric systems. The highest score listed in the table reached \( S = 77.14 \), which indicates the best overall performance using PSD-based features amongst the papers covered in this review.

### B. AR-Based Systems

Feature extraction based on AR coefficients is another popular approach in EEG biometrics (Section III.B); some relevant reports with experimental details are compared in Table III using the proposed usability metric. Based on this metric, the best
The yearly cumulative usability scores of the reported EEG biometric system are shown in Fig. 2. The usability scores of the reported systems are summed per year. It is noticed the score has a sharp increase in the year 2001. A possible reason of this may have to do with the use of a manual data cleaning process in that experiment: “the muscle (EMG), cardiac (ECG), or other noise signals were removed” by “a trained neurologist” [43]. The usability of EEG biometric appears to be consistently increased in the past 5 years, a fact that is reflected by both the growing $r$ research effort in this area and the closer attention to usability issues in system design. In summary, the usability scores of the reported systems seem to indicate that some of the early reported EEG biometric systems may have been focusing only on the recognition performance and ignored other important factors, such as the number of electrodes and the recording length. The proposed usability metric reveals the gap between the laboratory context where these systems are developed and the real-world environments of target applications for EEG biometric recognition (considering the reported high accuracies and some systems with low usability scores). However, due to the limited number of the available reports related to template Aging, it has not so far been possible to systematically consider the template Aging effect in the relative evaluation of different EEG biometric recognition systems.

Indeed, in biometric person recognition the template Aging is an important consideration that may limit the usability of biometric systems in terms of the need for frequent acquisition of new enrolment data. The comparisons reported in these tables were either obtained using single session EEG data or trained using concatenated data from multiple sessions. Therefore, the factor of template Aging has been excluded from the proposed metric. The following section is devoted to the issue of template Aging and suggests a way forward to extend the usability evaluation framework to the analysis of template Aging effects where test data is available.

D. Template Aging

Template Aging is an important phenomenon that impacts the effectiveness and usability of biometric systems as the time between enrolment and subsequent use of a biometric system is increased. Having a better understating of template Aging is of particular importance for EEG biometrics as this is a relatively new modality and its performance characteristics with the passage of time is yet to be firmly established.

In this section, we explore how the usability metric defined in (8) may be extended to the case where data is available for more than one set of tests separated in time. In this way, it is hoped that the impact of template Aging may be incorporated in the relative ranking of different EEG-based biometric systems as more data becomes available. However, there are still only a very few studies published where performance evaluations are reported at different time intervals. We, therefore, start by mentioning two of these studies that could be the basis for presenting the extension to our usability analysis.

Template Aging effects when using mental-tasks with long time interval between training and testing has been reported in [71], where experiments were conducted using 53 electrodes and 9 subjects (using actual and imagined motor tasks) from two sessions, with a time interval of approximately 1 year. Using part of the data from the first session for training and the rest of the first session’s data as the test set, the CRR reached 98%; whereas using the first session’s data for training and data of the second session for testing, the CRR was reduced to 87.1%.

ERP data captured from a single sensor at the Oz position was used for template Aging analysis for biometric recognition by Blondet et al. [95]. They conducted the experiments with 15 subjects for multiple sessions with a time interval between the first two sessions ranging from 5 to 40 days. Out of those participants, nine returned for a third time, after 134–188 days from the first session (mean: 156 days or 5 months). The time domain cross-correlation was computed for feature extraction. An “average accuracy of 0.99 was reported for the first session, 0.93 for the second session, and 0.84 for the third session.”

### TABLE IV

<table>
<thead>
<tr>
<th>Reports</th>
<th>$N$</th>
<th>$K$</th>
<th>$Tr(s)$</th>
<th>$Te(s)$</th>
<th>CRR(%)</th>
<th>$U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gupta et al. [49]</td>
<td>4</td>
<td>8</td>
<td>132</td>
<td>68</td>
<td>85</td>
<td>0.51</td>
</tr>
<tr>
<td>Yang et al. [53]</td>
<td>18</td>
<td>8</td>
<td>240</td>
<td>60</td>
<td>97.4</td>
<td>2.43</td>
</tr>
<tr>
<td>Yeom et al. [59]</td>
<td>10</td>
<td>18</td>
<td>360</td>
<td>40</td>
<td>85.5</td>
<td>0.79</td>
</tr>
<tr>
<td>Yang et al. [51]</td>
<td>109</td>
<td>8</td>
<td>240</td>
<td>60</td>
<td>90</td>
<td>14.29</td>
</tr>
<tr>
<td>La Rocca et al. [94]</td>
<td>36</td>
<td>3</td>
<td>40</td>
<td>20</td>
<td>99.69</td>
<td>35.89</td>
</tr>
<tr>
<td>Yang et al. [50]</td>
<td>50</td>
<td>5</td>
<td>114</td>
<td>6</td>
<td>95.5</td>
<td>33.16</td>
</tr>
<tr>
<td>La Rocca et al. [25]</td>
<td>108</td>
<td>9</td>
<td>50</td>
<td>10</td>
<td>100%</td>
<td>77.14</td>
</tr>
<tr>
<td>Phung et al. [61]</td>
<td>40</td>
<td>23</td>
<td>800</td>
<td>400</td>
<td>97.1</td>
<td>0.39</td>
</tr>
<tr>
<td>Yang et al. [55]</td>
<td>105</td>
<td>1</td>
<td>96</td>
<td>24</td>
<td>99</td>
<td>89.93</td>
</tr>
</tbody>
</table>

Fig. 2. Yearly plot of the usability scores.
Recently, Maiorana et al. [96] reported an EEG biometric recognition system with promising results which addressed the issue of single-session and multisession. Their experiments using the data acquired in a time span of approximately one month and a half, both PSD and AR based features were investigated, 50 healthy subjects in resting state conditions were involved the experiments.

Given that these reports provided at least two performance measurements at a significant time separation, we propose the following extension to our usability analysis in order to be able to compare these systems, while taking into account the effect of template Aging.

A new estimator $U_t$ is proposed that will predict the usability score for a system at any given time $t$ given the usability scores computed using (8) at two different points separated in time separated by $T$. In the absence of substantial data to warrant a more complex model, here we make a working assumption that a linear model would be adequate for accounting for the change in performance, and therefore usability, as a function of time

$$U_t = U_0 - \frac{U_0 - U_T}{T}.$$

(9)

The new estimator is defined by (9), where $U_0$ and $U_T$ represent the usability score for the first session and the second session, respectively. $U_t$ indicates the usability score at any particular time $t$ for a given recognition system. Therefore, it is possible to plot and compare the change in usability score for two or more EEG biometric systems as long as at least two recognition rates in different sessions are reported. For cases where data for more than two sessions are available, it may be possible to use a best fit line (or polynomial) to model the change in performance as a function of time.

To illustrate the proposed usability analysis framework, we use the data from two of the papers mentioned above ([81] and [107]), where multisession recognition rates are reported together with clear indications of time separation. The usability scores at different time separations for these two systems are computed using (8) and recorded in Table V.

In order to compare these two systems’ usability score at a given time, these two systems ([95] and [71]) are represented by “System 1” and “System 2,” respectively in Fig. 3 where their $U_t$ is plotted as a function of $t$.

Fig. 3 shows the trend in the degradation of the two systems’ usability scores during 12 months, assuming a linear model. System 1 is seen to provide much better usability in the first few months. However, after approximately 7 months the usability of System 2 is seen to surpass that of System 1.

Clearly, this analysis framework can be significantly enhanced as more data at different time intervals becomes available making it possible to produce better models of the template Aging effects. However, given the current quantity and quality of the data available, it presents a first approximation at trying to establish the relative merit of published systems.

The results reported so far suggest that while template Aging may result in a decrease in accuracy and usability in EEG-based biometric systems, the impact of Aging may be limited. However, these are for tests using few subjects and relatively short temporal separations. More research is required to quantify the nature and extent of template Aging effects in EEG biometrics.

### VI. CONCLUSION AND FUTURE WORK

This paper provided a review of the recent literature on EEG-based biometric person recognition. As this is a relatively new biometric modality, the literature has been focused on establishing the presence of biometric information in EEG signals. The use of EEG biometrics in real-world application scenario would need much more research to address the shortcomings of the work done to date especially with regards to the quantity and nature of data available for system evaluations.

The search for better acquisition systems, signal preprocessing, feature extraction, and classification should target the goal of reducing the sensor costs (electrode numbers) and quantity of data needed for training and testing while maintaining high recognition rates. Quantifying and ameliorating the effects of template Aging in EEG biometrics remains an important area for further research.
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