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Abstract

This paper explores the notion that the availability and analysis of large datasets has the capacity to improve practice and change the nature of science in the sport and exercise setting. The increasing use of data and information technology in sport is giving rise to this change. Websites hold large data repositories and the development of wearable technology, mobile phone applications and related instruments for monitoring physical activity, training and competition, provide large data sets of extensive and detailed measurements. Innovative approaches conceived to exploit more fully these large datasets could provide a basis for more objective evaluation of coaching strategies and new approaches to how science is conducted. The emergence of a new discipline, sports analytics, could help overcome some of the challenges involved in obtaining knowledge and wisdom from these large datasets. Examples of where large datasets have been analyzed, to evaluate the career development of elite cyclists, and to characterize and optimize the training load of well-trained runners are discussed. Careful verification of large datasets is time consuming and imperative before useful conclusions can be drawn. Consequently, it is recommended that prospective studies are preferred to retrospective analyses of data. It is concluded that rigorous analysis of large datasets could enhance our knowledge in the sport and exercise sciences, inform competitive strategies, and allow innovative new research and findings.
In recent years there has been an explosion in the use of information technology within the sport and exercise fields. The data and information derived from these advances has long been recognized to have the potential for a profound impact. Websites now accumulate large repositories of primary and secondary data that previously would have been impossible for sport and exercise scientists to access and collate by hand. The instrumentation of equipment and invention of wearable technology enables extensive measurements to be gathered during exercise, training and competition. Increasingly, athletes and coaches recognize that such detailed, high quality data can be used to inform objective decision making on aspects of training and performance. In this paper we discuss how rigorous analysis of large datasets may hold the potential to change not only sport, but and the nature of its related sciences too.

“Moneyball”\textsuperscript{2}, and “Big Data” style stories in high performance sport readily capture the public interest, but there remains a question as to whether it’s not clear that scientists are making the most of their available data. There is a risk that the unprecedented capacity for obtaining volume of data is overwhelming and prevents us from not used fully ing it to obtain insight and inform practice. Consequently, it seems appropriate to ask if we suggest there is scope to advance by following other disciplines (such as business and economics), in developing methods to analyze more rigorously the extensive data sources available to us.\textsuperscript{2} Rowley\textsuperscript{3}, suggests proposes that a wisdom hierarchy of data processing exists. This hierarchy describes how a mass of raw data is converted into information, the information into knowledge, and the knowledge into wisdom. Gaining this knowledge and wisdom from data is challenging, but could spawn a new discipline in the sports sciences, that of sports analytics.

Thornton et al.\textsuperscript{34} note that the ubiquity of mobile phones and wearable technology present simple methods to assess and promote physical activity but this area is still underdeveloped. Excellence in the nascent field of sports analytics promises will need to help sieve the deluge of data from repositories and these devices in order to filter out meaningful information. The benefits of this work could be wide-ranging for the coach and scientist, such as identifying new talent, optimizing training programs, informing team selection, and deriving and evaluating competition tactics. The
success of sports analytics will be governed by whether its findings can be translated clearly and for the benefit of its users, such as exercisers, athletes, and their coaches. A further challenge for sports analytics is that in order to conduct effective data analysis requires, a fusion of diverse expert knowledge has to occur; for example, in training theory, sports psychology, data handling and analysis, statistics and mathematical modelling, determinants of performance, and competition strategies. At the moment, this presents a genuine interdisciplinary challenge as few, if any, individuals are sufficiently well versed in such disparate areas. Thus for sports analytics to fully mature as a discipline, new opportunities for the development of its practitioners are needed to be conceived. This will likely require universities to develop new courses that enable students to combine and acquire a deep understanding of the science of sport, alongside extensive skills for data handling and analysis.

In this paper, we provide two examples of the kind of opportunities that can be found in tackling this challenge, and discuss some consequent issues. We present two preliminary studies from our endurance research group that illustrate different ways of mining and modelling data to look at talent development and optimization of training. Our aim is to promote wider recognition and discussion of the evolving discipline of sports analytics and its potential to influence research and practice in the sport and exercise sciences.

Obtaining large datasets for analysis

Once a research question has been established, one way of addressing it can be to evaluate existing data that has already been gathered. Data mining is a method where raw data is translated into information by analyzing and interpreting its patterns within the data set. Data mining may also involve mathematical or statistical modelling, particularly where some kind of predictive capacity is required. The information might be obtained from data can be used to help coaches predict changes in sports performance, find events that co-occur or their sequence of occurrence, and divide data into similar groups. Data mining techniques have been used to obtain information by examining the relationship between performance and its determinants, attributes, and to interrogate athletes’ existing performance related data to identify new strategies. Ofoghi et al. show how used...
data mining could be used to inform strategic planning for rider selection and training prioritization in the multi-discipline events such as the omnium in track cycling, and Moffatt et al.\textsuperscript{9} for identifying sprint race tactics. There is a cost though, as in many instances the amount or complexity of the data, and preparing it for analysis can challenge even the most determined, especially where each athlete, team, game or event, across a season is modelled. It is also very important that the research question and methods are established before analysis is begun\textsuperscript{10}. The evaluation of an hypothesis formed \textit{a priori} helps to reduce the chance of bias and false positives arising from the analytic process. Otherwise, data fishing or P-hacking in large datasets is likely to result in many spurious but statistically significant results.

Analyzing race results

Some websites provide the potential to exploit large datasets by analyzing their information they hold. With the website’s permission it is possible to use web-spider or web-crawler software to extract data from its databases for subsequent analysis. We examined the career progression and success of elite cyclists by using this approach to conduct a retrospective analysis of their race results.\textsuperscript{11,12} Coaches and scientists generally accepted that athletes have to undertake many years of training to achieve elite status in endurance sports. Yet the development profile of the most successful senior athletes and the likelihood that this involves performing well in elite junior competitions remains unclear.\textsuperscript{13,14} To explore this issue we extracted race results for major junior and senior elite cycling races from 1980 to 2014 from one of the freely accessible online databases documenting race results (www.procyclingstats.com). For the purposes of the study we focused upon 25 major races and were able to obtain 67,503 results for 5,561 cyclists from 75 countries. This data included the name, date of birth, nationality, race, finishing position (including general classification and individual stage results from multi-stage races) of all the cyclists competing. From this data we were able to establish that the cyclists’ average career length for competing in these most prestigious races was 3 seasons. However, as the data was heavily skewed by a few highly prolific cyclists, we also used the semi-interquartile range (SIQR) as an alternative way of depicting cyclists’ typical career length. The SIQR comprises of the 50\% of data between 25\textsuperscript{th} and 75\textsuperscript{th} percentile and it showed that half of all cyclists’ careers ranged between 1 and 7
years. Notably, a large proportion of cyclists (86%), never achieve a top 10 placing in
the major races we studied in their career. Our data mining also revealed findings with
implications for long-term development of cyclists, and team selection. As shown in
Figure 1, we identify evidence of a relative age effect[1213], sometimes referred to as the
Matthew effect, within the population of world-class cyclists .

There appears to be an over-representation of cyclists at the World Tour level who
were born early in the calendar year (January-March). This analysis raises the issue of
whether observation suggests there is an inappropriate bias in how cyclists are being
identified and developed by their coaches. To avoid this coaches should encourage a
later specialization and prematurely, or on an inappropriate basis e.g. more focus
upon technical skills, rather than physiological parameters be better for in developing
young cyclists. Varying the youth cyclists’ age group cut-off dates within the
competition year (e.g. should 9 or 15 months be used rather than 12 months) could
also be considered. Or alternatively, youth teams could have quotas based upon
chronological age within a year. This interrogation of a large volume of race
data allowed us to describe the evolution of successful cyclists’ and substantiate the
presence of the “Matthew effect” within elite cycling.

There are several challenges with establishing the validity and reliability of large
datasets, especially where the analysis is retrospective that need to be considered prior
to conducting a study. For this reason, a prospective study design is often preferable
in order to that the integrity of the data can be overseen as it is gathered. Trying to
verify the veracity of large numbers of observations retrospectively is
often impractical. For example, in our study above[1211] the collection of retrospective
race results from 3rd party websites using web-crawlers assumed these were
accurately reported to reflect the “official” finishing positions. Moreover, collecting
data in this way brought with it ethical considerations when deciding where, and how
fast to crawl. Prior permission was always obtained from the data or website owner.
Nonetheless, fast crawlers can have a crippling impact on the performance of a website as the server deals with multiple simultaneous requests. Once the web-crawler finished gathering data, pre-processing of the data was imperative to check for errors in its structure, and for subsequent filtering and cleaning. Within the cycling results database for example, some race names had changed over the years, or were listed in both native and English languages across various editions e.g. Tour de Pologne/Ronde van Polen/Polen-Rundfahrt/Tour of Poland. In some instances, there were missing results which needed verification of whether the race took place, or if its results were just absent from the database. Similarly, where misspelt cyclists’ names were misspelt they needed to be corrected prior to analysis, otherwise their results would have been incorrectly assigned. In summary, the opportunity to analyzing large data sets can provide as a means of answering to pre-specified research questions provides the chance to extract novel findings. It does require substantial meticulous and time-consuming work though, and the approach should not be regarded as a surrogate for prospectively conducted studies. Furthermore, conducting prospectively designed studies will help reduce the chance of bias and false positives as mentioned previously.

Analysis of exercise and training data

When athletes and coaches monitoring exercise, training and racing, large datasets are now generated routinely. Advances in training technology have resulted in portable devices (such as accelerometers and similar activity monitors, GPS, heart rate monitors, power output meters, and related mobile phone apps), being used habitually to gather data by a wide spectrum of users from recreational exercisers to elite athletes. These devices typically gather data on all the activity of their users with a level of accuracy and detail once unthinkable. Characteristically, this data has been used to describe and recount completed exercise or training bouts and races. However, by exploiting these opportunities more fully, scientists could produce exciting and innovative new findings. With this technology, performance can now be evaluated directly in the field, rather than be inferred from laboratory trials and simulations. Accurate measurements that previously required specialised laboratory equipment are can now gathered by the coach during normal training and competition (Figure 12). Furthermore, patterns of daily activity and
inactivity can be described to evaluate lifestyle interventions more objectively\textsuperscript{174-18}. As a consequence, more realistic and ecologically valid experimentation can be designed and questions addressed that were previously beyond the reach of the laboratory-based scientist. An enticing example of this is the insights that could come from being able to accurately quantify training.

***** Figure 12 near here *****

To date the process of prescribing training has relied upon the experience and intuition of those involved (i.e. coaches and athletes), as the necessary research in this area is lacking\textsuperscript{1819}. Over the past four decades, the scientific basis for prescribing training programs has advanced little beyond Banister and colleagues’ seminal work\textsuperscript{1920,21}. This is in marked contrast to the tremendous advances that have been made in our understanding of the adaptions that result from training\textsuperscript{22}. However, this situation could change with the capability to measure individuals’ training and racing accurately and in detail in the field. The resulting large volumes of field measurements could present the discipline of sports analytics with an early opportunity to contribute to our understanding of effective training program prescription\textsuperscript{23}. Furthermore, this detailed monitoring of training and performance in the field provides an opportunity to reverse the usual scientific paradigm for research on this topic. Specifically, instead of conducting experiments to compare the effects of specific (laboratory-based) training regimens, we can measure study participants’ training, and track their resulting changes in performance. It may then be possible to determine which aspects of their monitored training is most effective, given sufficient data. With this scientific paradigm the method of enquiry consists of identifying which training led to the observed changes in performance, rather than trying to evaluate how performance changes in response to a carefully restricted laboratory-based training protocol. Here the bigger the data, the better the insight, as effective training is likely to be identified more clearly when the number of participants involved and the diversity of their training is greater. Exploring a wide range of training regimes with large numbers of participants is not a viable option for laboratory-based research, but in a field study it becomes quite plausible. Participants can be recruited to undertake their usual training program and compete in their
preferred competitions, no longer restricted to following scientists’ abstract training
regimes and evaluating them with contrived laboratory-based performance trials.

Studies involving our endurance research group have demonstrated the potential for
extracting useful insights from carefully conducted field studies. Galbraith et al. 24
used GPS devices to record all the training and performances of 14 highly-trained
endurance runners for a year-long study. This study resulted in measurements for 2.5
million time-points. In our the original analysis we summarized and collapsed this
data into 3 training zones, finding total distance, and percent time spent at the highest
intensity related to performance. This kind of analysis is difficult to translate into
future training prescription for athletes however. Therefore, in order to analyze this
dataset more fully Kosmidis and Passfield 25 proposed the use of training distribution
and training concentration profiles (Figures 32 and 3 respectively). This training
distribution profile is obtained by plotting the amount of time spent above the
reference speed during the session. For example, at 0 km·h⁻¹ all the training was
completed above this speed and therefore the total number of observations for the
session is plotted. In contrast, at 15 km·h⁻¹ only a small fraction of the total
observations is seen to occur above this speed. In effect the analysis assumes every
possible speed is a training threshold and shows how the pattern of training time
changes with speed. The training concentration profile is the derivative of the
distribution curve or in statistical terms a concentration curve. It shows the cumulative
time spent training at each speed during the session(s) analyzed. By comparing the
training distribution profiles with resulting changes in performance, these researchers
were able to identify the runners’ training speeds that were significantly related to
improvement. Not only could they identify these significant speeds for training, but
they could also his information was used to model how endurance performance
would change in response to training. Notably, the authors observed that the
significant training speeds could not be determined from laboratory test data, but only
from the analysis of the runners’ training and performances. These methods and
findings indicate that in the future it may be possible to support the coach by
identifying the optimal training sessions for athletes to complete for specific race
performances. Perhaps even more importantly, people promoting exercising
exercise for health could specify their available training time, and use the same
method to calculate the most efficient exercise regime that provides the maximum benefits.

There were some theoretical issues that the training analysis highlighted. Kosmidis and Passfield set out with the ambition to retain all of the available data, to minimize the number of assumptions they made, and still utilize a parsimonious model with as few predictor variables as possible. When a data set is summarized, whether such as with a mean and standard deviation or something more complex, much of the information in the original dataset is compressed in the process too. An advantage of the training distribution and concentration profiles is that they retain all the available data from every session for analysis. Furthermore, relatively assumption-less approach to modelling their data meant the authors did not rely on existing models of physiology to make sense of the data. Rather they made the data “talk” and checked subsequently to see if their analysis supported traditional physiological models of training. As mentioned above, their findings did not support existing models used for training, as their traditional laboratory tests results could not be used to identify the training speeds that were related significantly to the changes in performance. If the training data had been described with reference to the laboratory test data (i.e. as percentages of maximum or lactate threshold) at the outset, the analysis would not have succeeded. Finally, as with most modeling work, a key challenge is ensuring parsimony to keep the model as simple as is reasonable. The training distribution and concentration curves help this process by reducing the complexity of the underlying dataset whilst still retaining a simpler, yet comprehensive representation of it. There are many challenges to be overcome before it will be possible to introduce a rigorous scientific method into the process of prescribing training. Nonetheless some important lessons were learned from the studies above. Data cleaning and checking was an arduous process, as with the study of cyclists’ development profiles discussed earlier. Every training session was plotted and manually inspected for obvious
errors. This process quickly highlighted that the subsequent analysis would have need to deal with unrealistic “spikes” in the recorded values, and calculations where the training speed was at, or close to, zero. In addition to clear visual data spikes, we also had to identify unreasonable values e.g. where the apparent speed was clearly above world record pace for the observed distance. These observations were due to problems with the GPS signal, or runners forgetting to switch off their GPS when cycling or driving home after a training session or race. Most of these issues could be addressed within the analysis, but a particular challenging issue was how to proceed in the absence of data. All the runners were asked to submit their training programs, as these were not specified by the research team. By matching the observed training data to the runners’ training program provided, gaps caused by missing training data were identified. The athletes’ training record could also be used to determine whether missing observations in a training session implied a rest period, a gap between successive sessions, or a runner moving very slowly, or simply missing data. However, as this was a retrospective analysis of the data of data from an earlier study, it was not always possible to confirm these assumptions were not always possible to verify. As discussed earlier in this paper, verifying the dataset was a time-consuming but critical part of the analysis. This re-emphasizes our earlier recommendation that scientists prefer conducting prospective studies, as opposed to retrospective analyses of large training data sets whenever possible.

Summary

Technological advances in recent years have enabled large datasets to be gathered in sport and exercise settings. Examples of these large datasets are information held by websites, and data generated by people monitoring their regular exercise, training or competitions. Careful analysis of these large datasets can enhance our knowledge in the sport and exercise sciences, support the coach by informing competitive strategies, and allow innovative new research and findings. The interest in making more from the data in sport and exercise sciences appears to be spawning a new discipline of sports analytics. This discipline necessitates the fusion of a diverse range of knowledge in computing, mathematics, statistics and sports sciences, that may require new development opportunities before the discipline can develop fully. Examples of
preliminary work exploring large datasets from websites and GPS devices have been discussed along with some of the issues that this work presents. A common theme for this kind of work is that careful quality checking of the large dataset is imperative and time-consuming. Identification of missing data and strategies for dealing with it is also critical. Accordingly, it is recommended that prospective studies are preferred to retrospective analyses of data.
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Figure Legends

**Figure 1**: The percentage of riders placing in the top 10 of World Tour cycling races by birth month. Data is percentage normalized for month length. The horizontal line at 8.33 represents the uniform distribution over the 12-month period. 

**Figure 2**: A training session for an endurance runner, showing running speed over time. Data were gathered by wrist-worn GPS recording every second for each variable measured.

**Figure 3**: A training distribution profile for the training session shown in Figure 2, as proposed by Kosmidis and Passfield for analyzing large training datasets. The distribution profile shows the total session time spent training above the corresponding speed.

**Figure 4**: A training concentration profile for the training session shown in Figure 2, as proposed by Kosmidis and Passfield. The concentration profile shows the session time spent training at the corresponding speed.
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