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A Framework for Biometric and Interaction Performance Assessment of Automated Border Control Processes

Joshua J. Robertson¹, Richard M. Guest¹, Stephen J. Elliott² and Kevin O’Connor²

Abstract—Automated Border Control (ABC) in airports and land crossings utilise automated technology to verify passenger identity claims. Accuracy, interaction stability, user error and the need for a harmonised approach to implementation is required. Two models proposed in this paper establish a global path through ABC processes. The first, the Generic Model, maps separately the enrolment and verification phases of an ABC scenario. This allows a standardisation of the process and an exploration of variances and similarities between configurations across implementations. The second, the Identity Claim Process, decomposes the verification phase of the Generic Model to an enhanced resolution of ABC implementations. Harnessing a Human-Biometric Sensor Interaction framework allows the identification and quantification of errors within the system’s use, attributing these errors to either system performance or human interaction. Data from a live operational scenario is used to analyse behaviours, which aid in establishing what effect these have on system performance. Utilising the proposed method will aid already established methods in improving the performance assessment of a system. Through analysing interactions and possible behavioural scenarios from the live trial, it was observed that 30.96% of interactions included some major user error. Future development using our proposed framework will see technological advances for biometric systems that are able to categorise interaction errors and feedback appropriately.

Index Terms—Biometrics, Border Control, Human Error, Human-Biometric Sensor Interaction (HBSI), User, Performance Assessment

I. INTRODUCTION

Automated Border Control (ABC) can be defined as the use of automated or semi-automated systems, which can verify a traveller is crossing the border at a control point without the need for significant (or any) human intervention [1]. The system aims to authenticate the traveller’s claim of identity using a combination of biometric data, tokens or permits. The system will also attempt to establish whether the traveller is the rightful owner of a document/token, query border control records and watch lists, and then determine eligibility for border crossing permission. The implementation must also guarantee border security, preventing multiple subject entries from a single transaction (so-called tailgating). There should also be a manual inspection route for travellers who were refused entry (either correctly or erroneously) [2].

While variation in legal frameworks and entry requirements may prevent global harmonisation; all ABC systems should aim to provide a user-friendly experience. Travellers will judge how usable an implementation is based on prior knowledge of systems and the success of previous interactions. Their perception of convenience, confidence and their (subjective) satisfaction of the overall use of the system should be considered when evaluating the efficiency and effectiveness of ABC systems. All self-service systems (such as ATMs) require the user to draw upon the previous experience of similar automated interactions. Contrary to many other self-service systems, ABC systems typically are encountered less frequently. On average, an individual only travels abroad once or twice a year [3] which means experience and knowledge may not be adequate to ensure a smooth process through the system on future journeys. For the casual flyer, issues may arise due to unfamiliarity with the system which can be influenced by cultural, language and other ergonomic factors.

To evaluate the performance of ABC systems, we propose two models to identify process flow. A route-map of system components, modalities and requirements can be established for an implementation. We then utilise the Human-Biometric Sensor Interaction (HBSI) evaluation methodology to attribute system performance to user interaction and technologically based errors.

The contribution of these proposed methods will enable the design and research of ABC implementations to identify performance-related issues throughout the product life cycle. This research will establish the process flow of a border control system, identifying each step of the process involved and, therefore, enable the formal mapping of systems worldwide. The novelty of this research lies in the attribution of the HBSI framework to an identity claim scenario, which will allow the categorisation of user presentations made to a sensor. The limited research in biometric performance assessment has highlighted a need for a precise method of analysing these implementations beyond a system level. Applying HBSI will take the first steps to providing a full range of performance metrics which will ultimately improve the precision of biometric testing and reporting.

1.1 Automated Border Control

At a verification stage/arrival at the border, an ABC scenario will require a traveller to undergo identity verification through
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a series of interactions. Upon entering the system, the user will initiate an interaction through the use of an electronic travel document (such as passports or identity cards), commonly known as a ‘token’. The token contains, or make reference to, an enrolled biometric sample against which a verification sample is compared. Typically the biometrics employ facial or fingerprint technologies [4]. Tokens are authenticated and checked for fraudulence [5]. Upon successful verification, the system will allow border crossing usually through the opening of a gate. Regarding topology, Frontex [2] classifies current ABC systems into three categories:

- One-Step Process: when the token verification, identity verification and the border crossing happens in one single process.
- Integrated Two-Step Process: when the token verification and eligibility to use the system is performed in advance and, if successful, the identity verification process is conducted at a different stage in the same physical location.
- Segregated Two-Step Process: when the process of traveller verification and the border crossing are completely separated. A further token is sometimes required to link both processes, sometimes in the form of a biometric sample or ticket.

Systems typically use physical barriers, full page token readers, visual displays for instructions, biometric capture devices and system management hardware and software. The systems may also include uniqueness and liveness detection technologies [6].

### 1.2 Interaction Aspects

Performance assessment concerning the interaction with devices (including biometric systems) is assessed from either a user perspective or by the effect on system performance through incorrect interaction. The usability community will assess the efficiency, effectiveness and user satisfaction [7] of systems from a user point of view. Other methods aim to provide valuable input into the design of systems through ergonomics, instructions and feedback. The work was undertaken in this current study purposefully takes a system perspective, in that we aim to establish the effect on the performance of a system when an erroneous interaction occurs.

The term usability is defined by ISO 9241-11 [7] by the extent to which a product, biometric or otherwise, can be used by subjects to achieve their goals. It can be assessed according to three criteria: efficiency, effectiveness and user satisfaction. Regarding an ABC system, it is possible to define task performance as effective when an interaction supports users who can achieve their goal of successfully crossing a border (including the sub-tasks of token reading and biometric verification). The interaction with the system is considered efficient if the traveller can pass through the process promptly, which is subjective to an individual user but averages at around 15-20 seconds for European ABC configurations [8] – [2]. A user’s (subjective) satisfaction can depend on the level of the physical or mental workload that they may encounter throughout the process.

Research in the area of usability evaluation has been led by National Institute of Standards and Technology (NIST), who have contributed significantly to studying the assessment of usability in biometric systems [9] [10] [11] [12]. Other studies [13] [14] [15] [16] have investigated the influence of usability factors that affect biometric performance and user experience. This research demonstrates that while there are many parameters to consider throughout usability evaluations, these conditions may affect the user presentation at an interaction level.

Biometric components in border control solutions can cause problems. In some cases, the sample quality captured by the biometric component is insufficient, resulting in genuine token holders being denied access. In other instances, travellers found a particular modality awkward and time-consuming to use (as documented by a user experience study on the now retired UK IRIS programme [17] and the challenges of iris recognition in UAE [18]). Furthermore, other systems exhibited issues of inaccessibility resulting in a proportion of the population unable to use an implementation being unacceptably large [5] – [19]. A study on multiple verification systems conducted by the UK Passport Service also revealed some usability issues which affected system performance at an interaction level [20].

An important issue for travellers using ABC would be the system’s ability to be able to communicate with people regardless of native language. Implementations that utilise a Segregated Two-Step Process with an interactive kiosk have an easier task of deploying (limited) language options [21], while one-step solutions offer little to no choice [2]. These configurations often rely on icons or simple pictorial instructions. If the user has previously experienced ‘slow’ system performance or has erroneously been denied access, these negative experiences may cause the traveller to avoid the process in the future [17]. How the system experience is conveyed through publicity documentation and to the public through the news media can also affect the user presentation [22]. A positive user experience is usually based on convenience, confidence that the system is functioning correctly, and its perceived utility [23].

There are also questions of user acceptance within biometric systems. The British Standards Institute (BSI) [19] found although most participants rated four systems they tested either satisfactory or positive; many raised several usability and acceptance issues. For example, within a fingerprint system, subjects commented on hygiene and the visible dirt which was highlighted due to illumination on the sensor. Current global consortiums such as the FastPass [24] and ABC4EU [25] projects have noted the need to find, standardise and counter non-technical factors. These often result in sporadic behaviour such as general confusion and unfamiliarity in different systems.

To enhance acceptance and to improve the user experience, an ABC implementation needs to accommodate: a population with different demographics, language barriers and travellers from a variety of cultural backgrounds through the standardisation of signage and instructions. Also, to travellers whose interactions may be affected by stress, fatigue and a reaction to unfamiliar surroundings. Furthermore, a system must exhibit an ability to convey errors and to offer solutions leading to a more efficient process for all travellers. Moreover, this must be able to accommodate user performance and acceptance concerns, accounting for confidence, and physical or mental workload.
1.3 Human-Biometric Sensor Interaction (HBSI)

In traditional testing, system metrics such as Failure to Acquire (FTA), a measurement of the percentage of invalid presentations that are incorrectly accepted as valid, can indicate issues of user performance [26]. Furthermore, Failure to Enrol (FTE), the rate at which attempts to create a template from an input are unsuccessful, will point to the success of individuals to interact with a system. Conventionally the overall performance of all biometric systems, including ABC implementations, monitor two key rates:

False Rejection Rate (FRR) - the percentage of incorrect rejections made by a system. False Acceptance Rate (FAR) - the measure of performance that a biometric system will incorrectly accept an access attempt by a non-authorised user.

These statistics, however, do not attribute the cause of the error, merely wrapping user and system performance within an individual metric. Performance results have been reported for several EU-based ABC implementations [27] which identified that FRRs were found to differ greatly between separate deployments.

Erroneous presentations which may be caused by unwanted user behaviour may result in rejection of the system. Correct presentations are rewarded with swifter processing times and a faster overall process. If incorrect user presentations could be categorised throughout the capture process, then appropriate algorithmic adjustments can be made. Development in this area could monitor and provide feedback to the user in an attempt to reduce overall error ratings. Eye tracking or image processing elements may be useful to identify when a user is making an incorrect behaviour, e.g. not looking at the camera. Travellers may often be tired or stressed when interacting with ABC systems, which may also have an effect on the process. Previous HBSI research has discussed the effect of human interaction on the biometric system [28], identifying that there is a relationship between user presentation and system performance.

The HBSI Evaluation Method presents an assessment method for determining systems’ performance using multiple facets, technologies and interactions [29]. By doing so, this enables an investigation of the effect of user interaction when accounting for overall system performance. Ignoring these issues may cause the system not to achieve optimal performance, causing errors such as FTA and FTE and impacting the FRR.

Therefore, HBSI also aims to characterise the interaction between multiple components: the human and the sensor (ergonomics), the human and the biometric system (usability), and the sensor to the biometric system (sample quality). When reporting on usability, the interaction between the human and the biometric system should be described. Users will engage with a biometric system beyond interacting with multiple sensors. In ABC systems, for example, other components of the system such as the gate mechanisms and the feedback displayed on the monitor must also be considered. Regarding an individual interaction made to a biometric sensor, the HBSI uses the Presentation Framework (Figure 1) [30] – [31].

This process allows for an understanding of correct and incorrect behaviours typically occurring within a biometric system. Correct presentations for a particular interaction can be categorised as either Failure to Detect (FTD), Failure to Process (FTP) or a Successfully Processed Sample (SPS). SPS is the ‘correct’ transaction which is the ultimate goal of using a system. FTPs are correct presentations that are not detected by the system. FTPs within biometric systems can occur due to reasons such as problems in segmentation, feature extraction or quality control and is a system error generated by the biometric system.

There are three possible categorisations of incorrect presentations. Defective Interactions (DI) which occur when a biometric sample is incorrectly presented and is not detected by the system. Concealed Interactions (CI) occur when an incorrect presentation is detected by the system but is not handled correctly as an error. An example could be in fingerprint recognition where a user, for whatever reason, uses a different finger from that of the enrolled one but is still accepted by the system. False Interactions (FI) occur when a user presents their biometric in an incorrect way, and the system correctly identifies the error as an incorrect presentation. Recent work on the HBSI Model has investigated token presentations made to a sensor, creating a process chart that allows the categorisation of False Claims and Potential Attacks [32].

To enable an evaluation of ABC system performance, we propose the use of a generic method of the process flow. Onto this model, we can establish where HBSI errors occur at either a system or user interaction level and propose metrics for evaluating performance assessment.

The proposed model assess system performance at a task level. Our research is partially built upon the success of task analysis utilised in usability evaluations [33]. The tool is used to identify usability concerns for individual steps throughout a process. The success of our proposed model will take on a systems approach to understanding interactions. This will allow system administrators to identify bottlenecks in implementations that can be attributable to either ICT-based algorithmic performance or user interaction errors.

In addition to studying HBSI at a task level, usability metrics can also be established through performance assessment and post-usage questionnaires. The results can then be referenced back to the HBSI errors within a transaction. Deviation from a generic model may give indicators to user performance being affected by a new transaction sequence.

Section II describes a Generic Model (GM) for ABC enrolment and subsequent verification stages. Section III defines the outcomes within the verification process defined in
the GM. The Identity Claim Process (ICP) utilises the HBSI framework to identify possible system and interaction errors. The use of these two models is illustrated in Section IV using data from a live ABC implementation.

II. GENERIC MODEL

ABC systems across the globe use a broad range of biometric devices combining either single or multiple sensors and token readers. Requirements differ from country to country and have different usage implications for travellers depending on the configuration. To facilitate the application of the HBSI Presentation Framework to ABC, we first define a GM of existing systems, encapsulating key points across implementations. Performing cross-implementation comparisons are possible.

To encourage the development of our GM, we have analysed 21 global ABC implementations including the eGates from the UK as well as various EU, US, Australia, Singapore and Hong Kong systems. Out of the 21 systems, two configurations used a segregated two-step process while the remaining 19 were combined one-step solutions. 16 systems used a single modality for biometric verification (six using facial verification, five iris, four fingerprints, and one hand geometry) while five used multi-modal (all using fingerprints and face) technologies.

Three configurations were pre-registered systems and did not require a token. 11 used ePassport as the required biometric data and electronically registered travellers’ programme cards. All configurations involve a level of enrolment. However, pre-registered programmes using iris or fingerprint modalities required travellers to provide data at enrolment centres.

Although deviations do exist across implementations, a general process flow can be seen in the enrolment and verification stages. Systems are comprised of both automated (using technologies that do not require intervention by human operation) and manual elements. A GM of these automated and manual systems is shown in Figures 2 and 3. In our GM, grey sections refer to areas where manual intervention is required, while processes notated by a white section are automated (e.g. a biometric capture is algorithmically assessed, or a component can automatically detect movements within a gate). The white node indicates the starting point for interaction. Exit points within the GM, where travellers may be rejected from the system, are shown in black while white nodes with an outline denote success or approval through a process. Grey nodes refer to processes where a border guard may need to assist if the traveller is having difficulty with a certain action. For our definition of GM, we have constrained our route map to the major biometric modalities found in ABC systems.

The first stage of the GM will require the enrolment of biometric data to generate a token. After being approved onto a border access programme (E1), the traveller may be asked to provide biometric data at an enrolment centre or via self-captured samples (E2). Enrolment differs from each configuration reflecting the specific requirements and modalities.

<table>
<thead>
<tr>
<th>Evaluation Point</th>
<th>Definition</th>
<th>Possible Outcome</th>
<th>HBSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1 Traveller Presence</td>
<td>Is the traveller's presence detected?</td>
<td>Yes (A2), No (Reject/Assist)</td>
<td>FTD/DI</td>
</tr>
<tr>
<td>V2 Token Presence</td>
<td>Is the token detected?</td>
<td>Yes (A3), No (Reject/Assist)</td>
<td>FTD/DI</td>
</tr>
<tr>
<td>V3 Token Read</td>
<td>Was the token successfully read?</td>
<td>Yes (A4), No (Reject/Assist)</td>
<td>SPS, FTD/DI</td>
</tr>
<tr>
<td>V4 Biometric Capture</td>
<td>What biometric data is required?</td>
<td>Identify Modality (Iris, Finger, Faces)</td>
<td>All</td>
</tr>
<tr>
<td>V5 Data Verification</td>
<td>At what point does identification take place?</td>
<td>Database or Local level</td>
<td>N/A</td>
</tr>
</tbody>
</table>

It also permits the identification of the automated steps within each system, and where possible, the ability to identify errors which may occur throughout the presentation stages. HBSI applies to all outcomes of point evaluation E3 (‘Biometric Data Capture’) but is not applicable to E1 (‘Traveller Eligible?’) or E2 (‘Biometric Data Required?’). Our GM includes provision for the detection of a traveller’s document (V2) and thus the Presentation Framework can also be used to identify successful or unsuccessful token presentations. If the user had successfully entered their token, reading (V3) is performed through a sub-system process, and the result is fed back to the user. Upon successful validation of the token (if appropriate), subsequent biometric capture (A4) and verification at a local (token) or non-local (database) level (V5) of the traveller will lead to either authorisation or rejection to cross the border.

The Verification Stage (Figure 3) begins as a passenger enters an ABC system. Configurations may contain liveness detection components which can identify a passenger’s presence (V1). The detection of the traveller can be assessed through an adapted version of the HBSI Presentation Framework. Whereby identifying conditions such as; whenever a user has entered the system correctly, too quickly, if another passenger is detected, or if the traveller is using the system already. Detection of such conditions are vital in the first stages of the process as this may alter how the system proceeds.

Table 1 shows the evaluation points throughout the Verification Stage of the GM, highlighting possible outcomes and HBSI categorisations. Although there are obvious points at which HBSI can be applied to improve the categorisation of errors, there are further steps where we can examine the GM further to enable an understanding of behaviours at presentation.

The verification stage of the GM can be decomposed further into individual interaction outcomes, mapping a clear process of interaction behaviours and systems steps throughout the ABC verification process. Doing so then allows the application of the HBSI Presentation Framework to specific steps and therefore, the user and system performance can be assessed through understanding and categorising traveller behaviours into scenarios.
TABLE II
IDENTITY CLAIM PROCESS AND RELATING GENERIC MODEL EVALUATION POINTS

<table>
<thead>
<tr>
<th>Step</th>
<th>Title</th>
<th>Definition</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>System Requires a Claim of Identity</td>
<td>The system may or may not require the user to make an identity claim.</td>
<td>V1</td>
</tr>
<tr>
<td>2</td>
<td>User Correctly Makes Identity Claim</td>
<td>The user either presents their token or submit their travel documents to the reader. The user must submit their token in such a way that the system should be expected to accept it.</td>
<td>V2</td>
</tr>
<tr>
<td>3</td>
<td>Identity Claim Accepted by System</td>
<td>If the token can be read then, it should be accepted by the system. If this step fails, it is a failure of the token or the system, not the user.</td>
<td>V3</td>
</tr>
<tr>
<td>4</td>
<td>Identity Claim Corresponds to Valid Identity</td>
<td>The token exists in the database, or the token has a valid enrolment sample, digital signature, expiry date. The token has not been revoked</td>
<td>V3</td>
</tr>
<tr>
<td>5</td>
<td>Claimed Identity belongs to a different user</td>
<td>The user may be using a false identity; for example, the token may have been (accidentally) swapped with a friend or travel companion. If the intent was malicious, then this counts as an attack.</td>
<td>V3</td>
</tr>
<tr>
<td>6</td>
<td>User Correctly Presents Biometric to System</td>
<td>A correct presentation can be defined when the user presents their biometric corresponding to the requirements of the system. It also means that they should submit the correct biometric trait e.g. the correct finger, iris which the system expects.</td>
<td>V4</td>
</tr>
<tr>
<td>7</td>
<td>Biometric Subsystem Detects Presentation</td>
<td>The biometric system correctly detects the biometric data and can perform subsequent processing.</td>
<td>V4</td>
</tr>
<tr>
<td>8</td>
<td>Biometric Subsystem determines that presentation is suitable for biometric matching</td>
<td>Biometric subsystem determines that the quality of the biometric sample be sufficient and can extract features to enable biometric matching to take place.</td>
<td>V4</td>
</tr>
<tr>
<td>9</td>
<td>Biometric matching validates user against claimed identity</td>
<td>If the system is an identification system, then this means that the user is determined to be an enrolled user. If it is a verification system, then the identity claim of the user is verified.</td>
<td>V5</td>
</tr>
</tbody>
</table>

III. IDENTIFY CLAIM PROCESS

There are nine proposed steps for an Identity Claim Process (ICP) which occur throughout the Verification Stage as suggested in the GM. In Table 2, a definition of each proposed step and the related evaluation points from the GM is detailed. For example, Step 1 (System Requires a Claim of Identity) occurs during evaluation point V1. When a traveller enters the ABC interaction area, we can categorise if the system detects the traveller and if they are required to make an identity claim. Another example is at Step 3 (Identity Claim Accepted by System) which can only occur after V3 Token Read has been successful.

To facilitate our work, we begin to categorise user interaction within the ICP. While many of these scenarios are directly attributed to the user’s presentation, there can also be algorithmic faults within a system sub-process that can lead to a particular error. Table 3 illustrates the possible outcomes for a scenario where the user has already entered the ABC system. In this example, the user has successfully had his or her token read (Steps 3 and 4) but has failed the step where they are required to present correctly (Step 6) to the sensor. In this situation, various outcomes can be attributed through HBSI categorisations but may be perceived differently in the system response.

In the illustrative scenario, only the system categorisation would be in effect in conventional assessment metrics. The inclusion of HBSI can help to establish cases where the system was correct in the identification of the scenario as erroneous (False Interaction). Therefore, we can indicate correct system performance or highlight potential security threats where the biometric is not detected, but the system grants access (Concealed Interaction).

Upon identifying these scenarios, the performance of recognition algorithms, human-computer interfaces and the ergonomics of the systems can be analysed in further detail.

IV. CASE STUDY OF ABC PERFORMANCE ASSESSMENT

We present a case study to illustrate the application of the HBSI method to the analysis of performance. Using the SmartGate/SmartGate+ configuration based in Australia and New Zealand, we apply both models to identify the requirements and differences between the original setup and the next generation of SmartGate (denoted as ‘SmartGate+’).

The travellers were observed entering the system from both sides of the gate through live video footage. A clear view of the entire transaction could be seen from both feeds. The footage was recorded over a period of two days.

4.1 SmartGate and SmartGate+

The original SmartGate system was an Australian and New Zealand airport ABC implementation employing a segregated two-step configuration. Upon arrival, the traveller approaches a standalone kiosk and enters his or her electronic passport to be read. An electronic ticket solely used for the gate interaction is then issued to the passenger. At the second stage, the passenger inserts his or her electronic ticket into a gate reader, after which a biometric facial verification subsystem matches the traveller’s live photo with the reference image read from his or her passport. In 2013, SmartGate extended its services to UK and US citizens [34].
Traveller interactions were observed at a distance using CCTV when the user makes a movement or gesture that can be clearly seen from a front view of the gate. Noticeable user behaviours are cameras. The instructions displayed on the monitor were clear and should have an impact on their performance. The configuration changed from two to a one-step configuration which removed the kiosk component and matched a configuration similar to the standard EU e-Gate system (an arrangement that accounts for 43% of global deployments) [35]). Table 4 describes the major verification differences between the SmartGate and SmartGate+ configurations using the GM and ICP.

In 2010, a report from Frontex Europe [8] noted that over one million travellers had used SmartGate at all airports since opening in 2007. Of the 200 travellers who were interviewed in the report, 98% agreed that the process was easy, 97% agreed that they were extremely likely to recommend SmartGate and 96% agreed they would use SmartGate again. Typical causes of false rejections include users not looking directly at the camera or poor quality photos stored in electronic passports. During peak traffic, passenger interactions tended to improve with individuals learning from other users and then repeating the learnt behaviours.

In 2013, the next generation of the Smart Gate system, SmartGate+, was trialled at Auckland Airport in New Zealand. The configuration changed from two to a one-step configuration which removed the kiosk component and matched a configuration similar to the standard EU e-Gate system (an arrangement that accounts for 43% of global deployments) [35]). Table 4 describes the major verification differences between the SmartGate and SmartGate+ configurations using the GM and ICP.

In an 18 hour period of SmartGate+ operation, 400 unique users made a total of 449 separate interactions (some users re-entered the system after a rejection - subsequent attempts were counted as separate interactions). All travellers using the system were arrivals who were not pre-selected beforehand. The only requirement was that travellers using the system were over the age of 18 and were either Australian or New Zealand citizens with a biometric passport. Airport personnel were on-hand to provide assistance before and during the ABC system use. Traveller interactions were observed at a distance using CCTV cameras. The instructions displayed on the monitor were clear from a front view of the gate. Noticeable user behaviours are defined when the user makes a movement or gesture that can be clearly seen and should have an impact on their performance.

A total of 367 users (81.73%) were accepted through the system. The remaining 82 users (18.26%) had to leave the ABC implementation and queue for manual inspection. 49 of the rejected users (10.91%) were observed not to contribute any noticeable user errors during their attempt. We can, therefore, attribute this to either ineligibility or system error/maintenance. A total of 33 users (7.35%) were correctly rejected for making clear erroneous presentations such as not facing the camera during facial acquisition (24 users) or taking the passport out before reading had finished (6 users). However, the system can compensate for minor deviations in performance. 106 subjects who were accepted made noticeable user errors such as face movements (64) and re-entering the passport during reading (32).

Of the 449 interactions, 66 required some form of assistance from personnel, while 78 travellers failed to step incorrectly on the foot signs (marks on the floor of the gate illustrating where to place feet while looking at the camera). Of those 78 subjects, 54 were accepted for facial verification which meant the system was able to identify an acceptable biometric sample. The remaining 24 were not in range of the camera which resulted in Defective Interactions.

Conventionally the SmartGate+ system would report an FRR of 18.26%. However, through observation, we have concluded that 10.91% included system error while user interaction errors caused 7.35% of the rejects. Implementing the full HBSI Model would allow a further breakdown of these performance measures, detailing specific categorisations in system processing which we were unable to determine during the trial. It is also important to note that it was assumed that every user was genuine for this trial, and hence the FAR metric was not calculated.

### Table III
**AN EXAMPLE OF AN IDENTITY CLAIM SCENARIO**

<table>
<thead>
<tr>
<th>ICP Step</th>
<th>System Categorisation</th>
<th>HBSI Categorisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GM STEP</th>
<th>SMARTGATE</th>
<th>SMARTGATE+</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>1</td>
<td>No Liveness component</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Liveness component ePassport at SmartGate Kiosk</td>
</tr>
<tr>
<td>V2</td>
<td>2</td>
<td>Detection component</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Detection component ePassport</td>
</tr>
<tr>
<td>V3</td>
<td>3</td>
<td>Token Read</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Token Read ePassport</td>
</tr>
<tr>
<td>V4</td>
<td>6</td>
<td>Facial Verification</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Facial Verification ePassport</td>
</tr>
<tr>
<td>V5</td>
<td>9</td>
<td>Local</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Local ePassport</td>
</tr>
</tbody>
</table>

A total of 367 users (81.73%) were accepted through the system. The remaining 82 users (18.26%) had to leave the ABC implementation and queue for manual inspection. 49 of the rejected users (10.91%) were observed not to contribute any noticeable user errors during their attempt. We can, therefore, attribute this to either ineligibility or system error/maintenance. A total of 33 users (7.35%) were correctly rejected for making clear erroneous presentations such as not facing the camera during facial acquisition (24 users) or taking the passport out before reading had finished (6 users). However, the system can compensate for minor deviations in performance. 106 subjects who were accepted made noticeable user errors such as face movements (64) and re-entering the passport during reading (32).

Of the 449 interactions, 66 required some form of assistance from personnel, while 78 travellers failed to step incorrectly on the foot signs (marks on the floor of the gate illustrating where to place feet while looking at the camera). Of those 78 subjects, 54 were accepted for facial verification which meant the system was able to identify an acceptable biometric sample. The remaining 24 were not in range of the camera which resulted in Defective Interactions.

Conventionally the SmartGate+ system would report an FRR of 18.26%. However, through observation, we have concluded that 10.91% included system error while user interaction errors caused 7.35% of the rejects. Implementing the full HBSI Model would allow a further breakdown of these performance measures, detailing specific categorisations in system processing which we were unable to determine during the trial. It is also important to note that it was assumed that every user was genuine for this trial, and hence the FAR metric was not calculated.
classify that 26 users are continually moving throughout the options for feedback. For example, if a system was able to occurrences throughout a trial will help to identify the system’s particular task. There were clear instances of users who made no action or were a relatively high number of ‘bad’ behaviours performed. Highlights observed behaviours for a particular step, stating the number of instances a behaviour was witnessed during a high number of interactions. 

While many users performed desirable behaviours, there were a relatively high number of ‘bad’ behaviours performed. There were clear instances of users who made no action or showed no knowledge of the system process (for example, some users try to enter through closed gates or were unaware that they had to present their passport in a particular task.

4.2 Categorising User Behaviour

Observing a total of 449 interactions, we noted traveller behaviour throughout the SmartGate+ trial. In Table 5 we harness the ICP and GM to establish desirable, cautious and undesirable behaviours for each step of the process. The table highlights observed behaviours for a particular step, stating the number of instances a behaviour was witnessed during a particular task.

While many users performed desirable behaviours, there were a relatively high number of ‘bad’ behaviours performed. There were clear instances of users who made no action or showed no knowledge of the system process (for example, some users try to enter through closed gates or were unaware that they had to present their passport in a particular task.

Categorising potential behaviours and noting the number of occurrences throughout a trial will help to identify the system’s ability to handle that specific behaviour and in the future, allow options for feedback. For example, if a system was able to classify that 26 users are continually moving throughout the facial interaction, then appropriate feedback could be displayed in an attempt to correct the presentation. Likewise, if a user was smiling or were wearing glasses, an image processing element could relay the information to stop smiling and/or remove their glasses to comply with ISO standards.

4.3 Applying the HBSI Presentation Framework

By using the GM and ICP, we can categorise all potential user behaviours and possible system handlings within a particular scenario. Once we have determined the possible outcomes for a particular behaviour, it is feasible to apply the relevant HBSI Presentation Framework categorisations. Table 6 presents some scenarios where user behaviour has been defined by system handling and the corresponding HBSI metrics. In the first scenario, for example, an unwanted behaviour of the user-facing away from the camera and not being aware of this interaction occurred twelve times throughout the SmartGate+ trial. We observed these scenarios when the information on the monitor was requesting the user to look at the camera. The system can handle this situation in two possible ways. The first instance is where the system can identify correctly that the biometric was not presented and therefore by applying the HBSI framework; classify the presentation as an FI. If the system incorrectly determines the user has submitted their biometric, a system process should flag the sample as unsuitable for the next stage. HBSI indicates a DI (as this was a user error).

The development of this model would allow for real-time feedback. For example, in this scenario, a DI categorisation could alert and train the user how to perform the correct behaviour, therefore reducing the likelihood of the error in the future. If an FI were categorised, then an appropriate response from the system can be made. Feedback should assist the user in correcting their presentation.

In this scenario, the users were correctly rejected by the system for not providing a suitable biometric sample. Nine travellers were observed to either repeat the entire process (as they were completely unaware of the facial verification process) and three withdrew from the ABC system in favour for manual control. For False Interactions, we were able to determine seven instances where the user took out their passport before reading, eight who faced away from facial verification and five for various other reasons, but were all successfully detected by the system as erroneous.

<table>
<thead>
<tr>
<th>GM</th>
<th>ICP</th>
<th>Desired Behaviours</th>
<th>Cautious Behaviours</th>
<th>Undesired Behaviours</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>1</td>
<td>Enter booth promptly (424)</td>
<td>Enter booth too quickly after previous traveller (25)</td>
<td>Block gate with luggage/leave luggage outside of gate (8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjust to stand on foot signs, pose correctly and follow instructions (414)</td>
<td>Juggling passports, tickets bags (19)</td>
<td>Try to enter through closed gate (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Locate passport (425)</td>
<td></td>
<td>No search for Passport (15)</td>
</tr>
<tr>
<td>V2</td>
<td>2</td>
<td>Traveller makes a correct presentation (e.g. Machine Readable Zone downwards on the reader, passport cover off).</td>
<td>Moving passport within reader (16)</td>
<td>Enter the wrong token, entered plane ticket, entered token upside down/incorrectly – not aware of this (7)</td>
</tr>
<tr>
<td>V3</td>
<td>3</td>
<td>Checking token that it is fully inserted (402)</td>
<td>Moves hand to token reader in anticipation (12)</td>
<td>Takes passport out before reading is completed or before instructed (24)</td>
</tr>
<tr>
<td>V3</td>
<td>4</td>
<td>Traveller patiently watches/listens for the next instructions (415)</td>
<td>Internal System Process – behaviours the same as Step 3</td>
<td></td>
</tr>
<tr>
<td>V3</td>
<td>5</td>
<td>User understands where the camera is and is aware of where to look</td>
<td>Internal System Process – behaviours the same as Step 3</td>
<td></td>
</tr>
<tr>
<td>V4</td>
<td>6</td>
<td>User faces camera and keeps head still for a system determined amount of time (419)</td>
<td>User is searching for the camera or does not understand where the verification is taking place (49)</td>
<td>The user is distracted too long and system times out (18)</td>
</tr>
<tr>
<td>V4</td>
<td>7</td>
<td>User waits for more information (6)</td>
<td></td>
<td>The user is unaware of process and verification fails (12)</td>
</tr>
<tr>
<td>V4</td>
<td>8</td>
<td>User exits booth when prompted (425)</td>
<td>User waits for more information (6)</td>
<td>The user is continually moving throughout the process (26)</td>
</tr>
<tr>
<td>V5</td>
<td>9</td>
<td>Internal System Process – behaviours the same as Step 6</td>
<td>User spends time putting away passport, sorting luggage (25)</td>
<td>User does not move (6)</td>
</tr>
</tbody>
</table>

Table 5 presents some scenarios where user behaviour has been defined by system handling and the corresponding HBSI metrics. In the first scenario, for example, an unwanted behaviour of the user-facing away from the camera and not being aware of this interaction occurred twelve times throughout the SmartGate+ trial. We observed these scenarios when the information on the monitor was requesting the user to look at the camera. The system can handle this situation in two possible ways. The first instance is where the system can identify correctly that the biometric was not presented and therefore by applying the HBSI framework; classify the presentation as an FI. If the system incorrectly determines the user has submitted their biometric, a system process should flag the sample as unsuitable for the next stage. HBSI indicates a DI (as this was a user error).

The development of this model would allow for real-time feedback. For example, in this scenario, a DI categorisation could alert and train the user how to perform the correct behaviour, therefore reducing the likelihood of the error in the future. If an FI were categorised, then an appropriate response from the system can be made. Feedback should assist the user in correcting their presentation.

In this scenario, the users were correctly rejected by the system for not providing a suitable biometric sample. Nine travellers were observed to either repeat the entire process (as they were completely unaware of the facial verification process) and three withdrew from the ABC system in favour for manual control. For False Interactions, we were able to determine seven instances where the user took out their passport before reading, eight who faced away from facial verification and five for various other reasons, but were all successfully detected by the system as erroneous.
During this data collection, all travellers were offered the chance to participate in a questionnaire after passing through the gate. 35 subjects participated providing comments which were used to measure user satisfaction.

Effectiveness was measured using the total number of errors made which was 139 (30.96%) out of the 449 interactions observed. The number of assists was at 66 (14.92%) and 367 users (81.73%) completed the task of the border crossing. Efficiency in terms of task time was measured on average at 17 seconds. Users who made no errors during their task completed on average in 10 seconds whilst travellers who made incorrect presentations saw task times extended to on average 26 seconds.

While reporting usability performance provides a powerful tool for measuring the quality of the user experience, these tests are often performed in a controlled environment whereby a researcher is present. Components of usability evaluations have several disadvantages; for example, during implementation, it is not feasible for user satisfaction to be captured on a consistent basis. Usability assessments can be fairly complex and time-consuming to analyse. Travellers may also be tired, stressed or in a rush to check through the border and therefore not willing to participate in any open-ended questionnaires.

It is imperative that errors, user or system generated, are classified and analysed throughout the entire systems lifecycle. Assessing incorrect interaction from a system perspective will aid in highlighting where potential problems can occur. Our method synergies with other usability evaluations. For example, through usability assessment, we measure that some travellers are having problems with passport reading. In our proposed approach the framework will attempt to explain why this may be occurring. It could be due to a sensor or processing fault or perhaps because of an incorrect user interaction. Ultimately this...
will enable a deeper analysis of the performance. A combination of HBSI and usability performance assessment will only advance future design and implementation of these systems.

The models proposed in this study outline clear methodologies to categorise incorrect user interactions and system errors. Defining potential cautious or unwanted behaviours using tracking hardware such as the Microsoft Kinect or image processing elements in these complex systems will allow future implementations to adapt to the user, improving the user experience and, therefore, reducing error rates.

V. CONCLUSIONS

Border controls across the globe are progressively installing ABC systems to improve security, streamline the travelling process and working towards facilitating a better passenger experience. In this paper, we have identified system and user interaction problems and where processing faults may lie.

We have proposed a Generic Model, which can be used to standardise the mapping of ABC configurations to identify where variations and similarities lie between configurations. Having defined a system, we can investigate individual interactions within the verification process by applying the Identity Claim Process. Allowing the study of each step of the verification process to identify conditions where the HBSI Presentation Framework can be implemented. Identifying common scenarios and noting how a particular system handles certain behaviours will be useful in highlighting bottlenecks within a process. The HBSI evaluation method also considers usability and ergonomic variables that also contribute to system performance.

Standard measures such as FTA, FTE and FRR, can sometimes mask the true reason behind why an error occurred. Harnessing the HBSI method allows for a full categorisation of a range of metrics which will benefit in analysing system performance.

We have measured usability metrics from the SmartGate+ trial through analysing user satisfaction, effectiveness and efficiency to understand how the system performs at a human-biometric level. 139 interactions (30.96%) of the 449 included some major user interaction errors such as travellers not knowing what to do, facing away from the camera or taking out their passport before the read process was complete. Reasons behind these behaviours could be tiredness, stress or that travellers simply do not understand the process. Out of the 139 interactions, 33 were correctly rejected from the system for travellers simply do not understand the process. Of the 139 interactions, 33 were correctly rejected from the system for travellers simply do not understand the process.

Evaluating user behaviour for each task and mapping out all possible scenarios within the system will be crucial to configuring and adapting system responses. By applying the HBSI framework, this may lead to an enhanced system performance, helping to reduce errors, and enhance overall usability of ABC systems for travellers worldwide.

Implementing our proposed work will enable automated assessment of traveller interactions. Introducing methods to assess the user through the introduction of new tools such as eye tracking or image processing elements will provide many benefits. For example, for the tired or stressed traveller, introducing an automated feedback system to relay information to the user on how to correct their presentation, e.g. look up, open eyes, will begin the first steps into offsetting incorrect behaviours. Further work will be needed to identify common presentations and appropriate methods in responding to users making incorrect interactions. Current HBSI work is investigating the use of skeletal tracking and image processing in an attempt to improve user presentation. Also, research is studying the different processes of communicating this feedback back to the user (e.g. through text or icons).

The proposed research method systematically decomposes an ABC system and identifies the process flow. The models proposed in this paper build upon live data captured from the trial of the next generation of border control applications, simulating ideal experimental conditions. The results of our assessment thus have external validity. The implementation of the well-established HBSI framework builds upon successful testing of single biometric modalities. This paper has taken the first steps into complex multi-modal reporting. An advantage HBSI has over others performance assessment methods does not only does it allow a deeper understanding of a reason behind a failure, but with the right technological advancements, can be used throughout the products life cycle.

Further work will be required, however, to attribute HBSI to the use of token presentations and other processes such as a user entering or exiting the system. Additionally, further data will be required from a wider range of participants and other live implementations to validate our approach. More work is needed in categorising user behaviours and the effects these have on the system. What constitutes as a ‘noticeable user error’ must also be considered, especially within an image processing environment. Care must also be taken in operational testing to make sure that the live scenario of border control is replicated as closely as possible. In a controlled environment, influencing factors such as stress or tiredness will not be able to be replicated.

In conclusion, this research may contribute to improvement in the accuracy of reporting of system performance in ABC systems. The application of the HBSI framework will allow a range of metrics, defining a set of interaction measurements which must be a priority (while adhering to the systems intended use) in the design and implementation of these public systems. Reporting on the six HBSI presentation metrics will allow a deeper understanding of where problems lie within a system. The models proposed will enable the breakdown of the process so that each stage can be assessed beyond the traditional reporting of a system level error. In defining a process map, user and system handlings are measured at each key component.
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