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Abstract

An intuitive graph optimization face recognition approach called Harmony Search Oriented-EBGM (HSO-EBGM) inspired by the classical Elastic Bunch Graph Matching (EBGM) graphical model is proposed in this contribution. In the proposed HSO-EBGM, a recent evolutionary approach called harmony search optimization is tailored to automatically determine optimal facial landmarks. A novel notion of face subgraphs have been formulated with the aid of these automated landmarks that maximizes the similarity entailed by the subgraphs. For experimental evaluation, two sets of \textit{de facto} databases (i.e., AR and Face Recognition Grand Challenge (FRGC) ver2.0) are used to validate and analyse the behavior of the proposed HSO-EBGM in terms of number of subgraphs, varying occlusion sizes, face images under controlled /ideal conditions, realistic partial occlusions, expression variations and varying illumination conditions. For a number of experiments, results justify that the HSO-EBGM shows improved recognition performance when compared to recent state-of-the-art face recognition approaches.
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1. INTRODUCTION

Automatic face recognition has been a subject of intensive research for the past few decades. It is the problem of recognizing humans by matching a given face with face images stored in a database. As an interest, it is a challenging task where the performance of a typical face recognition algorithm usually degrades considerably due to several variations such as expressions, illumination conditions and facial occlusions \cite{32, 15}. Therefore, developing a robust face recognition system amidst these variations is still an open research area as stated in recent studies \cite{45, 12, 1, 17}. Face recognition systems have an essential role in biometric-oriented video surveillance systems which have been progressively incorporated in operational environments where the problem of encountering occlusions cannot be avoided. \cite{38}.

Several approaches have been proposed to overcome the shortcomings of face recognition challenges: expressions, illumination conditions and facial occlusions \cite{30, 41, 16, 42, 28, 44, 38}. In general, occluded face recognition approaches are classified into two categorizes: holistic and component-based. Holistic category manipulates the face image as a whole entity. In contrast, component-based category deals with occlusions by matching local regions rather than matching the whole entity \cite{10}. Furthermore, in component-based approaches, the face image is partitioned into various segments and each segment is tackled independently. These models deal with occlusion by detecting the occluded areas then the results are manipulated by either reconstructing or discarding these areas. Notably, it has been observed that the reconstruction approaches...
such as [23, 24, 14] are not effective in the presence of large occlusions because the identity information can be contaminated during in-painting [39]. Omitting occluded areas in the face recognition might lead to loss of information but considering these areas might be discriminative and could increase the overall recognition rate.

Among the face recognition approaches which are holistic in nature, the Elastic Bunch Graph Matching (EBGM) is one of the most successful graph-based technique [40, 11, 36]. EBGM has been successfully applied for a wide range of face recognition problems [34]. However, it suffers from a major drawback whereby manual landmark selection is required in the initial stage of the recognition process. The automation-based systems require the modern face recognition systems to be totally automatic without the need to any intervention from the human side; for example the manual selection of the facial landmarks. One of the focus point of this study is to reformulate the EBGM as an optimization problem with the aid of Harmony Search (HS) so as to compute optimal facial landmarks in an automatic way.

Human faces have useful facial landmarks that possess various information. Furthermore, psychological studies in face recognition [37] demonstrate that some facial landmarks are distinguished and more beneficial than others in terms of recognition accuracy. Thus, finding the optimal facial landmarks from the whole face image is required for efficient recognition. To cope with these issues, the meta-heuristic search techniques are most suitable to automatically determine the optimal facial landmarks.

Harmony search algorithm (HSA) is a recent meta-heuristic algorithm inspired from the music improvisation process [21]. It has several advantages over other metaheuristic-based approaches due to its derivative-free characteristics [20]. Therefore, HSA has been successfully tailored for a wide range of optimization problems such as timetabling [5, 7, 6], bio-informatics [3], image enhancements [9], scheduling problem of multiple dam system [19] and structural optimization [27] and many others as reported in [8, 29]. In the face recognition domain, HSA was primarily used for feature selection problems [25, 35] where using HSA on feature selection has shown improvements in terms of recognition accuracy.

In this study, a transformed image recognition approach is proposed based on HSA and component-based EBGM. This method is abbreviated as Harmony Search Oriented - EBGM (HSO-EBGM) which is able to automatically determine the optimal facial landmarks using HS. These potential landmarks serve as inputs for the modified EBGM face recognition approach which intends to recognize faces prone to several challenges such as occlusions, varying illumination conditions and facial expressions. The proposed component-based EBGM enables the model to tackle these challenges without demanding any prior knowledge or assumption about the occluded regions in the targeted face image. Interestingly, the component-based mechanism deployed in the proposed HSO-EBGM for handling partial occlusions neither discard any occluded region from similarity calculation, nor reconstruct this occluded region.

The effectiveness of the proposed HSO-EBGM method is evaluated using the AR [31] and Face Recognition Grand Challenge (FRGC ver2.0) [33] databases. The experimental results have shown that the proposed HSO-EBGM method can improve the accuracy of recognizing faces prone to occlusion and other variations such as expression and illumination. For comparative evaluation, the performance of the proposed HSO-EBGM is compared against the standard EBGM [11] and another five state-of-the-art-methods including Psychophysically Inspired Similarity MAppling (PISMA) [38], Line Edge Map (LEM) [18], Ensemble String Matching (ESM) [13], Adaptively Weighted Sub-Gabor Array (AWSGA) [23], and Adaptively Weighted Patch Pseudo Zernike Moment Array (AWPPZMA) [24] using AR and FRGC ver2.0. The comparative results show that the proposed methods excels the comparative methods in almost all cases.

This article is organized as follows: Section 2 provides a description of the Elastic Bunch Graph Matching (EBGM). The formulation of the facial occlusions problem is presented in Section 3. In Section 4 the proposed method is illustrated. Next, Section 5 reports the experimental results and discussions on the findings. Finally, we conclude the work and briefly suggest future research directions in Section 6.
have to be chosen referred as model images. These images should account for different face image variations such as variations due to gender, race, and age; in addition to faces with open eyes, closed eyes, sunglasses and so on. Then, for each image, facial landmark points such as eyes, mouth and nose are chosen manually. Thereafter, The Gabor wavelets transform are extracted for each manually selected landmark and named as a jet (as shown in Fig. 2). The jets that were extracted from the model images are called model jets. Model jets are gathered in a data structure called Face Bunch Graph (FBG) as shown in Figure 3. Each node of the bunch graph contains a set of $M$ jets where $M$ is the number of model images (70 image were used [11]). One of the advantages of modeling a bunch graph is that there are different instances of landmarks that are stored in the corresponding bunches. For example model jets of eyes with glasses, eyes that are closed/opened and eyes under different lighting are available. Furthermore, the jets from different individuals for each landmark on the face were provided. The FBG is used for landmarks localization in the novel image where the node positions on the new image is estimated using the average values of node positions of the FBG. The node positions are refined by calculating the similarity between jets from estimation positions and the corresponding jets of the FBG where the maximum jet similarities represent the location of the nodes. In more details, the facial landmark points for a given new face image are found by by comparing the new face image against the FBG and finding the landmark points with the highest similarity. A detailed method is available in [11]. The basic idea is summarized as follow: The initial position of a new node is estimated by calculating the average distance between the previously located node on the FBG. For example the location of the nose bridge can be estimated by using the eye coordinates and then this location can be further refined by comparing the Gabor jet extracted from the estimated point to a model jet from the bunch graph. Once the location of the three landmarks (eyes and nose bridge) are known, the location of the eyebrow can easily be estimated. The corresponding jet is extracted from the estimated location of the new image node. The similarity with each jet in the FBG is calculated for that node. The goal is to maximize the similarity with the FBG in a neighborhood. Finally, the coordinates where the maximum similarity has been obtained are saved. This procedure is iterated for the remaining nodes of the graph. Then based on those landmarks and their jets, the face graph of any novel image (probe face) is constructed. A typical face graph includes twenty five landmarks encompassed by edges (see Fig. 1) and they are located around the eyes, nose, mouth and the edge of the face. When the face graph of the novel image is obtained, the matching process between face graph of the probe face image and the face graphs of the reference images which are readily stored in the database is performed in order to recognize the probe face image.

The basic steps involved in the EBGM algorithm [11] are as follows:

**Step 1**: Initially, facial landmarks are selected manually (as in Fig. 2) and their corresponding jets ($J_s$) are extracted.

**Step 2**: Create the bunch graph by collecting all the model jets extracted from the model images and store them in bunches ($B_s$). Each bunch contains nodes that correspond to the facial landmarks on the model images (as in Fig. 3). (i.e., the right eyes of the all model images ($J_{11}, J_{12}, \ldots$) Fig (2) are collected in bunch one , the left eyes ($J_{11}, J_{22}, \ldots$) on bunch two and so on as illustrated on Fig 3)

**Step 3**: Locate the landmarks for each new face image. Next, new jets are extracted from the new image. Then, by comparing each jet to the most similar model jet from the corresponding bunch, the location of the jets are adjusted based on displacements computed from actual locations.

**Step 4**: Create face graph for each face. The face graph contains the locations of each landmarks and its jet values. The original image can then be discarded.

**Step 5**: Ultimately face similarity is computed as a function of landmarks and jet values.

3. Formulation of the objective function for face recognition

In simple terms, facial occlusion refers to the masking of face images by sunglasses, hair, veils, wrapping the faces by hand or with any accessories. In order to recognize an occluded face by matching it with face images stored in the database (reference images), initially a subset of landmarks need to be determined to represent the face image [11, 40]. For the purpose of this paper, the face image is segmented into $k$ segments.
\((k_1, k_2, \cdots, k_{2r})\), where \(r\) is the number of horizontal segments as shown in Fig (4a). The idea is to represent each segment as a face subgraph, instead of treating each face as a whole face graph as used in the standard EBGM.

For each segment \(k_i\), the aim is to find the optimal landmark positions \((x-axes and y-axes image pixel coordinates)\) which is represented by a vector \(x = (x_1, x_2 \cdots x_M)\) where each \(x_i\) owns a specific value range \([LB_i, UB_i]\). Note that \(LB_i\) represents the lower bound and \(UB_i\) represents the upper bound for \(x_i\).

Each segment \(k_i\) is divided into \(M\) portions along the \(x\)-axis \((p_x)\) and \(M\) portions along the \(y\)-axis \((p_y)\) where the range of each element of \(x\) is determined by the range \([LB_i, UB_i]\). An illustration of generation of landmarks for a typical face segment is shown in Fig 5 which is further explained as follows: Let the vector \(x = (x_1, x_2, x_3, x_4)\) represents a segment \(k_1\) of size \(40 \times 40\) pixels. The segment \(k_1\) is divided into four portions along with \(x\)-axis and four portions along with \(y\)-axis. Therefore the search range of the first variable \(x_1\) of vector \(x\) will be selected from a value range of \([LB_1 = 1, UB_1 = 10]\); \(x_2 \in [LB_2 = 11, UB_2 = 20]\); \(x_3 \in [LB_3 = 21, UB_3 = 30]\); and \(x_4 \in [LB_4 = 31, UB_4 = 40]\).

According to the concept of permutation and combination, the set of all possible landmarks in each facial segment \(k_i\) is represented by \(M^2\) as shown in Fig (4b), where the landmark coordinates \((LC)\) are generated from the vector \(x\) as follows:

\[
LC = \begin{pmatrix}
(x_1, x_1) & (x_1, x_2) & \cdots & (x_1, x_M) \\
(x_2, x_1) & (x_2, x_2) & \cdots & (x_2, x_M) \\
\vdots & \vdots & \ddots & \vdots \\
(x_M, x_1) & (x_M, x_2) & \cdots & (x_M, x_M)
\end{pmatrix}
\tag{1}
\]

where \(LC\) matrix elements represent the corresponding landmark points inside a particular image segment. For example the element \((x_1, x_1)\) is a point of the first landmark shown in Fig. 4b.

For each landmark point in the \(LC\) matrix, the Gabor wavelet transform is computed with \(F_r\) frequencies indexed as \(v = (0, \ldots, F_r - 1)\) and \(O_r\) orientations indexed as \(\mu = (0, 1, \ldots, O_r - 1)\). In the literature, the values of \(F_r = 5\) and \(O_r = 8\) is recommended [11, 2, 43]. Then, a total of \(F_r \times O_r\) complex coefficients is generated for each landmark. The vector \(J\) of the length \(F_r \times O_r\) coefficients is calculated for each landmark point in \(LC\) which is referred to as a Jet.

A Jet \(J\) describes a small patch of grey values in an image \(I(\overrightarrow{x})\) around a given input pixel \(\overrightarrow{x} = (x_{p_x}, x_{p_y})\). It is based on a wavelet transform, defined as a convolution shown below [40]: \(\forall j \in I,\)

\[
\Psi_j(\overrightarrow{x}) = \int I(x')\psi_j(\overrightarrow{x} - \overrightarrow{x'})d^2x'
\tag{2}
\]

with Gabor-based kernels:

\[
\psi_j(\overrightarrow{x}) = \frac{\|\overrightarrow{K}_j\|^2}{\sigma^2} e^{-\frac{\|\overrightarrow{K}_j\|^2 + \|\overrightarrow{x}\|^2}{2\sigma^2}} [e^{i\overrightarrow{K}_j \overrightarrow{x}} - e^{-\sigma^2}]
\tag{3}
\]

the wave vector \(\overrightarrow{K}_j\) describes different frequencies \((v)\) and orientations \((\mu)\) enveloped by a Gaussian function, where \(\sigma = 2\pi\) is the standard deviation of this Gaussian, \(\overrightarrow{x} = (x_{p_x}, x_{p_y})\) represents landmark location in \(LC\) matrix. The values of \(\overrightarrow{K}_j\) is defined as:

\[
\overrightarrow{K}_j = \begin{pmatrix}
K_{x_{p_x}} \\
K_{x_{p_y}}
\end{pmatrix} = \begin{pmatrix}
K_v \cos \theta_{\mu} \\
K_v \sin \theta_{\mu}
\end{pmatrix}
\tag{4}
\]

where:

\[
K_v = \frac{k_{max}}{F_r}
\tag{5}
\]

\[
\theta_{\mu} = \mu \frac{\pi}{8}
\tag{6}
\]

For the purpose of our implementation, \(f\) is chosen to be \(\sqrt{7}\) and \(k_{max} = \frac{\pi}{7}\) as suggested in [26].
As aforementioned, the length of a Jet vector $J$ has $F_r \times O_r$ complex coefficients $J = (a_1, a_2, \cdots, a_{F_r \times O_r})$. Therefore, the $J$ vector could be represented by a total of $F_r \times O_r$ magnitude values $(|a_1|, |a_2|, \cdots, |a_{F_r \times O_r}|)$ and total of $F_r \times O_r$ phase $\theta$ ($\theta_1, \theta_2, \cdots, \theta_{F_r \times O_r}$). The $\theta$ values can be defined as follows:

$$
\theta = \begin{cases}
\arctan(a_{\text{imag}} / a_{\text{real}}) & \text{if } a_{\text{real}} > 0 \\
\pi + \arctan(a_{\text{imag}} / a_{\text{real}}) & \text{if } a_{\text{real}} < 0 \\
\pi / 2 & \text{if } a_{\text{real}} > 0 \text{ and } a_{\text{imag}} \geq 0 \\
-\pi / 2 & \text{if } a_{\text{real}} > 0 \text{ and } a_{\text{imag}} < 0
\end{cases}
$$

(7)

The similarity of the landmark points of two correspondent segments in two different images are calculated based on their Jet vectors. Let $J$ and $J'$ represent the jet vectors formed by the landmark points of corresponding facial segments of model and reference face images respectively. Model images of a subject comprise of image variations viz., occlusion (sunglasses and scarf), expression and illumination which are used to generate the average landmark locations. Whereas, the reference image is the neutral image available in the face database that used for matching a given probe image.

Our objective is to find the optimal landmarks possessed in the facial segments that maximize the similarity between the corresponding $J$ and $J'$. Thus, the objective function can be defined as follows: $\forall j \in J, J'$

$$
f(x) = \max S(J, J')
$$

(8)

$$
S(J, J') = \frac{\sum_j |a_j||a'_j| \cos(\theta_j - \theta'_j)}{\sqrt{\sum_j |a_j|^2 \sum_j |a'_j|^2}}
$$

(9)

4. The proposed methodology

In this section, we present the proposed methodology of HSO-EBGM which can be divided into five consecutive stages as shown in Fig. 6.

In stage one, the image information are retrieved from the image database. Then, all the images are enhanced by Median Filtering and Histogram Equalization techniques to remove the noise and enhance the contrast levels. In this stage also, there are two types of images for each subject: one natural image (i.e., reference image) and four images with other variations (i.e., modal images). Thereafter, in stage 2, each face image is portioned into six separable segments which will be illustrated in Sec. 4.1. For the next stage, the harmony search algorithm is used to find the optimal landmark points for each segments of all face images. This stage is thoroughly discussed in Sec. 4.2. In stage 4, based on the optimal landmarks obtained by harmony search, the face subgraph of each face image segment is constructed after the landmarks located in the background image are eliminated. In the final stage, the test (probe) face image is recognized based on the average positions (location) of the sub-graph nodes previously constructed.

These main stages of the proposed HSO-EBGM approach are described with more details in the following subsections:

4.1. Face image segmentation

Each face image has been segmented into $r$ horizontal segments. These $r$ segments are further subdivided into two vertical segments, one for the left half and the other for the right half of the face image thereby yielding $k = 2 \times r$ segments. The idea is to represent each segment as a face sub-graph, instead of treating each face as one whole face-subgraph as used by the standard EBGM described in Sec.1. Figure 7 shows a typical face and its segmented components for the case of $r = 3$. The formulation of face sub-graphs are carried out as follows:

Let $I(x, y)$ be a given face whose height and width are represented as $H$ and $W$ respectively. Let $I(x_0, y_0)$ represent the coordinates of its upper left point. We can use the set theory notation [22] to model the facial components (segments) as follows:
The left-half components $k_1, k_3, \cdots, k_{2r-1}$ can be modeled as:

$$k_1(I(x,y)) = \{(x,y) \mid x_0 \leq x \leq x_0 + \frac{W}{2}, y_0 \leq y \leq y_0 + \frac{H}{r}\}$$

$$k_3(I(x,y)) = \{(x,y) \mid x_0 \leq x \leq x_0 + \frac{W}{2}, y_0 + \frac{H}{r} \leq y \leq y_0 + \frac{2H}{r}\}$$

$$\vdots$$

$$k_{2r-1}(I(x,y)) = \{(x,y) \mid x_0 \leq x \leq x_0 + \frac{W}{2}, y_0 + \frac{2H}{r} \leq y \leq y_0 + H\}$$

Similarly the right-half facial components $k_2, k_4, \cdots, k_{2r}$ can be modeled as:

$$k_2(I(x,y)) = \{(x,y) \mid x_0 + \frac{W}{2} \leq x \leq x_0 + W, y_0 \leq y \leq y_0 + \frac{H}{r}\}$$

$$k_4(I(x,y)) = \{(x,y) \mid x_0 + \frac{W}{2} < x \leq x_0 + W, y_0 + \frac{H}{r} < y \leq y_0 + \frac{2H}{r}\}$$

$$\vdots$$

$$k_{2r}(I(x,y)) = \{(x,y) \mid x_0 + \frac{W}{2} < x \leq x_0 + W, y_0 + \frac{2H}{r} < y \leq y_0 + H\}$$

4.2. Determination of the landmark positions by harmony search

For each image segment, the Harmony Search (HS) algorithm will be invoked to determine its optimal landmark positions. As stated in the literature some facial landmarks are more discriminatory than others. Therefore selecting these discriminatory landmarks will play a key role in the matching process between given two face images which will eventually improve the recognition accuracy [37].

The harmony search algorithm has five main steps which are shown in the flowchart represented in Fig.8. These steps are described as follows:

**Step 1: Initialize the face recognition problem and harmony search parameters.** In section 3, the modeling of the objective function $f(x)$ is formulated in eq. (8). The solution is represented as a vector $x = (x_1, x_2, \ldots, x_M)$ of landmark positions. The value range of each landmark position $x_i \in [LB_i, UB_i]$ is also provided. The following parameters of HS required to solve the face recognition problem have to be specified in this step:

i. Harmony Memory Size (HMS) determines the number of facial vectors in the Harmony Memory (HM).

ii. Harmony Memory Considering Rate (HMCR) which determines whether the value of a landmark position is selected from the accumulative search or randomly from its possible range.

iii. Pitch Adjustment Rate (PAR) is determined to adjust the value of the new landmark position selected from memory by a small value.

iv. The distance bandwidth (BW) determines the distance of adjustment in the pitch adjustment operator.

v. Maximum Number of Iterations (NI).

**Step 2: Initialize the Harmony Memory (HM)**. For each segment of the image, facial vectors are randomly generated as many as HMS. i.e., $x_i^j = LB_i + (UB_i - LB_i) \times U(0,1)$, $\forall i = 1, 2, \ldots, M$ and $\forall j = 1, 2, \ldots, \text{HMS}$ where $U(0,1)$ generate a uniform random number between 0 and 1. They will be also arranged in descending order according to their objective function values as shown in Eq. 12.
HM = \begin{bmatrix}
  x_1^1 & x_2^1 & \cdots & x_M^1 \\
  x_1^2 & x_2^2 & \cdots & x_M^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  x_1^{HMS} & x_2^{HMS} & \cdots & x_M^{HMS}
\end{bmatrix}.
\tag{12}

Step 3: Improvise a new harmony.

In this step, the HS algorithm generates (improvise) a new harmony vector (or new facial occlusion vector) from scratch, \( \mathbf{x}' = (x'_1, x'_2, \ldots, x'_M) \), based on three operators: (i) memory consideration, (ii) pitch adjustment and (iii) random consideration.

**Memory consideration.** In memory consideration, the value of the first landmark position \( x'_1 \) is randomly selected from the historical landmark positions , \( \{x_1^1, x_1^2, \ldots, x_1^{HMS}\} \), stored in HM vectors. Values of the other landmark positions, \( (x'_2, x'_3, \ldots, x'_M) \), are sequentially selected in the same manner with probability (w.p.) HMCR \( \in (0, 1) \).

**Pitch adjustment.** Each landmark position \( x'_i \) of a new harmony vector, \( \mathbf{x}' = (x'_1, x'_2, x'_3, \ldots, x'_M) \), that has been assigned a value by memory considerations is pitch adjusted with the a probability of PAR where PAR \( \in (0, 1) \) as follows:

\[
\text{Pitch adjusting decision for } x'_i \leftarrow \begin{cases} 
  \text{Yes} \text{ w.p. PAR} \\
  \text{No} \text{ w.p. 1-PAR}
\end{cases}
\]

If the pitch adjustment decision for \( x'_i \) is Yes, the value of \( x'_i \) is adjusted to its neighboring value as follows: \( x'_i = x'_i \pm U(0,1) \times BW \), where BW is

**Random consideration.** Landmark positions that are not assigned with values according to memory consideration are randomly assigned according to their possible range by random consideration with a probability of (1-HMCR) as follows:

\[
x'_i \leftarrow \begin{cases} 
  x'_i \in \{x_1^1, x_1^2, \ldots, x_1^{HMS}\} \text{ w.p. HMCR} \\
  x'_i \in [LB_i, UB_i] \text{ w.p. 1 - HMCR}
\end{cases}
\]

Step 4: Update harmony memory. If the new harmony vector, \( \mathbf{x}' = (x'_1, x'_2, \ldots, x'_M) \), is better than the worst harmony \( \mathbf{x}^{\text{worst}} \) stored in HM in terms of the objective function value (i.e., \( \mathbf{x}^{\text{worst}} = x^{HMS} \) in case HM is sorted), the new harmony vector is included to the HM, and the worst harmony vector is excluded from the HM.

Step 5: Stopping Criterion. In Step 5, the HS algorithm will repeat Step 3 and Step 4 until the maximum number of iterations specified by NI parameter is reached.

### 4.3. Construction of face sub-graphs

After the optimal landmark is found by the HS algorithm for each segment in both reference and model images, some constraints that relies on the pixel intensity variation information of the face image segment and the landmark distance from the center of face segment are applied especially for \( k_{r-1}, k_r \) (because they contain parts of image background) to ensure that all landmarks are located within the face image. These constraints are eliminated as follows:

let \( \Omega = P(x, y) \) be a landmark, and \( \psi \) represent an eligible landmark so that :

\[
\Omega \in \psi \text{ if } \begin{cases} 
  \Omega \neq 255 \text{ or } 0 \\
  \rho \geq \tau
\end{cases}
\tag{13}
\]
where $\rho$ is the pixel intensity variance and calculated as:

$$\rho = \| \Omega - U \|$$  \hspace{1cm} (14)

$$U = \frac{1}{P \times Q} \sum_{x=1}^{P} \sum_{y=1}^{Q} P(x,y)$$  \hspace{1cm} (15)

and $\tau$ is a threshold (empirically $\tau = 140$ yields good results), $P$ and $Q$ are the dimensions of the segment.

The validation scheme is illustrated in Figure (9). Fig. (9b) shows that after validation, facial landmarks that are not located within the face (Fig. 9a) are successfully eliminated.

A face subgraph is constructed for each segment $k_i$ of the model images using the optimal landmarks found by HS algorithm which exhibits the maximum similarity between each face subgraph of the corresponding reference images. Each optimal facial solution $x = (x_1, x_2, \ldots, x_M)$ is used to generate the subgraph of each segment. The solution $x$ is mapped into $LC$ matrix shown in eq.(1) where each point in $LC$ is a node in the subgraph. The edges between the adjacent nodes are fully connected. Furthermore, the Jet vector of each node is calculated as discussed in eq. (3).

Now, the proposed model is ready for the recognition process. The probe image (which is the test face to be recognize) also need to be segmented. Thereafter, the the average landmark positions stored in a $AVG_{k_i}$ matrix for the corresponding segments $k_i$ in all modal images using their $LC$ matrix is calculated as follows:

$$AVG_{k_i} = \frac{1}{N_m} \sum_{t=1}^{N_m} LC_t,$$  \hspace{1cm} (16)

where $N_m$ is the number of model images (in this study $N_m=4$). The $AVG_{k_i}$ is used to construct the face subgraphs for the probe image. In simple terms, the size of $AVG_{k_i}$ matrix of each segment $k_i$ is equal to the size of its $LC$ where each element in $AVG_{k_i}$ is the average of corresponding elements in the $LC$ from all model images. For example suppose that the following information are in $LC_{k_1}$:

- $LC_1(x_1, x_1)$ from $k_1$ of model image 1 = (3,3);
- $LC_2(x_1, x_1)$ from $k_1$ of model image 2 = (7,7);
- $LC_3(x_1, x_1)$ from $k_1$ of model image 3 = (8,8);
- $LC_4(x_1, x_1)$ from $k_1$ of model image 4 = (6,6);

the $AVG_{k_1}(x_1, x_1)$ of $k_1$ of the test image will be used as follows: $((3+7+8+6)/4, (3+7+8+6)/4) = (6,6)$. When the $AVG_{k_i}$ is calculated for each segment of the test image, each point in $AVG_{k_i}$ is represented as a node in the face subgraph of test image. The edges between the adjacent nodes are fully connected. Furthermore, the Jet vector of each node in the probe image is also calculated as formulated in eq. (3). This process will be repeated for all modal images (which represent different individuals) in the database.

4.4. Recognition

After the face subgraph of probe image is constructed using $AVG_{k_i}$ positions taken from particular modal images in the database, say $I_j$, the similarity between each node in the subgraph of reference image of the same modal images $I_j$ and that of probe image is calculated using eq. 9. Then, the average similarity for all subgraph nodes in segment $k_i$ is calculated as in Eq. (17).

$$SG_{k_i} = \frac{1}{M^2} \sum_{j=1}^{M^2} S_{k_i}(J_j, J'_j)$$  \hspace{1cm} (17)

where $M^2$ is the number of nodes of the $k_i$ face sub-graph and $J_j$ is a jet of the reference image segment, $J'$ is a jet of the probe image segment. The Overall average similarity of the entire image segments ($OS$) is calculated as in Eq. (18).
\[ OS = \frac{1}{2r} \sum_{i=1}^{2r} SG_{k_i} \] (18)

Then the reference image that yields maximum overall average similarity with respect to the probe image is recognized as the target result. The overall average similarity for all reference images are sorted in descending order and then the reference image with the maximum similarity is addressed as rank one.

5. EXPERIMENTAL RESULTS AND DISCUSSIONS

In order to evaluate the effectiveness of the proposed method, two types of face image databases have been used: the AR [31] and FRGC ver2.0 [33]. A comprehensive experimental study has been carried out that takes into account face recognition under various situations including controlled/ideal condition, different lighting condition, different facial expressions, and partially occluded condition as done by other comparative methods [13, 23, 24, 18]. The AR database consists of over 4,000 frontal color images corresponding to 126 individuals (70 male and 56 female). Each individual subject is represented by 26 images taken in two separate sessions with two weeks time interval. Face images are subject to varying facial expressions (smile, anger, scream), illumination conditions (left light on, right light on and both lights on) and occlusions (sunglasses and scarf). The face images of 100 subjects (50 male and 50 female) including all variations were used in our experiments. In all the experiments conducted, face images were enhanced and normalized with standard preprocessing techniques (i.e., Median Filtering and Histogram Equalization) and then cropped. The resolution of the preprocessed and cropped images are 165 ×120 pixels. Fig. 10 shows samples of cropped faces from AR database.

The FRGC ver2.0 database contains 50,000 images distributed to training and validation sets. The training set consists of 12,776 images from 222 persons (individuals). The validation set contains images from 466 individuals collected in 4,007 sessions. The number of sessions used for taking photos of each person is different, ranging from 1 to 22 sessions (410 persons were photographed in two or more sessions). In each session, four controlled still images, two uncontrolled still images and one 3D scan were recorded. In all the experiments, the facial regions were cropped to a size of 160 × 160 pixels for recognition. In our experiments, all the 466 individuals in the validation set were used for testing. The first image in the first session was used as the reference image of the individual. One probe image per person was randomly selected from the remaining images of the person in all sessions.

The performance of the proposed method is compared with six benchmark approaches as abbreviated in Table. 1.

It is worth mentioning that the AR Face database has been used to evaluate the system performance on real occluded faces, variations in illumination and different expressions while the FRGC ver2.0 database has been employed to investigate the sensitivity of the proposed approach in the presence of synthetic occlusions of varying size.

We initialized the values of HCO-EBGM parameters as follow: HMCR=0.9 , PAR = 0.3, bw=0.01, and MI= 500. It has to be noted that the proposed HSO-EBGM runs 30 replication times for all experiments performed in the sections below and the recognition rates in the tables that follow (table 2 to table 5) refers to the average recognition rate.

5.1. The effect of number of segments on the performance of HSO-EBGM

In this section the AR face image databases are used to measure the impact of the face segments number 2r per face pertaining to the performance of the proposed HSO-EBGM approach. Experiments with two \( r = 1 \), four and six face segments are performed as shown in Fig. 11. In the first experiment, the reference and model images are divided into two segments and then the optimal landmarks are generated for the model image in order to find the average landmarks using HSO-EBGM. In the second and third experiments, the image is divided into four \( r = 2 \) and six \( r = 3 \) segments respectively. Fig. 12 shows the results of the three experiments. It can be seen that the performance improves with increased number of segments where
the best recognition rate is achieved with six segments. In a nutshell, the more the number of subgraphs, the better will be the performance of the HSO-EBGM. However, as further increasing the number of segments will involve much computation load. Therefore, the number of face subgraphs are chosen to be six for all the subsequent experiments. This experiment also conveys that the proposed component-based HSO-EBGM yields significant performance improvement.

5.2. Sensitivity analysis of HSO-EBGM to varying occlusion sizes

In order to evaluate the robustness of the proposed method against sensitivity to varying occlusion sizes (occlusion challenge) using the FRGC ver2.0 database, these experimental evaluations have been performed. In this experiment, we applied the same experimental policy as in [13] on the large FRGC ver2.0 database. The probe images used in Section 4.3.1 were occluded by a square of $s \times s$ pixels at a random location, while the reference images remained unchanged without occlusion (as shown in Fig. 13). The size of the occlusion blocks has been varied from $s = 10$ (occlusion content of 0.39% within face image) up to $s = 100$ (39.06% occlusion content) with a step size of 10. The recognition rates of the proposed method and the other comparative approaches are plotted against the occlusion size in Fig. 14. It can be seen from Fig. 14 that the recognition rate of the proposed HSO-EBGM method remains more or less same against occlusion blocks which vary in size from $10 \times 10$ up to $40 \times 40$ pixels.

The performance of HSO-EBGM significantly outperforms the EBGM and it stands next to the ESM approach against the occlusion challenge, while the recognition rate of other benchmark algorithms degraded. With a block size $100 \times 100$, the proposed method yielded a recognition rate of 43% compared to AWPPZMA and LEM where their recognition rates dropped significantly around 5%. In other words, the proposed approach is about $8$ times better than AWPPZMA and LEM in recognizing occluded faces. These results demonstrate the robustness of the proposed method in handling partial occlusions.

5.3. Face recognition under controlled /Ideal conditions

Here, we evaluate our proposed HSO-EBGM approach under relatively controlled conditions on both AR and FRGC ver2.0 databases. The recognition rate of HSO-EBGM was compared with those of ESM, AWPPZMA, LEM and EBGM as portrayed in Table 2. The best recognition rate is highlighted in bold (higher is better). In this experiment, the neutral faces taken in session one are chosen as references and the neutral faces taken in session two are chosen as the probe images. From Table 2, it can be seen that the HSO-EBGM outperform the EBGM and it showed comparable recognition performance on par with ESM, AWPPZMA and LEM methods on the AR database. However, the proposed method achieves lower recognition rate than ESM and similar recognition rate to AWPPZMA on the FRGC ver2.0 while it significantly outperformed the LEM method. This could be due to challenging large variations of the images for the same person in the FRGC ver2.0 database.

5.4. Face recognition experiment with realistic partial occlusions

In this experiment, the neutral image [Fig. 10 (a)] is used as a reference image while four occluded faces with sunglasses and scarf from both sessions [Fig. 10 (h-k)] are used for testing extracted from AR database. The recognition rates of the proposed method together with EBGM, ESM, PISMA, and AWSGA approaches are summarized in Table 3. The best recognition rate is highlighted in bold (higher is better). Furthermore, Fig. 15 (a), (b), (c) and (d) show the recognition rates of our proposed HSO-EBGM approach compared with PISIMA and AWSGA on sunglasses and scarf of sessions 1 and 2 respectively. It is found that the occlusions affects the performance of all benchmark algorithms where the recognition rates drop ranging from 5.9% to 9.4% and 14.1% to 20.51% for faces with sunglasses with respect to session 1 and 2. It can be seen from Table 3 that the proposed approach achieves an average recognition rate comparable to ESM which is one of the standard algorithms to handle partial occlusion and significantly outperform the EBGM. Fig. 15 shows that the HSO-EBGM outperforms PISMA and AWSGA (about 20% to 30% significantly better) for all conditions in both sessions. These results justifies the ability of the proposed method to handle partial occlusions and further convinces that the proposed HSO-EBGM approach is capable of finding the optimal landmarks without requiring any prior knowledge or assumption of the occlusions and hence able to recognize faces which are prone to occlusions.
5.5. Face recognition challenge under facial expression variations

Variations caused by facial expression are among the common vital factors that could degrade the performance of a face recognition system. To evaluate the effect of different facial expressions (smiling, angry, and screaming Fig. 16) on the proposed HSO-EBGM performance, a dedicated experiment has been conducted using the AR database. Faces with neutral expression in the first session (recall Fig. 10 (a)) have been used as reference images; the face images with three different expressions (e.g., Fig. 16 (a), (b) and (c)) taken in the same session have been used as the test images. The experimental results are summarized in Table 4. The best recognition rate is highlighted in **bold** (higher is better). According to these results, it can be noted that only for the scream expression the recognition rates dropped for the proposed HSO-EBGM to 41%. However, better recognition accuracies have been observed for the smiling and the angry expressions. It can be observed that the scream expression has a more impact on the recognition accuracy than soft expressions such as smile and anger as revealed by our results. It is found that the proposed method significantly outperforms the ESM method under screaming expression and the LEM under smiling and angry expression variations. This is because the expression variation do not affect all local parts equally. As a result the proposed method which is basically a component-based approach achieved better recognition rate. Also, it can be noted that the recognition rate for anger expression merely increases by 0.9% compared to the neutral expression as shown in Table 2. This is because the test images and reference images were captured in the same session while the test images used in Section 5.3 were captured in the second session where the intra-class variations get increased when taking the session 2 pictures after a two week time interval. Fig. 17 shows the recognition rate of the proposed method in terms of Cumulative Match Characteristics (CMS) curve.

5.6. Face recognition under the illumination challenge

Illumination is one of the potential challenges encountered in the evaluation of any face recognition system. In this experiment, the sensitivity of the proposed approach with respect to illumination changes is evaluated. The neutral face images in the AR database taken in the first session (e.g. Fig. 10 (a)) were chosen as a single reference image. The face images under three different lighting conditions (e.g. Fig. 18 (a), (b), and (c)) taken in the same session were used as test images. The recognition rate are tabulated in Table 5. It can be seen from Table 5 that the proposed method outperforms ESM, AWPPZMA and LEM (which is one of the best illumination insensitive methods) under different lighting conditions. Note that in Table 5, the best recognition rate is highlighted in **bold** (higher is better). As the proposed component-based approach deploys and exploits Gabor wavelet features in an optimal manner, a good recognition performance has been achieved. The recognition rate of the proposed method is plotted in Fig. 19 in terms of CMC graphs.

6. Conclusion

In this contribution we have proposed a novel method called HSO-EBGM to automatically select facial landmarks by enabling the classical EBGM face recognition technique with a harmony search based optimization strategy. A single neutral image has been chosen as the reference image and four other images with different variations were used as model images. Component level face sub-graphs have been modeled on the segmented facial components. The landmarks which achieved maximum similarity between the sub-graphs of reference image segments corresponding to sub-graphs of model image segments ultimately represent the optimal landmarks. Empirically we have shown that such component-level facial sub-graphs have paved way for improved recognition rates. The proposed optimization mechanism allows the face recognition system to be fully automatic without relying on manual ground truth data to locate the landmarks. The overall similarity measure between two faces is computed by averaging the similarity entailed on their corresponding component-level partial face-graphs. Importantly, the proposed component-based optimization strategy enables the model to recognize occluded faces without requiring any prior knowledge or assumption about the occluded regions. Interestingly, the component-based mechanism deployed in the proposed HSO-EBGM for handling partial occlusions neither discard any occluded region from similarity calculation, nor reconstruct...
this occluded region. The performance of the proposed approach is compared against the performance of recent state-of-the-art approaches using the AR and FRGC ver2.0 databases. The performance of HSO-EBGM stands next to the ESM approach against the occlusion challenge (face images occluded with random synthetic occlusion blocks of varying sizes), while the recognition rate of other benchmark algorithms degraded. With a block size of $100 \times 100$ pixels, the proposed method yielded a recognition rate of 43% compared to AWPPZMA and LEM where their recognition rates dropped significantly around 5%. In other words, the proposed approach is about 8 times better than AWPPZMA and LEM in recognizing occluded faces bearing synthetic occlusions. When tested against real occlusions (faces occluded with sunglasses and scarf), the proposed HSO-EBGM approach achieved an average recognition rate comparable to ESM and about 20% to 30% respectively better than that of the recently proposed PISIMA and AWSGA occlusion models. Experimental results on recognizing faces by varying facial expressions justify the fact that the proposed method performed better than ESM, AWPPZMA and LEM approaches. Against the illumination challenge experiments, HSO-EBGM also yielded far better recognition accuracy when compared to these three state-art-of-the-art approaches. For future avenues, a good direction towards further improving recognition accuracy could be attained by investigating fusion models by integrating Gabor wavelets with other feature extraction techniques such as Histogram of Oriented Gradients (HOG), Local Binary Patterns (LBP) and so on. In our future work, we plan to extend the proposed optimization-based HSO-EBGM approach to model uncertainty elements inherent on other biometrics such as gait recognition.
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Figure 1: An example face-graph constructed from manually chosen fiducial points

Figure 2: Manual Labeling

\[
\begin{align*}
B_1 & \quad B_2 & \quad B_3 & \quad B_4 \\
B_5 & \quad + & \quad + & \quad + \\
B_1 & = \{J_{11}, J_{21}, J_{31}, \ldots\} \\
B_2 & = \{J_{12}, J_{22}, J_{32}, \ldots\} \\
B_3 & = \{J_{13}, J_{23}, J_{33}, \ldots\} \\
B_4 & = \{J_{14}, J_{24}, J_{34}, \ldots\} \\
B_5 & = \{J_{15}, J_{25}, J_{35}, \ldots\}
\end{align*}
\]

Figure 3: Bunch Graph construction
Figure 4: Automatic formulation of facial landmarks for a typical segmented face image

Figure 5: An illustration that shows generation of landmarks for a typical face segment
Figure 6: Framework of the proposed HSO-EMGM technique. This illustration uses images taken from the AR face dataset. The diagram witnesses an instance of automatically generated face-subgraphs over a component-level segmented typical face image.

Figure 7: The proposed matching process. Basically the recognition process involves matching face sub-graphs of probe faces with that of reference face images.
Figure 8: The Flowchart of the HS algorithm [4]

Figure 9: A validation scheme that ensures that landmarks are located within the face image
Figure 10: Instances of AR cropped face images for one subject. (a) Neutral face under controlled conditions taken in the session 1; (b-d) faces with smile, anger and scream expressions taken in the session 1; (e-g) faces under varying light conditions taken in the session 1; (h, i) partial occluded faces with sunglasses and scarf taken in the session 1; (j, k) partial occluded faces with sunglasses and scarf taken in the session 2; (l) neutral face under controlled conditions taken in the session 2

Figure 11: A typical face image being segmented to two, four and six segments

Figure 12: Comparison on the effect of varying the number of face sub-graphs
Figure 13: A typical face images being occluded with random occlusion blocks ranging from $10 \times 10$, $20 \times 20$, ···, $100 \times 100$ respectively.

Figure 14: Recognition rate observed under varying sizes of random occlusion. Occlusions were gradually increased from $10 \times 10$, $20 \times 20$, ···, $100 \times 100$.

Figure 16: Faces with different facial expressions: a. smiling, b. anger and c. scream.
Figure 15: Comparison of HSO-EBGM with PISIMA and AWSGA against realistic occlusions using the AR dataset in terms of Cumulative Match Characteristic (CMC) graphs.
Figure 17: Recognition rates obtained under different facial expressions.

Figure 18: Faces under different lighting conditions: a. left light on, b. right light on and c. both lights on.
Figure 19: Recognition rates obtained under varying lighting conditions.

Table 1: Keys to the comparative methods

<table>
<thead>
<tr>
<th>Key</th>
<th>Comparative method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBGM</td>
<td>Elastic Bunch Graph Matching</td>
<td>[11]</td>
</tr>
<tr>
<td>PISMA</td>
<td>Psychophysically Inspired Similarity MApping</td>
<td>[38]</td>
</tr>
<tr>
<td>ESM</td>
<td>Ensemble String Matching</td>
<td>[13]</td>
</tr>
<tr>
<td>AWSGA</td>
<td>Adaptively Weighted Sub-Gabor Array</td>
<td>[23]</td>
</tr>
<tr>
<td>AWPPZMA</td>
<td>Adaptively Weighted Patch Pseudo Zernike Moment Array</td>
<td>[24]</td>
</tr>
<tr>
<td>LEM</td>
<td>Line Edge Map</td>
<td>[18]</td>
</tr>
</tbody>
</table>

Table 2: Comparative performance: Controlled/Ideal conditions

<table>
<thead>
<tr>
<th>Methods</th>
<th>Recognition Rate</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AR</td>
<td>FRGC</td>
<td></td>
</tr>
<tr>
<td>HSO-EBGM</td>
<td>94.1%</td>
<td>73.75 %</td>
<td></td>
</tr>
<tr>
<td>EBGM</td>
<td>84%</td>
<td>61.42%</td>
<td></td>
</tr>
<tr>
<td>ESM</td>
<td><strong>96.58%</strong></td>
<td><strong>82.62%</strong></td>
<td></td>
</tr>
<tr>
<td>AWPPZMA</td>
<td>92.31%</td>
<td>72.75%</td>
<td></td>
</tr>
<tr>
<td>LEM</td>
<td><strong>96.58%</strong></td>
<td>66.95%</td>
<td></td>
</tr>
</tbody>
</table>
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### Table 3: Comparative performance: Real occlusions

<table>
<thead>
<tr>
<th>Methods</th>
<th>Recognition rate</th>
<th>Average recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>Session-1</td>
</tr>
<tr>
<td></td>
<td>Sunglasses Scarf</td>
<td>Sunglasses Scarf</td>
</tr>
<tr>
<td>HSO-EBGM</td>
<td>88.20% 91.8%</td>
<td>80%</td>
</tr>
<tr>
<td>EBGM</td>
<td>57% 40%</td>
<td>33%</td>
</tr>
<tr>
<td>ESM</td>
<td>87.18% 94.87%</td>
<td>76.07%</td>
</tr>
<tr>
<td>PISMA</td>
<td>78% 79%</td>
<td>55%</td>
</tr>
<tr>
<td>AWSGA</td>
<td>38% 84%</td>
<td>20%</td>
</tr>
</tbody>
</table>

### Table 4: Experimental results under varying facial expressions

<table>
<thead>
<tr>
<th>Methods</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Smiling Anger Scream Average</td>
</tr>
<tr>
<td>HSO-EBGM</td>
<td>93.6% 95% 53.4% 80.7%</td>
</tr>
<tr>
<td>EBGM</td>
<td>74% 88% 29% 63.7%</td>
</tr>
<tr>
<td>ESM</td>
<td>85.47% 87.18% 26.49% 72.36%</td>
</tr>
<tr>
<td>AWPPZMA</td>
<td>96.58% 87.18% 38.46% 74.7%</td>
</tr>
<tr>
<td>LEM</td>
<td>79.49% 93.16% 31.62% 68.09%</td>
</tr>
<tr>
<td>AWSGA</td>
<td>95.72% 94.87% 33.33% 74.64%</td>
</tr>
</tbody>
</table>

### Table 5: Experimental results under varying lighting conditions

<table>
<thead>
<tr>
<th>Methods</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Left light on Right light on Both lights on Average</td>
</tr>
<tr>
<td>HSO-EBGM</td>
<td>98.6% 98.3% 93% 96.63%</td>
</tr>
<tr>
<td>EBGM</td>
<td>93% 89% 78% 86%</td>
</tr>
<tr>
<td>ESM</td>
<td>94.02% 94.02% 73.5% 87.18%</td>
</tr>
<tr>
<td>AWPPZMA</td>
<td>74.36% 64.96% 42.74% 60.69%</td>
</tr>
<tr>
<td>LEM</td>
<td>92.31% 91.45% 73.50% 85.75%</td>
</tr>
<tr>
<td>AWSGA</td>
<td>23.93% 5.98% 23.8% 17.9%</td>
</tr>
</tbody>
</table>
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