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Abstract—The amount of coke deposition on catalyst is one of the most important indexes of catalytic
property and service life. As a result, it is essential to measur e the amount of coke deposition and analyze
the active state of catalyst during the continuous production process. This paper proposes a new method to
predict the amount of coke deposition on catalyst based on image analysis and soft computing. An image
acquisition system consisting of a flatbed scanner and an opaque cover is used to obtain catalyst images.
After imaging processing and feature extraction, twelve effective features are selected and two best feature
sets are determined by the prediction tests. A Neural Network optimized by particle swarm optimization
algorithm is used to establish the prediction model of the coke amount based on various datasets. The root
mean square error (RM SE) of the prediction values are all below 0.021 and the coefficient of determination
R?, for the model are all above 78.71%. Therefore, a feasible, effective and precise method is demonstr ated,
which may be applied to realize the real-time measurement of coke deposition based on on-line sampling

and fast image analysis.
Keywords—coke depositioncatalyst imageanalysis;featureextraction PSOBP

1. Introduction

In the catalyst based continuous production proaass of the key issues to be addressed is the
automatic control othe multiphase flow reactofThe selectivity and effiiency of the catalyticsystem
have been improvedsignificantly throughthe effective control of the multiphase flow reactor§l].
Furthermorethe reattime monitoring of catalyst &igity hasa significart effect on thecontrol of the
reactor

Catalyst deactivatiois mainy due tocoke depositionin response of higkemperaturge.g. in the
processes ofCC (fluid catalytic cracking)MTO (methanol to olefins)GTO (ratural gas to lefins)
and MTG (methanol to gasolingg-4]. Catalyst pellets suffer from the accumulation of cokeheir
surface and nosty in the pore spacas the reaction progress®&ghen the coke gradually grows inside
the pore, theactive sites of the catalystre blockedand the mass transfer into the pore is dadag
Finally, it leads to coking deactivation tffie catalyst As a result, theactivity and selectivity of the
catalyst will beinhibited due to the growing cokdeposition and in the same time thequoluct yield
will decreaseHowever,the coke deposition on the catatyis often a reversible process and the coked
catalyst can beegeneratethy burningoff with oxygenin the regeneratoBesides, lie cokedeposition
will also affectthe residence time of the reaction, the regenerator temperature and S5e/lon [
Thereforeijt is importarn to measurghe amount of coke deposition on catalyst.

The term coke depo®in on catalyst igeferred toa variety of carbonaceous depisit mainly
hydrocarbon innidustry.In general, sampleanalysis and moddbased estimation are the two dominant
methods for the measurement of coke dejmws[B]. The method of samples analysigantifies coke
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deposition by samplingatalyst from the reactorsand anajzing carbonelement content®f the
samples.Among them, TGA (Thermogravimetric Analysis)s a traditional method forchemical
analysishased on thevaluaion of the sampés themmal behavior The carbon contenof the catalyst
samples igletermired bythe weightor massratios before and aftdreating[9]. As a weltestablished
method, TGA is usually appligd laboratoryscale measurememtiowever,the processes of sampling,
heatng and weighing oftetakea lot of time leadng to alag between the statd coke d@ostion and
the control ofthereactor In addition there aresystematic errar in the TGA methodwvhich may be
causedby the complex operatias e.g.the judgnentof the initial weightlessness position tiie TG
curves.The existence of these problemss tseriously affeed its efficient applications in industrial
production processes.

Combustioninfrared detectiorcan also baisedto quantify carbon formation regarding teeke
depositionon catalyst. By feeding oxygen abdrning catalyst samplesnderhigh temperature, the
carbonin the coke depositiois convertednto carbon dioxideAs carbon dioxidés astrong absdrer
of theinfraredwavewith 4260nm wavdength the carbon contentanbe determiné using aninfrared
gas analyzewhich measure the intensity of the infrared spectra carbon dioxideevolvedfrom the
samples [10]. Similarly, TPO (Temperaturprogrammed oxidation) method obtains the amount of
coke deposition based on sampbgsburning and elementary analysis of efflugasesFurthermore
there are other methods like TPO combined with either gas chromatogragiayiaretricgas analysis
to measure cokéepositon by determining the carbon content of catalyst samples. These method
requirecontactwith the samplesand canot meet the demarsf reattime measurement fondustrial
applicatiors[11, 12].

Modelbased estimatiomethodis a kind of‘soft measurement metho@hrough feature analysis,
a predicting models developedetween the featuresid the amount of coldepositionon catalysto
realize reatime measuremenA new acousticmeasurement method has been proposetanget al
[13, 14]. In theprocessof catalytic reactioncatalystpelletsin the fluidized bed reactor Hite internal
wall of the reactomend genen& acoustic emission signaltn combhnation with the analysisof the
power spectrunof the signals the amount of coke deposition on catalgah bepredictedusingthe
characteristic parameters of tlagoustic emission sigrslThis onrline measurement metkd can
overcome thshortcoming®f traditional sampling analysis whigmtailsthe delayin the control ofthe
reactor However,this method doerot work ina fixed bed reactowhere catalyspellets usually stay
still.

On account of the limitations aal existing methods mentioned above, the aim of this paper is to
propose a ovel method tomeasurethe amount of coke depadsit on catalysthroughimage analysis
Some preliminaryresultsof this methodwas reportedat the 2015 IEEE International Corgece on
Imaging Systems & Technigs [15]. In this paper, wepresentin detail theimage acquisitiorand
processing systenextractthe efectivefeaturedrom the images othe catalyst pelletand establisha
model to predict the coke amount throwsgdft computing. Finallythe prediction model based 8ack
Propagatiomeural networkwith Particle Swarm Optimization(PSOBP) algorithm isestablishedind
validatedusing various dates.

2. Methodology
2.1 Image acquisitiogystem
In order to ensure thetability of the shooting angle, exposure time and visual field faresachset
of images, aflatbed scannewith a matrix CCD image sepos is usedinstead obrdinary CCD camersm
2



In addition,the light sourceof animage acquisitiorsystemshould be uniformand stable A shading
systembased on a flatbed scanner ambpaquecover, as shown in Fig. is developedo provide a
invariable background illuminatiothat canavoid the different lighting conditionsfor eachset of
images. The scanner can scan thd formatarea(216mmx311mm) during whichsubstantiatatalyst
pelletswerescanned in one gib meet the statistical significancetb&acquired dataAt the same time,
the height othe opaqueoverfrom the scan platforris adjusedto 5cmso asto easly distinguishthe
catalyst pellets from the backgrourBesides,the colour of the cover is white in order to make a
relatively bright backgrounih contrast with dark catalyst pellets. our researchthe resolutionof the
scannels selected as 4800dpi800dpiandeachpixel size is approximate5umx65um after taking
the size andhegray value of the catalyst pellets into account

opaque cover

scanner

Fig. 1.Image acquisitiosystem

2.2 Sample preparation

A kind of molecular sieve solid cayat in MTO (methanol to olefinsprocess was used this
study.The sampls were collectedequentiallyfrom the cokeccatalystovera period of timén the same
MTO reaction proces#s a result, eightypes of coked catalyst pelletgre obtained from the same
reactor with the deepening cokiepositioncorrespondingo different coking periodsThe samples
weredivided into twosets Onesetwas measured as the standard coke deposition amoth&aztalyst
by TGA. As for the otheset the catalysimagesweretaken usinghe scannetn view of the facthat the
coking process of catalyst mainly takes place in the internal ,psireple physical treatment of the
sampleswas conducted. The samplegere cut into smaller pellets in order to get more imir
informationaboutthe catalyst. After the treatmetihe majorityof the catalyst pelletaere in the range
from 1mm to 5mnin size Tablel gives the actual coke amounteaifhttypesof catalyst pelletby TGA
method.

TABLE 1 CokeAmount ofEight Typesof Catalyst by TGAMethod
Category #1 #2 #3 #4 #5 #6 #7 #8
Cokeamount (%) | 30.316 29.62 28.038 27.1% 2258 20.067 0.448 0.418

2.3 Image processing
Fig. 2(a) is the image of seriously coked catalysth a high level ofcoke depositiorand itsgray

scale histogrars shown inFig. 2(b) with two distinctpeals . One ofthe peak is below 50 owing to the
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seriously coked catalysegionsand the other peak is aroud@0 corresponding to thigackground
area Fig. 2(c) showsthe image oflightly coked ctalyst witha small amounbf coke depositiorand
the corresponding gray scale histogrismshown in Fig. 2(d). Similar to Fig. 2(b), there aralsotwo

peaks inFig. 2(d). One above 200 generatedrom slightly coked catalystegionsand the otheone
around 100 corresponds to thmackgroundarea The obviousdifference betweenthe foreground
(catalyst pellets) anthe background regions, with trstablity of thelighting conditions indicatesthe

image acquisition systeis feasiblefor the intendedyplication
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Fig. 2. Catalyst imageand their grayscale histograms.
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Themain logicalsteps othe proposed methodhcluding the key image processing procedure, are
shown n Fig.3 Since sometimetheremay be dirt or dust on thescanplatform area thresholdingnd
morphological filteringareusedto removethe unwanted artifacts in the imagdter denasing thetask
of image processing te segmentatalyst pelletdy dividing theimage intoforeground regiorfcatdyst
pellets) and background According to thedifferent gray values betweehe catalyst pelletsand the
backgroundbased orthe grayscalehistograns, the Otsu method[16] is used to convetthe colour
images into binary imags. The optimal hresholdis selectedon the basis ofmaximizing interclass
variance As shown inFig. 4(c) and 4(d)some small interior holeappear inthe results ofthe
binarizationafter the application o®©tsu method Theseholesoriginate fromthe direct contact of the
sampleswith thescan platformcorresponding to the highlight regions of catalyst pellgterefore, the
nextstep is to fill these small interior holbg usinga series oflilation. Thebinary image after region
growingare shown in Fig4(e) and 4(f), in wich “1” (logical value)stands fothe catalyst pelletand
“0” (logical value) denotes thebackground.Finally, the segmentation of catalyst pellets are
accomplished after multiplying the original images by the binaryg@sdn view of the fact thathe
gray valus of some seriously cokeggionsare approximatelgqual to 0 (black)}they arepresentedn
white background, while the slightly coked catalyslietsare presenteth black background, as shown
in Fig. 4(g) and 4(h).

(a) Originalimage of  (c) Segmentedmage of seriously (e)Binary imageof seriously (@) Final segmentedmage

seriously coked catalyst coked catalystisingOtsumethod coked catalysafter dilation  of seriously coked catalyst

(b) Original image of (d) Segmentedmage of slightly  (f) Binaryimageof slightly  (h) Final segmenteimage
slightly coked catalyst coked catalystisingOtsumethod  coked catalysafter dilation  of dightly coked catalyst

Fig. 4.Original and processeatalyst images.

2.4 Extractionof colourfeatures

It was observedhat very oftenthe catalyst pellets change fraareamy whiteto blackdue tothe
accumulation of coke depadsih on themin manyreaction processeBesidesjt has been proved that
the size of catalyst pellets remains roughly unchanged as the coke isllgrateposited[14].
Therefore effective colar featuresshould beused toreflect the state of the catalysicameasure the



amount of coke deposition based the analysis ofcatalystpelletsimages during different periods of
thereaction

Colour featuresplay an importanipart in the applicationof image classification. Stricker and
Orengo[15] proposedhat the effective colofeaturesvere the low momentsf the colour components
derived froma colour image.The first momentis the meanvalue ofthe image.The second moment
stores thevarianceof the imagewhilst the third momentstands fothe skewnes®f theimage[17, 18].
Theyarecalculatedrom the following mathematical expressions

m = Xp(x) ®
G=\/Z()§—m)2p()ﬂ) @

u= [ x-mp(x) €)

wherem, o and u arethethreelow momentsof the colourimage, respectively; denoestheit"
intensity levels in the colar distribution of the image and p(xi), i=0, 1, 2, .., L-1, representghe
correspondingprobability histogram in which. is the number of distinct intensityvels

In addition for the randomness ahe colour componesst othertwo features, entropy and energy,
arealsocalculatedrespectivelyfrom the following equations:

£, = P(x)l0g, p(x) )
E,= > (X’ )

whereE; denotesntropyandE, stands foenergy.

In generalthe analysis of the image intensity laysrcalculatingthe image gray valus regarded
asasimple methodor colour featuregxtraction However,in thiscase the image colar information
is completely ignord. Another commorapproactis to separate the red, green, and blue (RGB) layers
from the colar image andhenanalyzethemas three independenohes Such an approach considers
somecolour information but the relationshipbetween different colar layers contairing more color
details are overlooked19, 20].

Considered to benore fitfor humanperception the HSI colour modekonsisting of bie, saturation,
intensityis appliedto showthe correlatios between different colodayersin order tomake up for this
deficiency. The rormalization ofthe thee RGB components achievedby dividing RGB colour
valuesby 255and all valuesare subsequentiyhange from [0, 255] to [0,1] with MAX denotingthe
maximumandMIN the minimum of the colour valuesThe transformatiomf the colour components
from theRGB colourmodelto theHSI colour modeis achieved as follows
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Typical results ofcolour features extractionfrom the segmergd images of the eighttypes of
catalyst sampleare shown irFig. 5. The standard amount of coke deposition omlgat is measured
by TGA. Fig. 5(a)showsthe changeof R, G, Bandgray meanfeatureswith theaccumulatiorof coke
deposition on catalysFig. 5(b)depics thetrends ofthethreelow momentdmean, variance, skewness)
of thegray component as the colteposition deepens
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(b) Gray mean, gray variance and gray skewness

Fig. 5. Comparisof somecolour features anthe coke amount

As mentioned above, the extraction of colour features can be conductédriendilayersncluding
R, G, B and grayayers Note that tie values of R, G, Bndgray componerg arealmostthe same in
the segmered catalyst imagsg, astheir meanvaluesareshown inFig. 5@). It is necessarto determine
thecolourfeatures fronwhich ofthe R, G, B andgray layersaremoreeffective In addtion, in view of
the similar trends ofthethreelow gray momentgmean, variance, skewness) as showhidgn 5({), the
mean valus of the colour componentare calculatedor evaluatingthe discriminability in different
layersasrepresentativeAs a result, thre&aturesincluding themeanvalue entropy and energgre
calculatedn theR, G, B and gray layerto evaluatethe discriminability of colour featuresn different
colour layersin this researchhe ratio oftheinter-class distance theintra-class distanceepresented
by the datavarianceis used talefinea discriminability index
Dy _ S’(mean(v/"))

k

Di ntra 28: SZ (VI k) (9)

i=1

inter

D" =

where Vi* is the k" colour componerg of the i image of the eighttypes of catalyst sampkeand
mean(Vi¥) is the average o¥/¥ , and & stands forthe varianceof the respective variableBesides,
Diner*and Dinra are  the inter-classandintra-class distanceof k" colour componerst respectively,
for the eighttypes of catalyst sampk DX is referred to asdiscriminability of the k" colour
componerd. Al data should be normalizdmkforeD is calculaed fromEq. (9) Thelargerthe valueof
D is, the greatediscriminabilitydenots.

TABLE 2 Discriminability Indexof ThreeColour Featurs in Different Colour Layers

Different colour layers
Colour feature D
R G B Gray
M ean D! 0.616 0.589 0.736 0.762
Entropy D? 0.341 0.338 0.394 0.406
Energy D3 0.347 0.288 0.446 0.440
Sum of DX 1.304 1.215 1.576 1.608

Table2 summarizeghe results ofliscriminability analysis. Bgomparing the surof D (k=1,2,3)
correspondingto the threecolour features(mean, entropy, energyh R, G, B and gray layers
respectively the maximum one belongs to theost effective layer. Snce the sum ofDX(k=1,2,3) in
gray layer is themaximum of all results the gray layer isregarded aghe mosteffective one
Furthermorethe values oD'in all layers arssignificantly greatethanD? andD? as shown irTable2.

It means the mean feature is meféectivethan entropy and energyherefore it can beconcluded
thatthe extraction of colour features should be conducted in gray layeghargtaymeanfeatureis
mosteffectiveto predictthe coke amounwith the gregestdiscriminability.

As a resultfive gray features (mean, variancgkewnessentropyandenergy)were extracted from
the gray layer In total six features (R, G, BH, S,1) were obtained fronthe RGB andHSI colour
models with theresults of featurextractionfrom the eighttypesof catalyst sampleshown inFig. 5
and Fig. 6 Someresults ofcolour features extractionare alsoshown inFig. 5. The relationships
between the othdive features (H, S, grayentropyandgrayenergy) andhe coke amant areplotted
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in Fig. 6. The strongessimilarities between theurveof H valueandthe levelof cokedepositionare
evident In summaryH and grayneanvalues areregarded amdicatoss of the coke amount.

1.6

—6— coke amount
14f | —O—H .

Y N

121 | =& - gray entropy T

- % - - gray energy

Normalized features

Eight kinds of coked catalyst samples

Fig. 6. Comparisonof H, S, |, gray entrpy and gray energfgatures anthe coke amount

2.5 Extractionof texturefeatures

As one of thamportant characterist; £xtual information isusdul for in image classification by
analyzing theobjects orthe regions of interest in an imad@1]. Consicring all the above eleven
colour features are extracted fraime colour componestbased on statical moments of intensity
histograms regardless of the spatial distribution of pixels with respeathoothey texture features are
also extracted fromthe catalyst image in our study Texture featurescan help to find more
characteristis, for instancehe smoothnessf coked catalyspellets and improve th@redictionresults
of the coke amount

In order to describekture variations, one way to contethe relative positions of pixels in an image
or region is to us¢he Gray Level Ceoccurrence Matrix (GLCM)Haralick, Shanmugarand Dinstein
[21] put forward theviews of the image textur featuredor image classification in 1973s a classical
texture analyss approachGLCM reflect the gray spatial correlation of pixeldhe segmered catalyst
pelletsregiors. In this research, six texture features of GLCM were extractecprobability contrast
correlation energy homogeneityand entropy Maxprobability feature describethe strongest response
in the GLCM matrix. Contrasts an importanfeatureto characterizeéhelocal variationdy calculating
the grayintensity contrasbetweenthe pixelsof relative positiors. The linear dependenciesf gray
valuesbetweerthe pixelsin relative positions are computed by correlation feattinergy isanindex of
uniformity which measures theonstancyof gray valuesdistribution n an image ora region By
compamg the gray valueslistribution of thepixels on the diagonatlirection andoff the diagonal
direction of the GLCM homogeneityfeature is determinedentropyis usedto detect the idorder or
texturalirregularityof an imageor aregion Detailed information about thealculationof GLCM and the
mathematical expressions thiese texture features can be found in the referer2228]. As a result,
seventeen features inding colour and texture features could be obtained from each catalyst pellet
region, whichareR, G, B, H, S, |Gray featureg¢gray meangray variancegray skewness, gray energy
and gray entropy and GLCM featuresnfaxprobability contrast correlation energy homogeneity
entropy.



3. Resultsand discussion
3.1 Image database

Theimage databaseas collected by scanninthe eighttypesof coked catalyssamples mentioned
in Part 22. The images of twentfive catalyst pellets we sgmentd to extractseventeerieaturesas
mentioned above for eadipe of catalystsample. As a resul8400(25*8*17) featuresvereobtained
from the btal 0f200(25*8) catalyst pellets.

3.2 Featureselection

After feature extraction, the next stépto select the effective features which obtain ukeful
information to predict the coke amoui. order to find the best feature setestablisithe predtction
model, testing methodias used to traithe model andselectthe featuresaccording to the prediction
results The inputs of the prediction modelere different combinatios of features extracted from
catalyst pellets images, and the outpugee the actual coke amount of catalyst pellets measured by TGA
methodgiven by Table 1ln detail, seventeen features as mentioned above ex¢ractedfrom the
image databaseand thenthe corresponding feature datasethich were divided into two parts, the
training datasetandthe testingdatasetcould be obtained from differenbmbinatiors of these features.
Before the model training, all features should be normalized tj.[8&nd then, the trainindatasetvas
usedto establishthe prediction modebf theimage features and actual coke amount basd*S6nBP
algorithm.Finally, the testingdatasetvas inputted to the model, RMS{Root Mean Square Errognd
the coefficient of determinatiofR? of prediction resultscould beobtained to evaluate the predacti
performance of the modeThe calculation formukaof RMSE andR? are given as follows, and when
RMSE is smaller an&? is closer tal, the prediction model perforrbetter.

D (%-)?
RMSE = 1T (10)
D 5-y)°
RR—1-2 (12)
> (7-y,)?

i

=
wherey: is the actuatoke amounbf the it" catalyst pellgt )All is the predicteadtoke amounbf theit

catalyst pellet Y istheaverage actualoke amountf all catalyst pelletandi=1, 2,3, ..., m, in which
M denotegshenumber of catalyst pellets

In machine learmg 30%-50% of a databases usually chose as the testing datasethile the
remaining @tais usedfor training In this sectiontwo datses hamedRandom?7 and RandoMO were
selected andhose as dataes. Random7 dataetconsists of 56 (7*8) catalyst pellets composed by
randomly selected pellets of eacliype as the testing datasetcathe left 144(18*8) pellets as the
training datasetBesides, Random 10 dataet consists of 80(10*8) catalyst pelletxomposed by
randomly selectedO pellets of eackype as the testing dataset and the left 126*8) pellets as the
training dataset.

The conclusion in Part 2 iflustrates that among all colour features, H and gray mean valuglavn
good ability to predict coke amounfThe results of RMSE and?Rf A1, A2, A3, wheregray meanH
and their combinationwere selected afeature setscorrepondindy are shown in Table 3 The
prediction effectslemonstrate the availability of these two teas in predicting the coke amouAind
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thenon thebasis ofgray mearandH featurespther fifteen featuresiere added to the feature sets one
at a timeand the features were inputted to the prediction model establish®EGBP algorithm
respectivelyin order to testprediction effects. The effective ones could be selected bydging the
RMSE andR? of the prediction resultasshownin Table 3 Comparedvith theprediction effect®f the
combination ofgray mearandH featuresthose feature sets with worse prediction performance than
A3 should be eliminatedrhat is to say A1,A13,A14,A16and AL7 should be excludedccordingly,

five features, namelygray skewness, gray entropy, maxprobability, correlatiod energy were
eliminated.

As a result,nine colour features anthreetexture featuresvere picked out agffective features,
which ae R, G, B, H, S, |, gragnean grayvariance gray energy, agrast, homogeneitgndentropy.

TABLE 3  PredictingResuls of H, Gray Mean and OthéeatureSes

Featureset Random7 Random10
RMSE R? RMSE R?
Al graymean 0.0278 94.40% 0.0261 95.04%
A2 H 0.0327 92.45% 0.03% 91.55%
A3 graymean H 0.0284 93.99% 0.0273 94.52%
Ad graymeanH, R 0.0220 96.51% 0.0224 96.37%
A5 graymeanH, G 0.0228 96.24% 0.020 96.85%
A6 graymeanH, B 0.0249 95.53% 0.018 97.36%
A7 graymeanH, S 0.0268 94.97% 0.012 97.38%
A8 graymeanH, | 0.0242 95.73% 0.028 96.59%
A9 graymean H, entropy 0.021 96.69% 0.0233 96.00%
A10 graymeanH, gray variance 0.0258 95.22% 0.02® 97.00%
All graymean H, gray skewness 0.03Z 92.47% 0.0289 94.11%
Al12 graymean H, gray energy 0.0223 96.41% 0.0213 96.69%
Al13 graymean H, gray entropy 0.032 92.56% 0.0364 91.28%
Al4 graymean H, maxprobability 0.0285 93.93% 0.03B 92.83%
A15 graymean H, contrast 0.0247 95.61% 0.0227 96.26%
A16 graymean H, correlation 0.0464 84.24% 0.0327 92.47%
Al7 graymean H, energy 0.0382 89.47% 0.0358 91.41%
A18 graymean H, homogeneity 0.0220 96.51% 0.0234 96.04%

It is ausual phenomenahatsome correlationke in the differentfeaturesfor instance in the R, G,
B, H, S and | featuresn order to reduce the redundancy of data and ingthe predictiorresults,
more simulation testeereconducted to determine which one performs the best among various feature
sets A total of 1586groupsof feature sets were testéy the prediction model consisting of the
differentcombinatiors of therandomly selected seven, eight, nine, ten, eleven and twelve featumes fro
the twelve effective ones mentioned aboVable 4 gives some excellent feature sets of which the
RMSE are below 0.03 ang? are above94% in the simulation test. Among then, the A and F2
feature setsutstand due to the best prediction effect and the less feature number.

TABLE 4  PredictingEffects of Some ExcellenFeature Set

Random?7 Randoml10
RMSE R? RMSE R?

Feature set
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F1 H. S gr::er?;acno’n%::;'t"a”ance’ gyl 90172 97.85% 0.0211 96.77%

F2 B, H, S, l.gray mean, gray variancgtay 0.028 96.57% 0.02® 96.85%
energy, homogeneity, entropy

F3 R G, H, S,graymeangrayvariance, 0.028 94.25% 0.02 97.08%
gray energyhomogeneityentropy

R, G, B, H, S, |, gray mean, gray variangey
F4 energy, contrashomogeneityentropy 0.0271 94.69% 0.0221 96.49%
F5 R, G, B, HI, gray mean, gray variance, | e 94.25% | 0.028 94.21%
gray energyhomogeneity

F6 GBS, |, gray mean, gray variance, 0.022 95.71% 0.0280 94.30%
gray energycontrastentropy

F7 B, H, S, 1, gray mean, gray variance, gray| ) 5, 96.88% 0.0249 95.47%

energy contrasthomogeneityentropy

Finally, according to the prediction resulb$ different feature setéwo best feature setmve been
identified as follows

F1 H, S, l,gray mean, gray variancgray energy, contrast
F2 B, H,S, |,gray mean, gray variancgray energy, homogeneity, entropy

3.3 Prediction modetraining

Two popularartificial intelligence algorithmsNeuralNetwork (NN) and SupportVectorMachine
(SVM), were used to establish the prediction modethe coke amount and the features of catalyst
images. A BP neuralnetworkis a kind of multilayer feed forward networttained by the error back
propagation algorithmThe method calculates the grenti of a loss function with respect to all the
weights in the network. The gradienstsredfor the optimization method which in turn uses it to update
the weights[24, 25]. In order to improve the prediction results of thedwl, the particle swarm
optimization (PSQ algorithm was applied to optimize BP neural network in thigpgra In the
implementatiorof the PSO algorithmeach particleepresents a potential solutitman optimization
problemandis defined bythree parametets realize theoptimization i.e. position, velocity and fitness
values The velocity determines the direction and distandbeparticles’ movementwhilst the fitness
value of each particle is used to evaluate the merits of the parBSO isvalid for the gplicationto
optimize the weights and thresholds of BBtwork where eachparticle represents one weight or
threshold After the PSO optimizatigrthe optimized initial weight and threshold obtained from R8O
assigned to BRetwork[26]. In this researchthe node numbeof the inputlayer inthe BP networks
keptthe same as that tife inputfeaturesandthe node numbeof theoutput layeiis 1.With respect to
the node numbenpf thehidden layerthelearning abilityof the BP networkwill be poorwhen thenode
numberis too few, but anexcessivéy high number ofnodes willincreasethe training time.In this
research the rode numberof the hidden layeris set as 35Moreover the trainingtimesof the BP
networkare100 accordingto the performancef the prediction model As for the PSQlgorithm, the
population sizef particlesis set to30. The evolutionnumberis 50, which is set based @xperiencend
the particle dimensiois determined by thaumberof nodes in eachlayerin the BP network. After the
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P3O optimization, the optimized initial weight and threshold obtained from P8Q@ssigned to BP.
After datasetstraining the output can bacquirel asthe predicted valuesBesides,Support Vector
Machine (SVM) whichis a supervised learning modelthefield of machine learning, typically used for
pattern recognition, classification, and regression analygss also used to establish the prediction
model In this paperlib-SVM toolboxdeveloped by Chih Jen of Taiwan University was used and the
best sk of two main parameters, penalty parameter (c) and kernel function para(ggt was
ascertaind by Kfold Cross Validation (KCV) method P7].

Comparing the predictiomesults of these two algorithmshown in Table 5, it comes tothe
conclusiorthat both of them show good predicting abillhytthe PSGBP algorithmperfomsbetter

TABLE 5 Comparison oPredictingEffectsof PSOBP and SVM
Dataset Random7 Random10
Algorithm Index Feature sgt F1 F2 F1 F2
RMSE 0.0172 0.0218 0.0211 0.02®
PSOBP R? 98.92% 9827% 98.37% 98.41%
Time/s 29.37 31.53 26.89 28.37
RMSE 0.0238 0.0242 0.0254 0.0224
SVM R? 97.90% 97.83% 97.6% 98.12%
Time/s 21.29 26.99 12.06 14.42

3.4 Experimentl results

Fig. 7(a)-(d) shows thecomparisorof actual coke amount and predicted valoased on the PSBP
algorithmwhen Random7 and Random10 were chose adataes. It demonstrate that the selected

featuresetsand the established model cturatelypredict the coke amount.
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Fig. 7. Comparisorof theactual coke amount and predictedueof catalystsampledy PSOBP with dataset of Raadom7 and
Random 10

Furthermore, a set oflidationexperiments wereonducte to verify the predictingability of the
predictionmodelto unknown samplesbased on various da@s. Three new dates areobtaired as
follows: Class0.448/20/28consistsof threetypesof pelletswhose coke amount a@448%, 20.067%
and 28.038% and there are 7$25*3) pellets to baelected ashetesting dataet, the leftl25 (25*5)
ones asrainingdataset.Class20/28contains twdypesof pelletswhose coke amount@f0.067%and
28.038%and there are 5(5*2) pelletschose athetesting datset, the left 30 (25*6) ones agraining
dataset. Class 27/0.448 is two types of pelletswhose coke amount ai27.15/% and 0.448%. Fig.
8(a)(f) displaythe prediction resultef catalyst sample®ased on the PSBP algorithm whose
datses are Class0.448/20/28 Class 20/28 Class 270.448 and feature sets are F1 or F2
respectively The results provéhe PSGBP prediction modelis able toclassify unknowntypes of
catalyst smples angredict thecoke amounsuccessfully
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(a) Predictionresultsfor Class0.448/20/28egarding F1  (b) Predictionresultsfor Class0.448/20/2&egarding B.

Class 20/28-F1
40 T

Class 20/28-F2
40 T

—©— Actual coke amount
—4A— Predicted value M

—6— Actual coke amount
—4— Predicted value I

w
o

w
a

w

=]
w
=]

n
al

N
al

e

=
o

[N
ol

Coke amount (%)
3

Coke amount (%)
N
o

i
o

=

S

o
&

o
o

0 10 20 30 40 50 0 10 20 30 40 50
Test set number Test set number
(c)Predictionresultsfor Class20/28regarding F1 (d) Prediction reslts for Class20/28regarding B.
Class 27/0.448-F1 Class 27/0.448-F2
40 T T 40 T T
—6— Actual coke amount 1 —O— Actual coke amount
3% —4— Predicted value 3 —4A— Predicted value Il
= E
=1 =1
g 2 1
© [
g o 10
[ [=]
o O 5
0 cebsapseceposoled
-5
-10 -10
0 10 20 30 40 50 0 10 20 30 40 50
Test set number Test set number
(e) Predictionresuts for Class27/0.448 regarding F1 (f) Predictionresultsfor Class27/0.448egarding B.

Fig. 8. Comparison ofheactual coke amount and predictedueof catalystsampledy PSOBP with chtasets o€lass
0.448/20/28Class20/28andClass27/0.448.

TABLE 6 PredictionResults forDifferent Dateses Regarding F1/FBased on PSGBP

Dateset Class0.44820/28 Class20/28 Class27/0.448
aturesel
Index F1 F2 F1 F2 F1 F2
RMSE 0.0157 0.018 0.0142  0.021 | 00167  0.0128
R2 98.19%  97.63% | 87.48% 7871% | 98.47%  99.10%

Table 6 shows the predictiomesuts for different datses regarding F1/F2 based on P8P
algorithm The RMSEof predictionvaluesare all below 0.021 anthe coefficient of determinatioR?
for the modehre all abover8.71%. The results indicatthat the PSEBP predictionmodelis precise for
measuring the amounf coke depositiofrom different dataets. Thusthe feasibilityandeffectiveness

of this method based amage analysiand BP neuralnetworkto measure themounif coke deposition
on catalystan be demonstrated.

4. Conclusions

This paperhaspropose a new methodhroughimageanalysisand soft computingto predictthe
amount ofcoke deposition on cataly#t.prediction model has been buithided on the features from the
image analysis using PSBP algorithm. The performanceof the prediction modehas beerwvalidated

using various datasetit. may take some time to samp@d handlethe catalyst depending on the
15



actualprocessystem However the data processg requiresonly aboutl to 2minutesin thisresearch
including image processingmodel establisiment and prediction In future applicatiors the data
procesig time will depend orthe numberof samplesand performance of the commg processor.
Although the current research is statie, the data were collected and processediradf apotential
application of this method is tachievereattime measuremerdf coke depositiorbased oron-line

sampling andcontinuousimage aalysis The following conclusionsare drawnfrom the results
presented:

a) A flatbed scanner witanopaquecoverhas been found to be a simple and effective meaasquire
high-qualityimages otatalystsamples

b) The image processing algorithms developed are effective to identify cptremtbgions ofcatalyst
pellets

¢) The gray layerhas been found to ke most effective colour layer faxtractionof the colour
features.Eleven colour features and six GLCM texture features are extractedttiprocessed
images otatalyst pellet Finally,twelvefeatures are selected the effective features and two best
feature sets F1, Fa&reobtained from the test results.

d) PSGBP and SVM are used to establish the prediction moidebke amounivhen F1, F2 aréaken
as the featureses respectively The comparison results have shown ttiet PSGBP algorithm
outperformedhe SVM algorithm Thepredictionresultshave demonstratetiat the PSEBP model
is precise for measuring the coke deposition amtarthedatsses. The RMSEof predictionvalues
areall below 0.021 anthe R? of the modeklreall above78.7 2%.
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