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Abstract
This paper solves problem #79 of R T A’s list of open problems [14] — in the positive. If the
rules of a TRS do not overlap w.r.t. substitutions of infinite terms then the TRS has unique
normal forms. We solve the problem by reducing the problem to one of consistency for “similar”
constructor term rewriting systems. For this we introduce a new proof technique. We define a
relation \(\Downarrow\) that is consistent by construction, and which — if transitive — would coincide with
the rewrite system’s equivalence relation \(\equiv\).

We then prove the transitivity of \(\Downarrow\) by coalgebraic reasoning. Any concrete proof for instances
of this relation only refers to terms of some finite coalgebra, and we then construct an equivalence
relation on that coalgebra which coincides with \(\Downarrow\).
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1 Introduction

For over 40 years [13] it has been known that TRSs that are left-linear and non-overlapping
are confluent, and for over 30 years [8] that non-overlapping on its own may not even give
us unique normal forms:

\textbf{Example 1.} By Huet [8]: \{\(F(x, x) \rightarrow A, F(x, G(x)) \rightarrow B, C \rightarrow G(C)\}\}. The term \(F(C, C)\)
possesses two distinct normal forms, \(A\) and \(B\).

However, in a certain sense the first two rules overlap semantically: the infinite term
\(G(G(\cdots))\) provides such an overlap, and in the world of infinitary rewriting [9] the term \(C\)
even rewrites to that term in the limit.

The notion of overlap is based on the notion of substitution. By changing the codomain
of the substitutions of concern from the set of finite terms to the set of infinitary (finite or
infinite) ones we arrive at the notion of \(\omega\)-overlap.

This creates the question: do non-\(\omega\)-overlapping TRSs have unique normal forms? This
was first conjectured 27 years ago by Ogawa [11], with an incomplete proof, and the problem
is still listed as open problem 79 in R T A’s list of open problems.

When making the step from a rewrite relation \(\rightarrow\) to its equivalence closure \(\equiv\) one is
typically interested in its consistency [3, p32ff], i.e. are there terms \(t, u\) such that \(\neg(t \equiv u)\)?

Both uniqueness of normal forms (UN) and consistency (CON) can be looked at as
properties of open terms or ground terms. We stick in this paper to the versions on open
terms, as these notions are unaffected by signature extensions; for the versions on ground
terms, UN can be lost and CON gained when we extend the signature. Moreover, on open
terms UN implies CON.

For non-\(\omega\)-overlapping systems UN and CON are closely related, as we can extend non-
UN systems in a seemingly harmless way to make them fail CON too:
Example 2. Add to the system of Example 1 the rewrite rules \( H(A, x, y) \to x \) and \( H(B, x, y) \to y \). The system remains non-overlapping but it is now inconsistent.

Even if a TRS is non-\( \omega \)-overlapping, the reduction relation \( \to_R \) may still not be confluent (and so we need a different approach to show consistency); this follows from a well-known example by Klop [10]:

Example 3. \{ \( A \to C(A), C(x) \to D(x, C(x)), D(x, x) \to E \) \}.

In this system we have \( A \to_R^* E \) and \( A \to_R^* C(E) \), but \( C(E) \) and \( E \) have no common reduct.

1.1 Translation of TRSs to Constructor TRSs

We are going to show how TRSs can be translated into Constructor TRSs, without affecting its equivalence in a substantial way, in particular: consistency is both preserved and reflected by the translation, as is strong normalisation.

The translation works by (i) doubling up the signature, so that for each function symbol \( F \) we have both a constructor version \( F_c \) and a destructor \( F_d \); (ii) translate the rewrite rules to make them comply with the regime of Constructor TRSs; (iii) add further rules that make former patterns regain pattern status.

Example 4. If we take the rewrite rules of Combinatory Logic, \( A(A(K, x), y) \to x \) and \( A(A(A(S, x), y), z) \to A(A(x, z), A(y, z)) \) and apply the translation, we end up with the following system:

\[
\begin{align*}
A_d(A_c(K_c, x), y) & \to x \\
A_d(K_c, x) & \to A_c(K_c, x) \\
K_d & \to K_c \\
A_d(A_c(S_c, x), y) & \to A_c(A_c(S_c, x), y) \\
S_d & \to S_c
\end{align*}
\]

The top two rules are the translated versions of the original rules, the ones below are their respective pattern rules.

In Example 4, an orthogonal TRS was translated into an orthogonal Constructor TRS. In general, this will not quite be the case, and non-\( \omega \)-overlapping TRSs will not remain non-\( \omega \)-overlapping either. However, all overlaps created by the translation are benign.

1.2 Consistency of Constructor Rewriting

At the heart of our overall proof is showing (for our rewrite systems in question) that the equivalence closure \( =_R \) of single rewrite steps is a subrelation of a consistent relation \( \Downarrow \) and therefore itself consistent. This relation \( \Downarrow \) is defined using slightly stronger closure principles than those that characterise the joinability relation \( \downarrow \), however they remain weak enough to ensure (for arbitrary TRSs) that \( \Downarrow \) is consistent. Because \( \Downarrow \) is closed under the same operations as \( =_R \), except for transitivity, proving consistency of \( =_R \) can be reduced to proving that \( \Downarrow \) is transitive.

Our proof idea is then based on the following fundamental observations: (i) (inductive, finitely-branching) proofs are finite objects, (ii) therefore each proof can only refer to finitely many terms. Instead of asking the question: “is \( t \Downarrow u \) true?” we consider its provability relative to some finite set of terms \( A \) (\( t \Downarrow_A u \)); we need \( A \) to be closed under subterms which implies that it is a coalgebra of the signature. We show that — provided the TRS
is “suitably well-behaved” — such finite coalgebras give rise to a single structure one might call a universal proof for $A$ that proves $t \Downarrow_A u$ whenever it holds. This universal proof also exhibits the property that $\Downarrow_A$ is an equivalence relation. We have that $t \Downarrow u$ iff $t \Downarrow_A u$ for some finite $A$. Since these coalgebras are closed under union, and $A \subseteq B \land t \Downarrow_A u \Rightarrow t \Downarrow_B u$, we have that $\Downarrow$ itself is transitive.

2 Preliminaries

We assume familiarity with the standard notions of term rewriting and infinitary term rewriting [18, 2], but use this section to fix some notation.

A signature $\Sigma$ is a pair $(F, \#)$ comprising a set $F$ of function symbols and a function $\#: F \rightarrow \mathbb{N}$ assigning to each function symbol an arity. We write $\text{Ter}(\Sigma, X)$ for the set of finite terms over the variable set $X$, and $\text{Ter}^\omega(\Sigma, X)$ and $\text{Ter}^\infty(\Sigma, X)$ for the corresponding sets of rational and infinitary terms. Given a rewrite rule $l \rightarrow r$ we write $l \rightarrow^* r$ for the substitutive closure of the rule, and $\rightarrow^*$ for the union of $l \rightarrow^* r$ for all rewrite rules $l \rightarrow r$ of a TRS.

We say that a relation $R$ on $\text{Ter}(\Sigma, X)$ is consistent if $\forall x, y \in X. x R y \Rightarrow x = y$. We say that a TRS is consistent (has the CON property) if the congruence closure of $\rightarrow^*$ is consistent on $\text{Ter}(\Sigma, Y)$, for an infinite set $Y$.

A substitution is a map $\sigma : V \rightarrow \text{Ter}(\Sigma, X)$ which we homomorphically extend to $\text{Ter}(\Sigma, V) \rightarrow \text{Ter}(\Sigma, X)$. Two terms $t \in \text{Ter}(\Sigma, V), u \in \text{Ter}(\Sigma, W)$ are said to be unifiable iff there is a pair of substitutions $\sigma : V \rightarrow \text{Ter}(\Sigma, X), \theta : W \rightarrow \text{Ter}(\Sigma, X)$ such that $\sigma(t) = \theta(u)$. A pair of terms is said to be $\omega$-unifiable if these conditions hold for substitutions with infinite terms in their codomain. Unifiability implies $\omega$-unifiability, as all finite terms inhabit the infinite term universe as well.

As an aside, $\omega$-unifiability of finite terms coincides with their unifiability w.r.t. substitutions with rational terms. This was first studied by Huet [7], and is these days usually implemented via union/find structures [16], which incidentally provide some inspiration for the notion of “proof graph” we consider later on.

2.1 Constructor Rewriting

A TRS is a Constructor TRS if the signature $\Sigma$ is a constructor signature, i.e. it splits into two disjoint subsignatures $\Sigma_c$ and $\Sigma_d$ such that for any rewrite rule $F(p_1, \ldots, p_n) \rightarrow r$ we have $F \in \Sigma_d$ and $p_1, \ldots, p_n \in \text{Ter}(\Sigma_c, X)$.

The standard notion of non-overlapping TRSs is based on the notion of unifiability, and it can be simplified for Constructor TRSs. A Constructor TRS is non-overlapping iff the left-hand sides of any two different rules are not unifiable. Replacing ‘unifiability’ in that setting with ‘$\omega$-unifiability’ provides the analogous (stronger) notion of non-$\omega$-overlapping. A similar notion is that of almost non-$\omega$-overlapping TRSs, which means that non-variable proper subterms of left-hand sides of rules are not $\omega$-unifiable with left-hand sides of rules, and that $\rightarrow^*$ is deterministic.

2.2 Term-Coalgebras

In order to consider coalgebras of signatures $\Sigma$ we would have to view signatures as functors on the category Set. However, we only need the following special instance of this concept later, which helps to keep the proofs short:
Definition 5. Given a signature $\Sigma$, a term-coalgebra is a set $A \subseteq \text{Ter}^\infty(\Sigma, \emptyset)$ which is closed under subterms. It is called finite if it is a finite set, and strongly finite if in addition $A \subseteq \text{Ter}(\Sigma, \emptyset)$. We refer to the elements of a coalgebra as nodes.

More generally, $\Sigma$-coalgebras $A$ would be characterized by a function $v : A \rightarrow \Sigma(A)$ which maps a node to a structure containing its root function symbol and the list of its subnodes. In that setting two nodes are bisimilar if their repeated unfolding via $v$ yield the same infinitary term. In a term-coalgebra this is unique, so bisimilarity coincides there with equality.

We also allow for variables in term-coalgebras by “freezing” them, i.e. using the canonical isomorphism between $\text{Ter}^\infty(\Sigma_d + \Sigma_c, X)$ and $\text{Ter}^\infty((\Sigma_d + \Sigma_c) + X, \emptyset)$. Thus, when considered as a member of a term-coalgebra a variable is a nullary constructor. For heterogeneous relations between term-coalgebras we must therefore have that the variable set $X$ is the same, so that they are coalgebras of the same functor. Relations between term-coalgebras can be consistent simply due to the lack of variables occurring in them as nodes, or indeed any other nodes: the empty set is a term-coalgebra that can only be consistently related to other term-coalgebras.

2.3 Relational Algebra

We use some standard constructions from relational algebra; in particular, we write $R \cdot S$ for relational composition in diagrammatical order, i.e. $a \cdot (R \cdot S) b \iff \exists c. a R c \land c S b$. As constants, we also use the empty relation $\emptyset$, and the identity relation $id$.

Binary relations on any set form a complete lattice, and so Tarski’s fixpoint theorems [17] apply — any monotonic function $f$ on these relation domains has a smallest fixpoint, $\mu(f)$, and a largest fixpoint $\nu(f)$. One usually writes $\mu x. f(x)$ for $\mu(\lambda x. f(x))$, etc. Most operations in relational algebra are monotonic (with the notable exception of complement, which we are not using here), as are the smallest/largest fixpoint constructions themselves [1, Proposition 1.2.18]. Thus any composition of these operations will result in a monotonic function on relations that therefore has both of these fixpoints. In the following, we will tacitly exploit that any function arrived by these means is monotonic.

Definition 6. A predicate $P$ on a complete lattice $L$ is called sup-continuous iff for any function $f : I \rightarrow L$ such that $\forall x \in I. P(f(x))$ we also have $P(\bigsqcup i \in I f(i))$.

Note that — as the definition also applies when the index set is empty — we would also necessarily have $P(\bot)$.

Proposition 7. Let $P$ be a sup-continuous predicate on a complete lattice $L$, and $f$ a monotonic function on $L$ that preserves $P$, i.e. $\forall x \in L. P(x) \Rightarrow P(f(x))$. Then $P(\mu x. f(x))$.

Proof. This follows from [1, Theorem 1.2.11]. That theorem defines for any ordinal $\beta$, $x_\beta = \bigsqcup \{ f(x_\alpha) \mid \alpha < \beta \}$, and shows that for some $\beta$ that is sufficiently large $x_\beta = \mu x.f(x)$. Hence the result follows by ordinal induction on the ordinal $\beta + 1$. 

3 Constructor Translation

We first demonstrate that a TRS can, in a sense, be viewed as a Constructor TRS, by translating it into a Constructor TRS with similar properties. This similarity is particularly strong for non-$\omega$-overlapping TRSs.

To translate TRSs we use the concept of signature morphism — see [15] for a more general and modern version of the concept; we specialise it here for the standard signatures used in TRSs, as this concept rarely shows up in term rewriting literature.
Definition 8. A signature morphism between signatures $\Sigma = (\mathcal{F}_\Theta, \#_\Sigma)$ and $\Theta = (\mathcal{F}_\Theta, \#_\Theta)$ is a function $f : \mathcal{F}_\Sigma \to \mathcal{F}_\Theta$ such that $\#_\Theta(f(G)) = \#_\Sigma(G)$. Each signature morphism $f : \Sigma \to \Theta$ induces a map $T_f : \text{Ter}(\Sigma, X) \to \text{Ter}(\Theta, X)$ given as $T_f(F(t_1, \ldots , t_n)) = f(F)(T_f(t_1), \ldots , T_f(t_n))$ and $T_f(x) = x$ for $x \in X$.

Signatures and signature morphisms form a category, and this category clearly has coproducts, given by the disjoint union of signatures.

Definition 9. Given a signature $\Sigma$ we write $\Sigma_2$ for the coproduct $\Sigma + \Sigma$, which we view as a constructor signature; the images of $\Sigma$ under the injections $\iota_1$ and $\iota_2$ give us $\Sigma_1$ and $\Sigma_2$, respectively. We write $F_c$ and $F_d$ for the function symbols $\iota_1(F)$ and $\iota_2(F)$, respectively. We use the abbreviations $[t]$ for $T_{\iota_1}(t)$ and $[t]$ for $T_{\iota_2}(t)$.

So $\Sigma_2$ contains two copies of every function symbol, one as a constructor, and one as a destructor. The two embedding signature morphisms induce two different embeddings of $\text{Ter}$, respectively. We write $\gamma(F_c) = F$, $\gamma(F_d) = F$. We write $[t]$ for $T_{\iota_1}(t)$.

Thus, given a “labelled” term $t \in \text{Ter}(\Sigma_2, X)$, $[t] \in \text{Ter}(\Sigma, X)$ is the term we get when we erase the labels from $t$. Clearly, we have $[[t]] = t = [[t]]$, but no corresponding property when we go the other way, e.g. $u$ and $[[u]]$ can differ.

Definition 10. Let $\gamma : \Sigma_2 \to \Sigma$ be the signature morphism $[id, id]$, i.e. $\gamma(F_c) = F$, $\gamma(F_d) = F$. We write $[t]$ for $T_{\iota_1}(t)$.

Definition 11. Given a TRS $T = (\Sigma, R)$, a pattern is a proper subterm of the left-hand side of a rule in $R$. We write $\text{Pat}(T)$ for the set of all patterns of the TRS $T$.

Recall that Constructor TRSs are characterised by having all their patterns confined to $\text{Ter}(\Sigma_c, X)$. Therefore, patterns play a special role in the translation of TRSs into Constructor TRSs:

Definition 12. Let $T$ be a TRS with ruleset $R$ and signature $\Sigma$. The constructor translation of $T$ is a Constructor TRS $T' = (\Sigma_2, R')$ built as follows. $R' = R_d' \cup R_c'$, where $R_d' = \{F_d([t_1], \ldots , [t_n]) \to [r] \mid F(t_1, \ldots , t_n) \to r \in R\}$ and $R_c' = \{F_c([t_1], \ldots , [t_n]) \to F_c([t_1], \ldots , [t_n]) \mid F(t_1, \ldots , t_n) \in \text{Pat}(T)\}$.

Any rule of the original TRS becomes a rule in $R_d'$ by turning its patterns into constructor patterns, and every non-variable pattern of $T$ becomes a rule in $R_c'$. We have already seen the translation of Combinatory Logic (Example 4) as an example for this translation in the introduction. For simplicity, the constructor translation does not make a distinction which symbols already acted like constructors, such as the constants $K$ and $S$.

We can relate a TRS to its constructor translation. First, when terms lose pattern status via the destructor translation then they can regain it through rewriting:

Lemma 13. Let $T$ be a TRS and $T'$ its constructor translation. For any $p \in \text{Pat}(T)$ we have $[p] \to_{T'} [p]$.

Proof. By induction on the term structure of $p$. If $p$ is a variable then $[p] = [p]$. Otherwise, $p = F(t_1, \ldots , t_n)$ and $[p] = F_d([t_1], \ldots , [t_n])$. By induction hypothesis $[t_i] \to_{T'} [t_i]$ for all $i$. Therefore, $F_d([t_1], \ldots , [t_n]) \to_{T'} F_d([t_1], \ldots , [t_n])$. Moreover, $F_d([t_1], \ldots , [t_n]) \to F_c([t_1], \ldots , [t_n])$ is a rule in $R'$ and therefore overall $[p] = F_d([t_1], \ldots , [t_n]) \to_{T'} F_d([t_1], \ldots , [t_n]) \to_{T'} F_c([t_1], \ldots , [t_n]) = [p]$. △
Lemma 14. Let $T$ be a TRS and $T'$ its constructor translation. If $t \rightarrow_{T} u$ then $[t] \rightarrow^{+}_{T'} [u]$. If $p \rightarrow_{T'} q$ then $|p| \rightarrow_{T} |q| \lor |p| = |q|$.

Proof. If $t \rightarrow_{T} u$ then we must have that for some context $C$, substitution $\sigma$ and rewrite rule $F(p_1, \ldots, p_n) \rightarrow r$ in $T$, $t = C[F(\sigma(p_1), \ldots, \sigma(p_n))]$ and $u = C[\sigma(r)]$. We clearly have $[t] = [C][F[\sigma([p_1]), \ldots, [\sigma([p_n])]]$ and $[u] = [C][[\sigma([r])]$, where $[C]$ and $[\sigma]$ are straightforward extensions of the signature morphism to contexts and substitutions.

By Lemma 13 we have $[p_1] \rightarrow_{T'} [p_1]$, hence by substitutivity of rewriting $[\sigma([p_1])] \rightarrow_{T'} [\sigma([p_1])]$. Compatibility of rewriting gives us $[t] \rightarrow_{T'} [C][F_{d}([\sigma([p_1]), \ldots, [\sigma([p_n])])]$. The latter term then rewrites in one step to $[u]$.

In the case of $p \rightarrow_{T'} q$ a rewrite step with a rule from $R_{c}'$ gives us $|p| = |q|$, otherwise it is a translated rule from the old system and we have $|p| \rightarrow_{T} |q|$.

Proposition 15. Let $T$ be a TRS and $T'$ be its constructor translation. For $t, u \in \text{Ter}(\Sigma, X)$, if $t =_{T} u$ then $[t] =_{T'} [u]$. For $p, q \in \text{Ter}(\Sigma, Y)$, if $p =_{T'} q$ then $|p| =_{T} |q|$.

Proof. Either way we split the equational proof into individual rewrite steps, and then rebuild these using Lemma 14. Proposition 15 tells us that we can translate equations back and forth between a TRS and its constructor translation. This has a consequence on consistency.

Corollary 16. Let $T$ be a TRS and $T'$ its constructor translation. Then $T$ is consistent iff $T'$ is.

Proof. If, say, $T$ is inconsistent, then $x =_{T} y$, for distinct variables $x$ and $y$. By Proposition 15 we have $[x] =_{T'} [y]$. But $[x] = x$ and $[y] = y$ and so $T'$ is inconsistent too. The other direction is analogous.

So, the constructor translation preserves and reflects consistency — in the following we really only need that it reflects that property. Aside: regarding termination and confluence, the constructor translation preserves and reflects the former, but only reflects the latter. In general, it does not even preserve weak confluence.

Notice that our construction can fail to produce an almost non-$\omega$-overlapping TRS if our original TRS was merely almost-non-$\omega$-overlapping.

Example 17. Consider the following rules describing an if-and-only-if operator on the Booleans: \{Iff($F, x$) $\rightarrow N(x), Iff(x, F) \rightarrow N(x), Iff(x, x) \rightarrow N(F), N(N(F)) \rightarrow F$\}.

The system is almost non-$\omega$-overlapping, with trivial overlaps between any of the first three rules. However, the constructor translation makes some of the trivial overlaps non-trivial, because $F$ becomes $F_{d}$ on the left and $F_{c}$ on the right.

4 Strongly Almost non-$\omega$-overlapping Constructor TRSs

In the Introduction we were mentioning that overlaps created by the constructor translation are “benign”. We will now characterise how benign they are more precisely.

Definition 18. Two rewrite rules $l_1 \rightarrow r_1$, $l_1, r_1 \in \text{Ter}(\Sigma, X)$, and $l_2 \rightarrow r_2$, $l_2, r_2 \in \text{Ter}(\Sigma, Y)$, have a common generalisation $l_3 \rightarrow r_3$ iff there are substitutions $\sigma_1 : Z \rightarrow \text{Ter}(\Sigma, X)$, $\sigma_2 : Z \rightarrow \text{Ter}(\Sigma, Y)$ such that:

$\sigma_1(l_3) = l_1$ and $\sigma_2(l_3) = l_2$, and $\sigma_1(r_3) = r_1$ and $\sigma_2(r_3) = r_2$;

all variables in $r_3$ occur in $l_3$. 


The idea goes back to Plotkin's concept of generalisation and anti-unifiers [12]. Indeed we can check whether two rules have a common generalisation by computing the anti-unifier of the terms \( R(l_1, r_1) \) and \( R(l_2, r_2) \), and then checking whether the result — which must have the form \( R(l_3, r_3) \) — satisfies the final condition on variables.

**Lemma 19.** If two rewrite rules of a Constructor TRS have a common generalisation \( l_3 \to r_3 \) then this is either a legal rewrite rule for a Constructor TRS over the same signature, or \( l_3, r_3 \) is a variable.

**Proof.** Proper subterms of \( l_3 \) must be constructor terms, otherwise \( \sigma_1(l_3) = l_1 \) must have non-constructor subterms, contradicting the premise.

We do not need the concrete rewrite system a common generalisation would be part of; all we need is that the rule behaves like a rewrite rule from a Constructor TRS.

**Definition 20.** A TRS is called strongly almost non-\( \omega \)-overlapping iff (i) all \( \omega \)-overlaps are in root position, (ii) whenever two left-hand sides are \( \omega \)-unifiable then their rules have a common generalisation.

To justify the chosen terminology:

**Proposition 21.** Any non-\( \omega \)-overlapping TRS is strongly almost non-\( \omega \)-overlapping. Any strongly almost non-\( \omega \)-overlapping TRS is almost non-\( \omega \)-overlapping.

**Proof.** A non-\( \omega \)-overlapping TRS clearly satisfies the conditions of being strongly non-\( \omega \)-overlapping, as its rules can only overlap with themselves, and that at the root.

For the second part, assume we have a strongly almost non-\( \omega \)-overlapping TRS. Let \( \{\theta_1, \theta_2\} \) be a \( \omega \)-unifier for the left-hand sides \( l_1, l_2 \). Then we have \( \theta_1(l_1) = (\theta_1 \circ \sigma_1)(l_3) \), and similarly \( \theta_2(l_2) = (\theta_2 \circ \sigma_2)(l_3) \). Thus, the composite substitutions \( \theta_1 \circ \sigma_1 \) and \( \theta_2 \circ \sigma_2 \) must agree on all variables occurring in \( l_3 \). The variable condition on \( r_3 \) then gives us \( (\theta_1 \circ \sigma_1)(r_3) = (\theta_2 \circ \sigma_2)(r_3) \), and as \( (\theta_2 \circ \sigma_2)(r_3) = r_2 \) and \( (\theta_1 \circ \sigma_1)(r_3) = r_1 \) we have that \( (\theta_1, \theta_2) \) is also a \( \omega \)-unifier for the right-hand sides \( r_1, r_2 \).

**Proposition 22.** The constructor translation of an almost non-\( \omega \)-overlapping TRS is strongly almost non-\( \omega \)-overlapping.

**Proof.** Because the constructor translation produces a Constructor TRS all \( \omega \)-overlaps between left-hand sides of rules, if any, are at root position. Let \( l_1 \to r_1 \) and \( l_2 \to r_2 \) be two rules in the constructor translation \( R' \), such that \( l_1 \) and \( l_2 \) are \( \omega \)-unifiable. That implies that \( |l_1| = |l_2| \) and \( |r_1| = |r_2| \) which implies \( l_1 = l_2 \) and \( r_1 = r_2 \), as the translation of rules is injective.

If both rules are translated rules then we can only avoid a contradiction by \( |l_1| = |l_2| \) and \( |r_1| = |r_2| \) which implies \( l_1 = l_2 \) and \( r_1 = r_2 \), as the translation of rules is injective.

If the first rule is a translated rule and the second a pattern rule then \( |l_2| \) is a non-variable subterm of a left-hand side in \( R \), and is \( \omega \)-unifiable with \( |l_1| \) which contradicts our assumption about \( R \).

If both rules are pattern rules then both rules clearly have the common generalisation \( F_d(x_1, \ldots, x_n) \to F_c(x_1, \ldots, x_n) \), where \( F \) is the root symbol of the pattern.

**Note:** it is not generally true that the constructor translation of a strongly almost non-\( \omega \)-overlapping TRS is itself strongly almost non-\( \omega \)-overlapping, because the constructor translation breaks the sharing of subterms of left-hand and right-hand sides, e.g. for the rules \( F(C(x), y) \to G(C(x)) \) and \( F(y, B) \to G(y) \) — the common generalisation \( F(y, z) \to G(y) \) of the two rules is not preserved by the constructor translation. One could fix this by providing a more sophisticated translation that maintains the sharing of common subexpressions between left-hand and right-hand sides.
5 Reasoning with Term-Coalgebras

The main purpose of this section is to establish some tools to reason about consistency. These tools are largely relation-algebraic, for relations operating on term-coalgebras, though they could be generalised to arbitrary \( \Sigma \)-coalgebras.

As an additional ingredient to define relations between or on term-coalgebras for a signature \( \Sigma \) we use the following notation: if \( R \subseteq A \times B \), where \( A \) and \( B \) are term-coalgebras \( A \) and \( B \) then \( \bar{R} \subseteq A \times B \) is defined as follows:

\[
\forall t \in A. \forall u \in B. t \bar{R} u \iff \exists F \in \Sigma. \exists a_1, \ldots, a_n \in A. \exists b_1, \ldots, b_n \in B. \\
\hspace{1cm} t = F(a_1, \ldots, a_n) \land u = F(b_1, \ldots, b_n) \land \forall i. a_i R b_i
\]

This concept was first used in [5, 6]; we modified it slightly by removing the reflexivity case. For constructor signatures, we use the notations \( \bar{R} \) and \( \hat{R} \) to mean \( \bar{R} \) for the subsignatures \( \Sigma_d \) and \( \Sigma_c \), respectively. In particular, \( t \hat{R} t \) iff the root symbol of \( t \) is a constructor, and so \( \hat{R} \cdot \Sigma = \emptyset \). We still use \( \bar{R} \) for constructor signatures, to refer to the combined signature; hence \( \bar{R} = \bar{R} \cup \hat{R} \).

One can generalise this to arbitrary \( \Sigma \)-coalgebras where the conditions \( t = F(a_1, \ldots, a_n) \) and \( u = F(b_1, \ldots, b_n) \) would be replaced by \( v_A(t) = F(a_1, \ldots, a_n) \) and \( v_B(u) = F(b_1, \ldots, b_n) \) where \( v_A \) and \( v_B \) are the unfolding maps of their respective coalgebras.

\begin{proposition}
Some general relation-algebraic properties of \( \bar{R} \):
1. \( \bar{R} \cap \bar{S} = \bar{R} \cap \bar{S} \), which moreover implies that the function \( x \mapsto \bar{x} \) is monotonic.
2. \( \bar{R}^{-1} = \hat{R}^{-1} \).
3. \( \bar{R} \cdot \bar{S} \subseteq \bar{R} \cdot \bar{S} \). Therefore also: \( \bar{R}^* \supseteq \hat{R}^* \).
\end{proposition}

Proof. Trivial.

We have \( \bar{R} \cup \bar{S} \supseteq \bar{R} \cup \bar{S} \) by monotonicity, and it is not an equation because a signature can contain function symbols of arity greater than 1. Also, the relation \( \emptyset \) is generally not the empty relation — it will relate all bisimilar nodes that have no subnodes and are topped with a constructor, and therefore also variables.

For term-coalgebras we have \( \bar{id} = \hat{id} \), but arbitrary \( \Sigma \)-coalgebras would only give us \( \bar{id} \subseteq \hat{id} \), because a coalgebra can contain distinct bisimilar nodes with identical subnodes.

\begin{definition}
A relation \( R \) between term-coalgebras is called \( \Sigma \)-closed iff \( \bar{R} \subseteq R \).
\end{definition}

Note: this is standard terminology taken from [2], except that we generalise it to coalgebras.

\begin{definition}
Let \( V = \wp(A \times B) \) be the set of relations between term-coalgebras \( A \) and \( B \). Then the function \( \text{CT} : V \rightarrow V \) is defined by \( \text{CT}(R) = \mu x. R \cup \bar{x} \). Thus \( \text{CT}(R) \) is the smallest \( \Sigma \)-closed relation containing \( R \).

We can use the \( \bar{R} \) notation to define \( =_R \) in a relation-algebraic way:

\begin{definition}
The inductive congruence closure \( \text{CGI}(R) \) of a relation \( R \) on a term-coalgebra is defined as: \( \text{CGI}(R) = \mu x. R \cup x \cdot x^{-1} \cup (x \cdot \bar{x}) \). Thus \( =_R \) is then \( \text{CGI}(\mathbin{\rightarrow}) \) on the coalgebra \( \text{Ter}(\Sigma, X) \). Notice that for rewrite systems this is in general not the same as the equivalence closure of rewrite steps, because a coalgebra might lack the intermediate terms. To reason about pattern matching we will later need a stronger notion of consistency, that includes reasoning about constructors:
\end{definition}
Definition 27. A relation $R$ between term-coalgebras is called constructor-compatible iff $\hat{id} \cdot R \cdot \hat{id} \subseteq R$.

Lemma 28. Every constructor-compatible relation $R$ between any two term-coalgebras $A$ and $B$ is consistent.

Proof. Let $x R y$ where $x$ and $y$ are variables. Since variables in term-coalgebras are viewed as constructors we have $x \overset{\hat{id}}{\rightarrow} A x$ and $y \overset{\hat{id}}{\rightarrow} B y$. Hence $x \overset{\hat{id}}{\rightarrow} A x R y \overset{\hat{id}}{\rightarrow} B y$. Constructor-compatibility of $R$ then gives us $x \overset{\hat{R}}{\rightarrow} y$ which means $x = y$ since they have no subterms.

Lemma 29. Constructor-compatible relations are closed under arbitrary union. Relational inverse also preserves constructor-compatibility.

Proof. Let $R_i$ with $i \in I$ be a family of constructor-compatible relations.

$$\hat{id} \cdot \left( \bigcup_{i \in I} R_i \right) \cdot \hat{id} = \bigcup_{i \in I} \left( \hat{id} \cdot R_i \cdot \hat{id} \right) \subseteq \bigcup_{i \in I} \hat{R}_i \subseteq \bigcup_{i \in I} R_i$$

For inverse, for relations between term-coalgebras $A$ and $B$:

$$\hat{id}_B \cdot R^{-1} \cdot \hat{id}_A = \left( \left( \hat{id}_B \cdot R^{-1} \cdot \hat{id}_A \right)^{-1} \right)^{-1} = \left( \hat{id}_A \cdot R \cdot \hat{id}_B \right)^{-1} \subseteq R^{-1} = \hat{R}^{-1}$$

Lemma 29 means that constructor-compatibility is a sup-continuous predicate on the lattice of binary relations between two coalgebras. We also have that any relation between term-coalgebras has a constructor-compatible interior — the union of all its subrelations that have this property.

Definition 30. Given a Constructor TRS over a signature $\Sigma$, a consistency invariant is a consistent and $\Sigma$-closed relation $S$ on a term-coalgebra $A$ such that for any constructor-compatible equivalence $=S \subseteq S$ we have $\overset{\Sigma S}{\rightarrow} \subseteq \mathit{CT}(=S)$.

Explanation: if we have $a_1 \overset{\xi}{\rightarrow} a_2 \overset{\Sigma S}{\rightarrow} a_3 \overset{\xi}{\rightarrow} a_4$ then the pair $\langle a_1, a_4 \rangle$ can be viewed as a form of “semantical critical pair”, because it has been obtained by root-rewrite-steps from $\langle a_2, a_3 \rangle$ which share their root symbols and are “semantically equal” below the root. Thus a consistency invariant is characterised by the property that semantical critical pairs stay within the invariant. That this is relative to a term-coalgebra $A$ matters insofar as rewrite steps with contracta outside $A$ are simply discarded.

The reason $=S$ is locally quantified in the definition of consistency invariant is that although constructor-compatible relations are closed under union, equivalence relations are not, so we cannot simply compute a suitable interior relation. The reason the definition uses constructor-compatible equivalences is that we can turn them into functions that unify the nodes in their equivalence classes.

Definition 31. Given a term-coalgebra $A$, a function $f : A \rightarrow \mathit{Ter}^{\infty}(\Sigma, \emptyset)$ is called constructor-preserving iff

$$\forall a_1, \ldots, a_n \in A. \forall C \in \Sigma^c. f(C(a_1, \ldots, a_n)) = C(f(a_1), \ldots, f(a_n))$$

Proposition 32. Let $=_\varnothing$ be a constructor-compatible equivalence relation on a term-coalgebra $A$. Given some well-ordering on $=_\varnothing$-equivalence classes, there is a function $U(=_\varnothing) : A \rightarrow \mathit{Ter}^{\infty}(\Sigma, \emptyset)$ such that: (i) $U(=_\varnothing)$ is constructor-preserving; (ii) $\forall a, b \in A. a =_\varnothing b \Rightarrow U(=_\varnothing)(a) = U(=_\varnothing)(b)$.
Let min $D$ denote the minimum element of any non-empty subset $D$ of any equivalence class w.r.t. that well-order. Let $[a] \subseteq A$ be the $\equiv$-equivalence class of some node $a \in A$. Let $B = \{b \in [a] \mid b \neq d b\}$. Then we define $U(\equiv)(a)$ as follows:

$$U(\equiv)(a) = \begin{cases} C(U(\equiv)(b_1), \ldots, U(\equiv)(b_n)) & \text{if } B \neq \emptyset \land \min B = C(b_1, \ldots, b_n) \\ \min[a] & \text{if } B = \emptyset \end{cases}$$

Clearly, $U(\equiv)$ satisfies condition (ii) because its definition only depends on the equivalence class $[a]$, not on $a$ directly. Let $c \in [a]$ be constructor-topped, i.e. $c \neq d c$. Thus we have $c \neq d c \min B = \min B$: and constructor-compatibility of $\equiv$ gives us: $c \equiv \min B$. Therefore $c = C(c_1, \ldots, c_n)$ and $c_i = \equiv b_i$ and the result follows. ▷

Notice that even if the coalgebra $A$ only contains finite terms the function $U(\equiv)$ may still have infinite terms in its range; e.g. this would be the case for the equivalence class $[K, C(K)]$ if $C$ is a constructor.

### 6 Rewrite-Related Reasoning

We now study some properties of our relations in the presence of pattern matching and rewrite rules. The aim is to establish invariants that “survive” the parallel application of rewrite rules at the root of a term (node).

Besides giving us an $\omega$-unifier (for equivalences), constructor-compatible relations give us an invariant in pattern matching:

▶ **Lemma 33.** Let $t \in \text{Ter}(\Sigma_c, X)$, $s = \sigma(t)$, $u = \theta(t)$, and $s R u$ where $R$ is a constructor-compatible relation between two term-coalgebras $A$ and $B$. Then for any $x \in X$ that occurs in $t$, $\sigma(x) R \theta(x)$.

**Proof.** Let $x \in X$ be any variable occurring in $t$, i.e. there is some position $p \in \text{Pos}(t)$ such that $t_p = x$. The proof goes by induction on the length of $p$.

If $p = \emptyset$ (the empty position) then $\sigma(t) = \sigma(x)$; similarly, $\theta(u) = \theta(x)$, and so the result follows.

Otherwise, $p = i \cdot p'$ and $t = C(t_1, \ldots, t_n)$, for some constructor $C \in \Sigma_c$. $s = \sigma(t)$ implies $s = C(\sigma(t_1), \ldots, \sigma(t_n))$. Similarly, $u = C(\theta(t_1), \ldots, \theta(t_n))$. Thus, $s$ and $u$ are both constructor-topped, therefore $s R u$ implies $s R u$ by constructor-compatibility of $R$. Hence $\sigma(t_i) R \theta(t_i)$, and we can apply the induction hypothesis to $t_i$ w.r.t. position $p'$.

▷

For applying a substitution after matching we have the following result:

▶ **Lemma 34.** Let $R$ be a $\Sigma$-closed relation between two term-coalgebras $A$ and $B$. Let $t \in \text{Ter}(\Sigma, X)$, $s = \sigma(t) \in A$, $u = \theta(t) \in B$. If for all variables $x \in X$ that occur in $t$ we have $\sigma(x) R \theta(x)$ then $s R u$.

**Proof.** By induction on the term structure of $t$. If $t \in X$ (it is a variable) then $s = \sigma(t) R \theta(t) = u$ and the result follows from the assumption.

Otherwise, $t = F(t_1, \ldots, t_n)$, $s = F(\sigma(t_1), \ldots, \sigma(t_n))$, $u = F(\theta(t_1), \ldots, \theta(t_n))$. By induction hypothesis we have $s_i R u_i$ (for all $i$), thus $s R u$ which entails the result, because $R$ is $\Sigma$-closed.

▷

As a direct consequence we can characterise “how safe” parallel rewrite steps with the same rule are in a constructor rewrite system:
Theorem 37. For a strongly almost non-$\omega$-overlapping Constructor TRS, any $\Sigma$-closed consistent relation $R$ on a term-coalgebra $A$ is a consistency invariant.

Proof. By Lemma 36 parallel rule applications are with $\omega$-unifiable left-hand sides. As the system is strongly almost non-$\omega$-overlapping both are therefore instances of a common generalisation $l_3 \rightarrow r_3$, and we can apply Corollary 35.

The standard equivalence relation $=_R$ associated with a Constructor TRS can be expressed as CGI($\rightarrow$). We want to show that this relation is consistent. Instead, we are going to prove the stronger property that it is constructor-compatible.

To define the right kind of invariant we need another auxiliary function on binary relations over a term-coalgebra which allows us to compose rewrite steps and reasoning on subterms “in a safe way” with another relation.

Definition 38. The unary function $\text{Ind}_A$ on binary relations over a term-coalgebra $A$ is defined as follows: $\text{Ind}_A(x) = (\rightarrow_A \cup \mathcal{F}) \cdot x$.

Lemma 39. $\text{Ind}_A(R)$ is constructor-compatible.

Proof. Constructor-topped terms are not in the domain of either $\rightarrow_A$ or $\overline{R}$. Hence $\overline{id}_A \cdot \text{Ind}_A(R) \cdot \overline{id}_A$ is the empty relation.

Using $\text{Ind}_A$ we can construct a suitable consistent relation:
Definition 40. Given a TRS with signature $\Sigma$, and a term-coalgebra $A$, the relation $\Downarrow_A$ is a relation on $A$ defined as follows:

$$\Downarrow_A = \mu x. f_A(x)$$
$$f_A(x) = x \mathord{=} x^{-1} \cup \text{Ind}_A(x) \cup \text{id}_A \cup \epsilon \cup x$$

We omit the index if $A = \text{Ter}^\infty(\Sigma + X, \emptyset)$.

Lemma 41. Let $A$ and $B$ be term-coalgebras with $A \subseteq B$. Then $\Downarrow_A \subseteq \Downarrow_B$.

Proof. We have $\text{id}_A \subseteq \text{id}_B$ and $\Downarrow_A \subseteq \Downarrow_B$ simply because $A \subseteq B$. Hence $\text{Ind}_A(x) \subseteq \text{Ind}_B(x)$ and $f_A(x) \subseteq f_B(x)$. The result follows by monotonicity of fixpoint constructions (Proposition 1.2.18 in [1]).

Proposition 42. $\Downarrow_A$ is $\Sigma$-closed.

Proof. $\Downarrow_A = \Downarrow_A \cdot \text{id}_A \subseteq \Downarrow_A \cdot \Downarrow_A \subseteq \text{Ind}_A(\Downarrow_A) \subseteq \Downarrow_A$, and $\Downarrow_A \subseteq \Downarrow_A$ is immediate.

Example 43. Recall that in Example 3 we had $A \rightarrow^*_R E$ and $A \rightarrow^*_R C(E)$, without a common redcut for the two terms. However, we do have $E \Downarrow_C(E)$, even $E \Downarrow_B C(B)$ in a strictly finite term-coalgebra $B$: $B = \{A, E, C(A), C(E), D(A, C(A)), D(C(A), C(A))\}$. Because $A \rightarrow^*_R E$ and $C(A) \rightarrow^*_R E$ we also have $A \Downarrow_B E$ (and $C(A) \Downarrow_B E$), by symmetry $E \Downarrow_B A$ and so $C(E) \Downarrow_B C(A)$. Because $\Downarrow_B$ is closed under prefixing with $\Downarrow_B$ we get $C(E) \Downarrow_B E$.

Proposition 44. For any term-coalgebra $A$ and w.r.t. any Constructor TRS, the relation $\Downarrow_A$ is constructor-compatible.

Proof. First note that the function $f_A$ preserves constructor-compatibility: We have that the individual parts of $f_A$ preserve constructor-compatibility (Lemmas 29 and 39), hence $\Downarrow_A \cdot f_A(x) \subseteq \Downarrow_A \cdot \text{Ind}_A(x) \cup \Downarrow_A \cup \epsilon \subseteq f_A(x)$.

From Lemma 29 we get that constructor-compatibility is sup-continuous, hence $\mu x. f_A(x)$ is constructor-compatible by Proposition 7.

Corollary 45. Given a strongly almost non-$\omega$-overlapping Constructor TRS, $\Downarrow_A$ is a consistency invariant on any term-coalgebra $A$.

Proof. This follows directly from Theorem 37 and Propositions 44 and 42.

7 Proof Graphs

We introduce the new concept of proof graphs. The immediate purpose of these structures is to permit us to reason about consistency proofs, and manipulate them, if necessary. The overall goal is to show that $\Downarrow_A$ is an equivalence.

We assume throughout a fixed Constructor TRS $(\Sigma, \mathcal{R})$, and a fixed strongly finite term-coalgebra $A$.

Definition 46. A proof graph $\mathcal{G} = (\Downarrow, =_\mathcal{G})$ is given by a binary relation $\Downarrow$ on $A$ with the following properties:
1. \((\xrightarrow{\mathcal{R}} \cup \xrightarrow{\mathcal{E}})^* = \equiv_{\mathcal{E}} \subseteq \downarrow_{\mathcal{A}}\);
2. \(\xrightarrow{\mathcal{R}}\) is deterministic, i.e. \(\xrightarrow{\mathcal{R}} \cdot \xrightarrow{\mathcal{E}} \subseteq \text{id}_{\mathcal{A}}\);
3. \(\xrightarrow{\mathcal{E}}\) is terminating;
4. \(\xrightarrow{\mathcal{R}} \subseteq \xrightarrow{\mathcal{R}} \cup \text{id}_{\mathcal{A}} \cup \equiv_{\mathcal{E}}\).

Explanation: the first condition means that a proof graph represents an equivalence relation which is a subrelation of \(\downarrow_{\mathcal{A}}\); the second and third condition means that this representation is a forest of trees (a union/find structure); the fourth condition means that these edges have “good properties” when we want to extend the proof graph and merge equivalence classes.

Lemma 47. Let \(g = (\xrightarrow{\mathcal{R}}, \equiv_{\mathcal{E}})\) be a proof graph. Then \(\equiv_{\mathcal{E}}\) is constructor-compatible.

Proof. Let \(t =_{\mathcal{E}} u\), where \(t \xrightarrow{\text{id}_{\mathcal{A}}} t\) and \(u \xrightarrow{\text{id}_{\mathcal{A}}} u\). The first condition of the definition gives us \(t (\xrightarrow{\mathcal{R}} \cup \xrightarrow{\mathcal{E}})^* u\); by the second and third condition \(\xrightarrow{\mathcal{E}}\) there must a common reduct \(s \in A\) with \(t \xrightarrow{\mathcal{R}} s\) and \(s \xrightarrow{\mathcal{E}} u\). Because the only outgoing edges for constructor-topped nodes are of the relation \(\equiv_{\mathcal{E}}\) we have \(t \equiv_{\mathcal{E}}^* u\), but \(\equiv_{\mathcal{E}}^* \subseteq (\equiv_{\mathcal{E}})^* = \equiv_{\mathcal{E}}\), and so \(t =_{\mathcal{E}} u\).

7.1 Extensions of a Proof Graph

Definition 48. A node \(t \in A\) is called a normal form of \(g\) iff it is a normal form of the relation \(\xrightarrow{\mathcal{R}}\). We write \(\text{NF}_{\mathcal{E}}\) for the set of normal forms of \(g\). We write \(\lfloor g \rfloor(a)\) for the normal form of a node \(a\).

The normal forms of a proof graph represent its equivalence classes. We want a way to merge equivalence classes of a proof graph. In its simplest form (without allowing for “rewiring”) this means the following:

Lemma 49. Given two proof graphs \(\alpha\) and \(\beta, \beta\) is an extension of \(\alpha\) iff \(\alpha \subseteq \beta\).

Lemma 50. Let \(\beta\) be an extension of \(\alpha\). Then for all \(a, b \in A\) with \(a \xrightarrow{\beta} b\) \(\land \neg(a \xrightarrow{\alpha} b)\) we must have: \(\neg(a =_{\alpha} b)\) and \(a \in \text{NF}_{\alpha}\).

Proof. By contradiction: If \(a \notin \text{NF}_{\alpha}\) then \(a \xrightarrow{\alpha} b')\) for some \(b'\), hence \(a \xrightarrow{\beta} b'\) because \(\alpha \subseteq \beta\). But then \(\beta\) fails to be deterministic, so \(\beta\) could not be a proof graph. If \(a =_{\alpha} b\) then \(b \xrightarrow{\alpha} a\), because \(\alpha\) is deterministic and terminating. Therefore \(b \xrightarrow{\beta} a \xrightarrow{\beta} b\). Thus \(\xrightarrow{\beta}\) is not terminating, so \(\beta\) could not be a proof graph.

In addition to that one needs that the new merged equivalence class in \(=_{\beta}\) is still contained in \(\downarrow_{\mathcal{A}}\). However, that turns out not to be an issue because of our restrictions on edges.

Definition 51. Given a proof graph \(g = (\xrightarrow{\mathcal{R}}, \equiv_{\mathcal{E}})\) the grey edge relation on nodes is defined as \(\xrightarrow{\mathcal{E}} = \xrightarrow{\mathcal{R}} \cup \text{id}_{\mathcal{A}} \cup \equiv_{\mathcal{E}}\).

So grey edges include those that are in that proof graph and those that “might be”.

Lemma 52. Let \(g\) be a proof graph. Let \(\rightarrow_{\beta} \subseteq \rightarrow_{\mathcal{E}}\) such that \(\rightarrow_{\beta}\) is deterministic and terminating, and let \(=_{\beta}\) be the equivalence closure of \(\rightarrow_{\beta}\). Then \(=_{\beta} \subseteq \downarrow_{\mathcal{A}}\).

Proof. If \(t =_{\beta} u\) we must have an \(s \in A\) with \(t \rightarrow_{\beta}^* s\) and \(u \rightarrow_{\beta}^* s\), because \(\rightarrow_{\beta}\) is deterministic and terminating. We prove this by induction on the number of \(\rightarrow_{\beta}\) steps. Moreover, we strengthen the claim by requiring that if \(t \xrightarrow{\text{id}_{\mathcal{A}}} t\) and \(u \xrightarrow{\text{id}_{\mathcal{A}}} u\) then \(t \equiv_{\mathcal{E}} u\).

If \(t = u\) then by reflexivity of \(\downarrow_{\mathcal{A}}\) we have \(t \downarrow_{\mathcal{A}} u\). If in addition \(t \xrightarrow{\text{id}_{\mathcal{A}}} t\) then \(t \equiv_{\mathcal{E}} t\) by reflexivity of \(=_{\mathcal{E}}\).
If \( t \left( \overset{\rightarrow}{A} \cup \overset{\rightarrow}{A} \right) t' = \beta \ u \) then \( t' \overset{\beta}{A} u \) by induction hypothesis and so \( t \ \text{Ind}_A(\overset{\beta}{A}) \ u \) which implies \( t \overset{\beta}{A} u \).

If \( t = \beta \ t' \left( \overset{\rightarrow}{A} \cup \overset{\rightarrow}{A} \right)^{-1} u \) then \( t \overset{\beta}{A} t' \) by induction hypothesis, \( t' \overset{\beta}{A} t \) by symmetry of \( \overset{\beta}{A}, u \overset{\beta}{A} t \) by the previous argument, and \( t \overset{\beta}{A} u \) by symmetry.

Otherwise, we must have \( t \overset{\beta}{A} t \) and \( u \overset{\beta}{A} u \) and \( t \overset{\beta}{A} t' \). Thus \( t' \) is constructor-topped and \( t' \overset{\beta}{A} u \) by induction hypothesis. This implies \( t = \overset{\beta}{A} \overset{\beta}{A} u \) and so \( t \overset{\beta}{A} u \) by transitivity of \( =_\beta \). Since \( =_\beta \subseteq \overset{\beta}{A} \), we have \( \overset{\beta}{A} \subseteq \overset{\beta}{A} \) and so \( t \overset{\beta}{A} u \).

\textbf{Corollary 53.} Let \( \varrho = (\overset{\beta}{A}, =_\beta) \) be a proof graph, let \( a \rightsquigarrow \beta b \) where \( a \in \text{NF}_\varrho \) and \( \neg (a =_\varrho b) \). Then \( \beta = (\overset{\beta}{A} \cup \{a, b\}, =_\beta) \) is an extension of \( \varrho \).

\textbf{Proof.} The conditions on \( a \) and \( b \) mean that \( \beta \) remains deterministic and terminating. Therefore, and because of \( \overset{\beta}{A} \subseteq \overset{\beta}{A} \) we can apply Lemma 52 and get \( =_\beta \subseteq \overset{\beta}{A} \). Finally, because \( =_\varrho \subseteq =_\beta \), we also have \( \overset{\beta}{A} \subseteq \overset{\beta}{A} \) and so all constructor edges can be retained.

\textbf{Definition 54.} A proof graph is called \textit{complete} if it has no extensions other than itself.

\textbf{Proposition 55.} Every proof graph has a complete extension.

\textbf{Proof.} Trivial, as each proper extension merges equivalence classes, and \( A \) is finite.

\textbf{Lemma 56.} For every complete proof graph \( \varrho \) the relation \( =_\varrho \) is \( \Sigma_c \)-closed.

\textbf{Proof.} By contradiction. Suppose \( \varrho \) were complete and we had \( t \overset{\varrho}{\varrho} u \) and \( \neg (t =_\varrho u) \) then we must also have \( t \overset{\varrho}{\varrho} [a](t) \). This implies \( [a](t) \overset{\varrho}{\varrho} u \). By Corollary 53, \( \beta = (\overset{\beta}{A} \cup \{a, b\}, =_\beta) \) is an extension of \( \varrho \), which contradicts completeness of \( \varrho \).

The corresponding property is generally not true for \( \Sigma \)-closure, because we might only be able to attach new edges from \( \overset{\beta}{A} \) to nodes that are redexes. But if a proof graph does not contain “too many redexes” then such a conflict does not materialise.

We can characterise proof graphs for which this is possible by considering the relation \( \overset{\land}{A} \) — which is an equivalence since \( \overset{\beta}{A} \) (and therefore \( \overset{\land}{A} \)) is symmetric.

\textbf{Definition 57.} For any \( t \in A \) we define \( E_t = \{ u \in A \mid t \overset{\land}{A}^* u \} \). We also define \( D_A = \{ E_t \mid t \in A \} \). \( R_t = \{ u \in E_t \mid 3v \in A. u \overset{\land}{A} v \} \).

Thus \( E_t \) is the equivalence class of \( t \) for the relation \( \overset{\land}{A}^* \), \( R_t \) the subset of redexes of \( E_t \) and \( D_A \) the collection of equivalence classes. Note that if \( t \) is constructor-topped then \( E_t \) is a singleton and \( R_t \) is empty. We use these notions to build a proof a graph in which redexes and \( \Sigma \)-closure are not in conflict.

\textbf{Definition 58.} A \textit{target} is a function \( \text{targ} : D_A \rightarrow A \) such that the following properties hold: (i) \( \forall t \in A. \text{targ}(E_t) \in E_t \) and (ii) \( \forall t \in A. R_t \neq \emptyset \Rightarrow \text{targ}(E_t) \in R_t \).

Thus a target singles out a member of each equivalence class, which moreover must be a redex if the class contains any redexes. The motivation is to build a proof graph whose subgraph on \( E_t \) is a tree with root \( \text{targ}(E_t) \).

\textbf{Definition 59.} A \textit{targeted proof graph} is a pair \( (\varrho, \text{targ}_\varrho) \) such that \( \varrho \) is a proof graph, \( \text{targ}_\varrho \) is a target, and we have:

\begin{align*}
\forall t \in A. t \left( \overset{\land}{A} \cap \overset{\beta}{A} \right)^* \text{targ}(E_t) \vee t & \in \text{NF}_\varrho \\
\forall t \in A. u \in A. \text{targ}(E_t) \overset{\beta}{A} u \Rightarrow u & \notin E_t
\end{align*}
Thus, in a targeted proof graph a subset of $E_t$ is already connected with root $\text{targ}(E_t)$ whilst all other nodes in $E_t$ are not linked to anything.

\textbf{Definition 60.} A targetted extension of a proof graph $\alpha$ is a targeted proof graph $(\beta, \text{targ}_\beta)$ such that $\beta$ is an extension of $\alpha$.

\textbf{Lemma 61.} Any targeted proof graph has a targeted extension which is complete.

\textbf{Proof.} Suppose $\varrho$ was targetted and there is a $t \in \text{NF}_\varrho$ such that with $t \neq \text{targ}(E_t)$, then there are nodes $t = t_0, \ldots, t_n = \text{targ}(E_t)$ such that $\forall i. t_i \not\vdash_A t_{i+1}$ and there must be some $j < n$ such that $t_j \in \text{NF}_\varrho$ and $t_{j+1} (\not\vdash_A \cap \not\vdash) \text{targ}(E_t)$. Thus we can extend $\varrho$ with the edge $(t_j, t_{j+1})$, keep the same target, and then complete the extension.

If there is no such node then any extension will remain targetted, and so we can apply Proposition 55. \hfill $\blacksquare$

\textbf{Lemma 62.} If $(\alpha, \text{targ}_\alpha)$ is a complete targeted proof graph then $=_\alpha$ is $\Sigma$-closed.

\textbf{Proof.} By Lemma 56 we know that $=_{\alpha}$ is $\Sigma_c$-closed. Let $t \not\vdash_{\alpha} u$. Because $\alpha$ is complete and targeted $t \rightarrow^* \text{targ}_\alpha(E_t)$ and $u \rightarrow^* \text{targ}_\alpha(E_u)$. Since $t \not\vdash_{\alpha} u$ we have $t \not\vdash_A u$, hence $E_t = E_u$. \hfill $\blacksquare$

\section{The Universal Proof Graph}

The kind of proof graph we want to build is one whose equivalence is the full relation $\not\vdash_A$, because that would show that $\not\vdash_A$ is transitive.

\textbf{Definition 63.} A proof graph $\varrho$ is universal iff $=_{\varrho} = \not\vdash_A$.

\textbf{Lemma 64.} If $\not\vdash_A$ is a consistency invariant for our rewrite system then any targeted proof graph which is complete is universal.

\textbf{Proof.} Let $(\varrho, \text{targ}_\varrho)$ a target proof graph which is complete. This is universal iff $=_{\varrho}$ and $\text{CG}(\not\vdash_A)$ coincide. We write $=_{R}$ for $\text{CG}(\not\vdash_A)$.

We prove the implication $\forall t, u \in A. t \not\vdash_A u \Leftrightarrow t =_{R} u$ by induction on the term structure. Because $=_{\varrho}$ is a $\Sigma$-closed equivalence this reduces to $\forall t, u \in A. t \not\vdash_A u \Leftrightarrow t =_{R} u$.

If $t \not\vdash_A u$ then $R_t \neq \emptyset$ and so $\text{targ}_\varrho(E_t) \in R_t$ and we have $t (\not\vdash_A \cap \not\vdash)^* \text{targ}_\varrho(E_t)$ by completeness of $\varrho$. Since $\not\vdash_A^* \subseteq \not\vdash_R^* \subseteq \not\vdash_R$ we get $t \not\vdash_R \text{targ}_\varrho(E_t)$ and so by induction hypothesis $t =_{R} \text{targ}_\varrho(E_t)$. Because $\text{targ}_\varrho(E_t) \in R_t$ there is some $r \in A$ with $\text{targ}_\varrho(E_t) \not\vdash_A r$ and because of completeness we have $\text{targ}_\varrho(E_t) =_{\varrho} r$. The consistency invariant property then gives us $u \text{CT}(=_{\varrho}) r$. Because $=_{\varrho}$ is $\Sigma$-closed (Lemma 62) we get $u =_{\varrho} r$ and $t =_{\varrho} \text{targ}_\varrho(E_t)$. Overall $t =_{\varrho} \text{targ}_\varrho(E_t) =_{R} r =_{R} u$. \hfill $\blacksquare$

\textbf{Lemma 65.} If $\not\vdash_A$ is a consistency invariant for our rewrite system then there is a universal proof graph.

\textbf{Proof.} Let $\text{targ} : D_A \to A$ be any target function. Then $((\emptyset, \text{id}), \text{targ})$ is a targeted proof graph. We can then apply Lemma 61 and Lemma 65. \hfill $\blacksquare$

\textbf{Theorem 66.} Let $(\Sigma, R)$ be a Constructor TRS such that $\not\vdash_A$ is a consistency invariant for any strongly finite term-coalgebra $A$. Then $=_{R}$ coincides with $\not\vdash$ on $\text{Ter}(\Sigma, \emptyset)$ (and is therefore constructor-compatible).
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Proof. Moreover, we even have that \(t \equiv_R u\) implies \(t \Downarrow_B u\) for some strongly finite \(B\).

Since \(t \equiv_R u\), we must have a sequence of distinct terms \(s_1, \ldots, s_n\) with \(t = s_1\) and \(u = s_n\) such that for all \(i < n\) either \(s_i \rightarrow_R s_{i+1}\) or \(s_{i+1} \rightarrow_R s_i\). Closing the set \(\{s_1, \ldots, s_n\}\) under subterms then gives us the term-coalgebra \(B\). By assumption \(\Downarrow_B\) is a consistency invariant for \(B\), therefore there is a universal proof graph for \(B\) by Lemma 65 and thus \(t \Downarrow_B u\). By the coalgebra-inclusion argument (Lemma 41) we have \(t \Downarrow u\). ◯

Corollary 67. Strongly almost non-\(\omega\)-overlapping Constructor TRSs have a consistent equational theory.

Proof. Follows from Theorem 66 and Corollary 45. ◯

Consequences

Now we can put these results together to deliver the main theorems.

Theorem 68. Non-\(\omega\)-overlapping TRSs have a consistent equational theory.

Proof. By Corollary 16 a TRS is consistent iff its constructor translation is. By Proposition 22 the constructor translation of a non-\(\omega\)-overlapping TRS is strongly almost non-\(\omega\)-overlapping, which — by Corollary 67 — means that it is consistent. From this, we also easily get uniqueness of normal forms:

Theorem 69. Non-\(\omega\)-overlapping TRSs have unique normal forms.

Proof. By contradiction. Suppose \(T = (\Sigma, R)\) were a non-\(\omega\)-overlapping TRS, \(t, u \in \text{Ter}(\Sigma, X)\) were normal forms with \(t =_R u\) and \(t \neq u\). Then they remain normal forms in the TRS \(U = (\Sigma + X + \{F\}, R \cup F(t, x, y) \rightarrow x, F(u, x, y) \rightarrow y)\). The system \(U\) is also non-\(\omega\)-overlapping, as the new rules do not \(\omega\)-overlap with each other or any old rule. But \(x =_U F(t, x, y) =_U F(u, x, y) =_U y\), i.e. \(U\) is inconsistent which contradicts Theorem 68. ◯

Future Work

We would like to extend the result to wider ranges of TRSs. In particular, it would be nice to be able to extend it to almost non-\(\omega\)-overlapping Constructor TRSs, as these are the kind of TRSs that are of concern in the Glasgow Haskell compiler which originated our interest [4]. This is almost certainly doable with just slight extensions of the techniques displayed here, though extending this further to arbitrary non-\(\omega\)-overlapping TRSs might not be as straightforward.

Also of special interest are semi-equational Conditional TRSs as the can be used to turn TRSs into equivalent left-linear CTRSs, and non-duplicating TRSs into linear CTRSs, by transforming variable sharing into equational constraints.

Conclusion

We have proved that non-\(\omega\)-overlapping TRS have a consistent equational theory, as well as unique normal forms. More important than the result itself is the novel proof technique that makes use of finite \(\Sigma\)-coalgebras, in order to show that certain relations are invariants across equational reasoning. The technique is related to the notion of “equivalent reductions” of orthogonal term rewriting, but in contrast does not require “the creation of” additional terms — the terms participating in the consistency proof are the same as the ones of the original equational proof.
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