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Abstract

Face detection is an important preliminary prodessll other tasks with faces,
such as expression analysis and person identditalti is also known to be rapid and
automatic, which indicates that detection mighlisgilow-level visual information. It
has been suggested that this consist of a ‘skioucedl, face-shaped template’, while
internal facial features, such as the eyes, nodareouth might also help to optimise
performance. To explore these ideas directly,tthesis first examined how shape and
features are integrated into a detection templ@teagter 2). For this purpose, face
content was isolated into three ranges of spateajuency, comprising low (LSF),
mid (MSF) and high (HSF) frequencies. Detectionfgrenance in these conditions
was always compared with an original condition, ahhdisplayed unfiltered images
in the full range of spatial frequency. Across filbehavioural and eye-tracking
experiments, detection was best for the originaldaton, followed by MSF, LSF and
HSF faces. LSF faces, which provide only crudealisietail (i.e. gross colour shape),
were detected as quickly as MSF faces but lessraeculn addition, LSF faces
showed a clear advantage over HSF, which contames visual information (i.e.
detailed lines of the eyes, nose, and mouth),rmgeof detection speed and accuracy.
These findings indicate that face detection isalriby simple information, such as
the saliency of colour and shape, which supporsniition of a skin-coloured face-
shape template. However, the fast and more accpeatermance for faces in the full
and mid-spatial frequencies also indicates thaafdeatures contribute to optimize

detection.



In Chapter 3, three further eye-tracking experiraame reported, which explore
further whether the height-to-width ratio of a amled-shape template might be
important for detection. Performance was best wiages’ natural height-to-width
ratios were preserved compared to vertically andzbotally stretched faces. This
indicates that this is an important element ofdbgnitive template for face template.
The results also highlight that face detectionelgffrom face recognition, which
tolerates the same type of geometric disruptiorseBan the results of Chapter 2 and
3, a model of face detection is proposed in Chaftén this model, colour face-shape
and features drive detection in parallel, but retessarily at equal speed, in a “horse
race”. Accordingly, rapid detection is normally vien by salient colour and shape
cues that preserve the height-to-width ratio ofefacbut finer visual detail from

features can facilitate this process when furtharmation is needed.
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Chapter 1.:

General Introduction



1.1 Introduction

Human face detection is the process by which oleserfind faces within the
visual environment (see, e.g. Lewis & Edmonds, 2Q@wis & Ellis, 2003; Tsao &
Livingstone, 2008). This process appears to be indistfrom subsequent
categorization tasks (Bindemann & Lewis, 2013). ldeer, in contrast to other tasks
with faces, such as identification (see, e.g. Br&c€oung, 1986; Burton, Bruce, &
Johnston, 1990; Burton, Jenkins, Hancock, & WhR6p5) and matching (e.g.
Burton, White, & McNeill, 2010; Clutterbuck & Johwes, 2002; Johnston &
Bindemann, 2013), emotion recognition (e.g. Caldguston, Miller, Young, &
Akamatsu, 2001; Calder & Young, 2005), or gaze @etion (e.g. Bayliss, di
Pellegrino, & Tipper, 2004; Driver et al., 1999,nlims, 2007), face detection has
been studied comparatively little in PsychologyisTis surprising considering that

detection is an important first step for all otkeesks with faces.

In this thesis, the detection of faces in natucangs is explored across two
themes. The first theme explores how spatial fraquaffects detection, to determine
the nature of the visual information in a face ttgutilized for this purpose. The
second theme then examines how face shape migltibega to detection, by
manipulating the height-to-width ratio of facesdgin by outlining the principles of
visual search. This is followed by a review of #sting evidence on face detection.

| end this chapter by describing the methodologthefcurrent work.



1.2 Visual search

Face detection is essentiallywisual searchtask, which requires observers to
find a target in visual displays by matching aneexal stimulus to an internal
template. According to feature integration thedhg search for a target requires the
combination of separable features, such as colotentation and shape. During
visual search some of these features may be shatedlistractor items in a display
(Treisman & Gelade, 1980; Treisman & Souther, 1985eaction times for a target
do not increase with the number of distractors display, then search for the target
characteristics is said to be parallel. This ‘pap-@ffect can be found if a target
looks distinct from the distractors, for exampldyen a red circle is embedded among
yellow rectangles. The explanation for this effiscthat the target can be located pre-
attentively, resulting in very fast detection.df) the other hand, reaction times taken
increase linearly with the size of a search array’®, then targets and distractors
must share some important visual features and lsésrmot parallel. Instead, focused
attention is required to identify each of the diigld items and the search is said to be

‘serial’ (Treisman & Gelade, 1980; Wolfe, 1994).

A number of studies have applied such visual segatadigms to face
detection to explore whether ‘pop-out’ exists (Hes & Hochstein, 2005; Lewis &
Edmonds, 2003, 2005). This research has shownfalsas do not pop out when
distractors share ‘face-like’ elements. For exampésponse time for detecting an
upright face among inverted distractor faces ha&s lshown to increase with set-size,
indicating a serial search process (see Figure (Bdwn, Huey & Findlay, 1997;
Kuehn & Jolicoeus, 1994; Nothdurft, 1993). In tutiis effect is reduced when the
distractors look less face-like. For example, aadhupright face target can be found

more quickly among scrambled distractor faces (Kué&h Jolicoeus, 1994), and
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detection is faster still when faces are embeddedng distinctive non-face objects

(Hershler & Hochstein, 2005) or in scenes (LewiE@monds, 2003, 2005).

Figure 1.1 An example from Nothdurft (1993). Anigipt face
target is shown among nine inverted faces.

1.3 The specificity of face detection in visual sezh

Studies of visual search indicate that face deiedt distinct from other types
of stimuli in a number of ways. Firstly, faces dam found more rapidly than other
types of stimuli, such as dog faces, cars and sldtlershler, Golan, Bentin, &
Hochstein, 2010). The speed of search can be defiyedividing response times
(milliseconds) by the number of to-be-searched stemdisplays, with speeds of 6
ms/item or less indicating “pop-out” (Treisman &UBleer, 1985). The normal rate of
face search in arrays of 9 to 16 elements appedrs tonstant at 3 ms/item (Lewis &
Edmonds, 2005). Even in bigger search arrays ab @4 items, faces can be detected
at speeds of 6 ms/item (Hershler & Hochstein, 2083) contrast, other types of
stimuli such as animal faces, houses and cars iexdaarch rates of between 17 and
28 ms/item when these are embedded among othefanenebjects (Hershler &
Hochstein, 2005) (see Figure 1.2). Searching foedathen, is special in the sense
that it does not appear to be affected to the saxtent as non-face targets by the

number of distractors in a display.
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Further evidence for the speed of face detectianesofrom saccade choice
tasks, in which observers have to determine whedhiace is present in the left or
right visual field. Under these conditions, sacsatevards the side on which a face is
present are initiated within 100 ms of stimulusein®y contrast, saccades toward
non-face targets such as animals or vehicles, iedqi?0-130 ms (Crouzet, Kirchner,
& Thorpe, 2010). During the free viewing of scettest contain a person in either the
left or right visual field, observers’ first fixatns also tend to be directed toward faces
on 90% of trials (Fletcher-Watson, Findlay, Leeka&,Benson, 2008). Taken

together, these results indicate a speed and kadtiantage for faces in detection.

A detection advantage for faces has also been \adxbén other contexts. For
example, newborn babies already appear to shéh@dih preferentially to face-like
targets within minutes of birth, even though thegsual system is not fully developed
(for reviews see, Macchi, Simion, & Umilta, 200im®n, Farroni, Cassia, Turati, &
Barba, 2002; Turati, Simion, Milani, & Umilta, 2002). Thiace advantage also
survives some neurological impairments. For examphgients with hemispatial
visual neglect are more likely to detect faceshia heglected visual field than non-
face targets (Vuilleumier, 2000). Moreover, sommdsgight patients, who lack the
ability to consciously detect visual stimuli in th#ected hemifield, still report the
presence of faces (Morris, de Gelder, Weiskrantdan, 2001). This advantage in
capturing attention and overcoming visual extinttguggests that face detection is
efficient and automatic, possibly operating viaatenrepresentations (Nestor, Vettel,

& Tarr, 2013).

12
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Figure 1.2 An example from Hershler and Hochst@®06). A human face (top) and an animal face
(bottom) target are shown among 64 items. Only manfimces are used in this study to increase the
similarity of features and configurations to hunfaces. Human faces appear to “pop out” from these
displays, but animal faces do not.

Importantly, detection also appears to be distirah other tasks with faces.
For example, patients with prosopagnosia, whichnsmpairment in the ability to

recognize familiar faces, can still detect facesgagkly as neurologically normal

13



subjects (Garrido, Duchaine, & Nakayama, 2008). Wieces are embedded in
complex visual scenes, a view effect is reliablynd in neurologically normal
observers, whereby profile faces are detected slomy than frontal views (Burton

& Bindemann, 2009). Crucially, however, this effetisappears when comparable
face / non-face judgements are required to smatifrally-presented scenes, or when
face and non-face objects are presented indivigduallithout any extraneous
background (Bindemann & Lewis, 2013) (see Figu®).1The difference between
these tasks indicates ths¢archfor faces, in large displays, produces a response
pattern that makes detection distinct from comgarédice / non-face categorization

tasks in which this search component is eliminated.

Figure 1.3 An example of isolated images of objecfaces (a), and the small (b) and large (c) &=n
with faces used by Bindemann and Lewis (2013).

14



1.4 Factors influencing face detection

1.4.1 Contextual information

Face detection appears to be affected by a randectufrs. When the scene
context in which a face is presented is divided inéctangles and rearranged
randomly (see Figure 1.4), detection performanadirtkes (Lewis & Edmonds, 2003).
This indicates that the surrounding informationairscene helps to guide observers
towards faces or facilitates the decision as totlhdrean attended region contains a
face or not. Blurring of visual scenes also impdase detection, which provides
further evidence that scenic information can diedtgntion to the region of a face. At
the same time, blurring of to-be-search scenedittdes ‘absent’ responses when
faces are not present, which could also indicad tifre reduction of scenic content

can facilitate the scanning of visual displaysféares (Lewis & Edmonds, 2003).
1.4.2 Face colour and shape

Face detection appears to be facilitated by skiowwoand face-shape
information (Bindemann & Burton, 2009; Lewis & Ednas, 2003, 2005). Faces are
detected faster in their veridical colours than whieey are rendered in unnatural
colours or greyscale (see Figure 1.5) (BindemanBu8ton, 2009). However, this
advantage is only observed when skin-colour inféionais combined with face
shape. When colour information is preserved in op&yt of a face, while the
remaining area is rendered in greyscale, perform@acomparable to faces that are
presented entirely in greyscale (Bindemann & Bur®09). This indicates that skin

colour and face shape operate in combination fititede detection.
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Figure 1.4 An example from Lewis and Edmonds (26®8)wing intact, scrambled and blurred
scenes.

1.4.3 Blurring and contrast reduction of faces

Blurring and contrast reduction appear to reduce fédetection in the manner
that is comparable to the removal of colour. Bhurifaces, for example with a
Gaussian blur with a 3-pixel radius, or a contrasiuction of 50% increase detection

times. Moreover, the effects of blurring and cosittreeduction are super-additive,

16



which suggests that these factors disrupt the sproeessing stage (Lewis &
Edmonds, 2003, 2005). It is possible that thesmifa@ctually do not affect detection
during the initial search for faces, but at a sghsat decision-making stage, where
observers have to decide whether a looked-at sisnigl in fact a face. This notion
receives support from eye-tracking studies, whinchdate that the reduction of image
clarity increases detection decisions but not #leaydthe time to find a face target in

first place (Awasthi, Friedman & Williams, 20118124 b; Crouzet & Thorpes, 2011).

Figure 1.5 Exri*lple from Bindmann and Burton (208®)wing a face-absent scene in colour (A), a
face-scene in greyscale (B), or with only the f@)eor the scene context (D) in greyscale.

In line with this reasoning, these factors haveo digen shown to reduce
identification decisions that require similaritydgements between faces, such as
matching tasks (Bindemann, Attard, Leach, & Johms?®13; Gilad, Meng, & Sinha,

2009). One way to reconcile these findings is thatblurred gross structure of faces

17



might be sufficient for guiding attention to podsilface candidates in scenes.
However, the reduction of image clarity by blurriagd contrast reduction affects the
finer evaluation of structure, such as edge extmactf detection decisions rely on
such detail for final template matching, then teduction of such detail in blurred or

contrast-reduced images might hamper detection.

1.4.4 Luminance

Luminance also appears to be important for faceaten. The reversal of
image luminance, whereby light areas are transpmsedlark area by reversing pixel
values, reduces the speed of face detection (L&viEdmonds, 2003, 2005),
presumably by affecting shading from shape cuesnfkdike, White, & Musselman,
1996). The shape of the head and facial featur@dd® distinct patterns of light and
dark that might form part of the template for fals#ection. For example, as the eyes
are set in sockets, this concave inevitably pravidedarker visual contrast of two
horizontally-aligned circles in a face. If suchhigdark contrasts are integrated into a
detection template, then the disruption of thiggratthrough luminance reversal will

reduce the match between a seen stimulus and @boservernal face template.

The eye regions might, in fact, be a particulartyportant feature in this
context. When faces are reversed in brightness réersing the grey-level
relationship in photographic negative images), gadmon appears to be unaffected
(Bruce & Langton, 1994). However, the specific htigess reversal of the eye regions
impairs face encoding. In turn, these detrimenti@ces are eliminated when normal
lightness is presented in the eye region alone (Ketal., 1996). The results suggest
that shading from features is important for faceoging (Gilad, Meng, & Sinha,

2009). While luminance reversal affects face prsicggsin this aspect, face detection

18



might not rely on the same mechanism as depth mrme shading of a particular
feature might not improve detection performancend@mann & Lewis, 2013; Burton

& Bindemann, 2009).

1.4.5 Inversion and features

Stimulus inversion, by turning images upside-dowalso appears to impair
face detection (see Figure 1.6) (Garrido, Duchathéyakayama, 2008) and other
localization tasks such as change detection (Res&l & Lavie, 2001). A possible
explanation is that inversion disrupts template amiag, by creating a mismatch
between a stored internal detection template andlmerved face stimulus. The
mental rotation that is required to overcome thismatch increases detection times.
Another possibility is that there are separate tatep for upright and inverted faces,

but the latter is activated less frequently andefoee requires more time to activate.

There is considerable evidence for the idea of @mght template for face
detection. Preferential tracking of simple faceslipatterns, such as three dots that
represent two eyes and a nose, is already evigemewborn infants (Johnson,
Dziurawiec, Ellis, & Morton, 1991). Judgments abaygright images that contain
such a pattern also demonstrate an advantageganss speed in a fatacalization
task, in which a target is briefly flashed eitheft lor right of fixation (Purcell &
Stewart, 1986, 1988). In turn, the disruption ois tihelationship through image
scrambling or the interchanging of features, sushih® nose and mouth, impairs

detection (Garrido et al., 2008; Hershler & Hochst2005).
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IiiguFé 1.6 An example of visual search array froari@lo, Duchaine and Nakayama (2008). Faces
are presented in upright (left) and inverted (rigbtientation.

However, as both face shape and individual inteiestures are turned upside-
down during inversion, it is unclear which of thesspects delays detection
performance. The available evidence suggests tihattippes of information may give
rise to this effect, depending on the circumstanereker which faces are encountered.
Some detection studies show no inversion effectnwfaees are presented in visual
search arrays (Brown, Huey, & Findlay, 1997; Ku&hdolicoeur, 1994; Nothdurft,
1993) or only asmallinversion effect of less than 20 ms (Lewis & Edm&n2003,
2005). Moreover, upright faces do not pop out wtiese are embedded among their
inverted counterparts (Brown et al., 1997, KuehnJé&licoeur, 1994; Lewis &
Edmonds, 2005; Nothdurft, 1993), and upright andeited faces are equal
competitors for observers’ attention when they resented together in the visual
field (Bindemann & Burton, 2008) (Figure 1.7). Thisdicates that upright and
inverted faces share visual characteristics trairaportant for detection, such as an

oval skin-coloured shape.
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Figure 1.7 Inversion has no effect in attentiorktéBindemann & Burton, 2008).
The stimuli are pairs of an upright face and aneirted face presented in the same
trials. Subjects were told to fixate the centrehef display and then to make two-
choice response according to the target’s onscteeation

On the other hand, there is also evidence thatirite¥nal facial features
contribute to detection. Detection performanceides| for example, when face shape
is preserved but the internal facial features avernted (Macchi, Simion, & Umilta,
2001; Olk & Garay-Vado, 2011) or scrambled (Valeat& Bruce, 1986). Similar to
studies of luminance, a key feature in this conégyears to be the eyes, as detection
is impaired particularly when the eye regions areluded (Lewis & Edmonds, 2003)
or when only one, rather than both eyes, is vis{Barton & Bindemann, 2009).
Moreover, detection is superior for the upper haleé faces, which contain the
regions, than the lower half with the nose and mmdq8urton & Bindemann, 2009).
However, while these findings point to the eyesmanportant feature, face detection
also appears to proceed unhindered in highly coxmpisplays when all internal

features (eyes, nose, mouth) are removed but & [dkim-coloured face shape is

retained (Hershler & Hochstein, 2005).

1.5 A model of face detection

Based on the studies reviewed so far (see Tabloda summary), a possible
model of face detection can be proposed to recenedlearch on face-shape and facial
features (see Figure 1.8). According to this modeheral face-shape and salient
global cues, such as colour, might help to ideribgsible face candidates within the
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visual field. This is consistent with reports tiskin-colour facilitates detection, but
only when this is tie to face shape (Bindemann &t&u 2009), and the finding that
detection proceeds unhindered when all internalufea are removed but a blank
skin-coloured face shape is retained (Hershler &Hhdtein, 2005). However, shape
and colour alone cannot account for face detectaisrnfaces in unnatural colours or
greyscale are still detected well, albeit at a ceduspeed (Bindemann & Burton,
2009). In addition, detection performance also idesl when shape is disrupted
through image scrambling (Hershler & Hochstein, 200r inversion (Garrido,

Duchaine, & Nakayama, 2008). This suggests tha&t ¢ivough skin-colour and face-

shape facilitate detection, additional cues supihistprocess.

These additional cues are likely to be based arnat facial features. In the
absence of skin-colour and global shape cues,nalttéeatures comprising the eyes,
nose and mouth can still drive detection rapidlyer@hler & Hochstein, 2005).
Indeed, even a simple configuration of four dotpresenting the eyes, nose and
mouth appears sufficient to guide observers to-likeeregions in the visual field
(e.g. Johnson, Dziurawiec, Ellis, & Morton, 1991aé¢hi, Simion, & Umilta, 2001),
and disruption of such information through inversmr scrambling delays detection
(Garrido, Duchaine, & Nakayama, 2008). In additiemen simply ink blobs of black
and white (Mooney faces), in which simple featurdbrmation is retained, can be
detected as a face (Andrews & Schluppeck, 2004 rgeealemel, Fiori, Chaby, &
Renault, 2005). This suggests that, in the absefckce-shape and colour, the
internal facial features, arranged in a naturalfigonation (i.e. two eyes above a

central nose and mouth), can also support detection
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It is hypothesized that our visual system utilitesse different types of visual
information through template matching’ by comparing a visual stimulus with a
stored internal representation of a face. The apebletween stimulus and template,
characterized by the shared visual information,ntlietermines the speed and
accuracy of detection (for similar ideas, see Viahen 1991). For example, in this
framework profile faces would be slower to detesste( Burton & Bindemann, 2009)
because this view does not provide the full ovapehof frontal faces, due to the
extended hair region across the head. In additiewer facial features are also
observable in profile (see Bindemann, ScheepersBufton, 2009; Burton &
Bindemann, 2009). This view might therefore proviaepoor fit with a (frontal)

template for face detection, both in terms of Itapse and featural information.

At present, it is unresolved whether colour-shap@rmation and internal
features are processed in parallel or seriallyaddition, it is possible that both types
of information serve distinct purposes. For examplee intriguing possibility is that
colour-shape information quickly helps to identgpssible face candidates in the
visual field. Once these face candidates are fikatgernal facial features, such as the
eyes, might then be utilised in a decision protesonfirm that a looked-at stimulus
is, in fact, a face. This search-decision theorgsdoot rule out that observers might
also use features during search — for example, wbéur-shape information is not
readily available — but suggests that the prinfanction of such information might
be confirmatory. In support of this idea, it isealdy known that the visual system is
more effective at combining information from newdhat respond to the same visual
characteristics, such as orientation and coloub@gH& Wiesel, 1959; Sagi & Julesz,
1986), which facilitates processing. In additione tvisual system can alternate the

integration of different types of information, suab blurred or detailed visual content
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(see Johnson, 2005; Schyns & Oliva, 1997, 1999j. éxample, when seeing a
person’s face, the same neurons can convey twereliff types of facial information
with different latencies, starting at coarse infation (i.e. shape) followed by fine
information (i.e. identity detail) (see, e.g. Halie Hann, Schyns, & Johnson, 2006;
Sugase, Yumane, Ueno, & Kawano, 1999). If thesacjpies apply also to face
detection, then this could support a model in whadlour-shape is primarily
responsible for detection, but featural informatisnutilized for this purpose also

when required.

In this thesis, | begin to explore these possibgiby measuring the speed and
accuracy of face detection in natural scenes wiikeovers’ responses and eye
movements. The reported experiments manipulateéaspegquency and, later on, the
geometric dimensions of faces, to explore whethelowr-shape or featural

information is most likely to form the primary tefage for face detection.

1. Detection 2. Categorization 3. Other face
(no searching) processing

Affected by color, contrast, luminance, inversion

; P

— Searching / Deciding

CEComCE————CE==T
==

1. Skin-coloured 2. Feature-like 3. Shape-feature

face-shaped

78 0
r " '."'._ . .-l'.

\ J

I Template matching I

Figure 1.8 Proposed detection model. Possible famwdidates are matched to internal templates are
purposed, which might be based on skin-coloure@ fetapes, featural processing, and or shape-
feature template that combines both
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References Tasks Results Shape outline Internal detail

1. Skin-coloured face-shaped template

Bindemann & Burton (2009) Detecting faces in scenes . >. - . X

X X

Bindemann & Lewis (2013) Detecting faces in scene ' " ' . .‘
Burton & Bindemann (2009) Detecting faces in scene

2. Features-like template

Johnson, Dziurawiec, Ellis, & Morton (1991) Tracking of face-like I P I f.'\j X

Macchi, Simion, & Umilta (2001) Tracking of facd« & 8 X

- (3 X

D
Valentine & Bruce (1986) Judgement of face struetur a

3. Shape-Feature template
Hershler & Hochstein (2005) Detecting faces in alsarrays ’@ _

Table 1.1Summary of research evidence supporting face &gl The tasks shown employ detection or trackargdigms, or involve judgement about face striectlr
the summary of results ‘=" stands for equal perfange; ‘> <’ for better or lower performance;’* underlines the importance of ‘shape outline’ ortérnal detail’.
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1.6 Spatial frequency and face processing

Any visual input can be broken down into patterfidight and dark called
‘spatial frequency’ (SF) (see Campbell & Robsb®68; Westheimer, 2001). The role
of spatial frequency relates to basic mechanismaminance extraction from visual
input for tasks such as edge detection (Marr & teilld, 1980), movement (Morgan,
1992), and depth perception (Marshall, BurbeckeWyriRolland, & Martin, 1996).
Spatial frequency information can be broken dowto ieeveral categories, each
coding different aspects of visual stimuli. Highaspl frequency (HSF) codes fine
visual detail, such as lines, edges, and fine Vide#ail of stimuli, whereas gross
shape information is carried by low spatial freque(LSF). In addition, mid-spatial
frequency (MSF) provides an intermediate level atad between these two
categories. The categories are defined by filtednfprmation from images at
different rates. For example, MSF information ipitally sampled by applying
Gaussian apertures that filter faces at bandwidthetween 8 and 16 cycles per face
width (cycles/fw) (see, e.g. Costen, Parker, & Gra@06; Nasanen, 1999; Parker &
Costen, 1999). LSF is extracted by applying filtefdess than 8 cycles/fw, whereas
HSF is extracted with more than 16 cycles/fw (geg, Costen et al., 1996; Goffaux,

Hault, Michel, Vuong, & Rossion, 2005).

At present, very little is known about the roleS# in face detection, but there
iIs considerable research on the role of differeft i8 other face tasks. Face
recognition, for example, appears to operate besarointermediate level of detalil
that is coded by MSF, whereas the removal of tiis&ge impairs accuracy (see,
e.g. Bachmann, 1991; Collin, Liu, Troje, McMulle&, Chaudhuri, 2004; Costen,

Parker, & Craw, 1994, 1996; Morrison & Schyns, 20R#sanen, 1999; Ojanpaa &
26



Nasénen, 2003; Tieger & Ganz, 1979). However, abmirof studies also report that
recognition is possible with pictures containing &kside of MSF (Costen et al.,
1996; Fiorentini, Maffei, & Sandini, 1983). For ewple, recognition memory for

faces displayed in HSF has been found to be onl§odaccurate, compared to 90%
for the original images (Davies, Ellis, & Shephei®78). In contrast, recognition
performance for blurred LSF faces appears to bepaired (Harmon & Julesz, 1973,

Yip & Sinha, 2002).

Although recognition does not gain advantage froB8FLand HSF, these
bandwidths appear to be important for other categtion tasks. Sex decisions to
faces, for example, rely predominantly on gross iérmation (Awasthi, Friedman,
& Williams, 2011a; Schyns & Oliva, 1999). In cordtaemotion categorization
appears to be driven by finer featural detail tisatarried by HSF cues (Schyns,
Bonnar, & Gosselin, 2002; Schyns & Oliva, 1999; Man, & Ehrlich, 1987). In
addition, judgements of faces’ holistic properti@Soffaux & Rossion, 2006),
configuration (the metric relations among featuré§offaux et al., 2005), or
orientation (Goffaux, Gauthier, & Rossion, 2003pegr to be driven by LSF. In
contrast, featural processing, in tasks such achmat (Goffaux et al., 2005) or
precise identification (Fiorentini, Maffei, & Samili 1983; Tieger & Ganz, 1979)
seems to rely on HSF. Finally, LSF also appeasspport the differentiation of faces
and objects (Goffaux et al., 2003), especiallyengheral vision (Awasthi, Friedman,

& Williams, 2011b).

With regard to face detection, these findings iathcthat different SF bands
might be useful for separable aspects of this t@sksidering the advantage of LSF

in lateral categorization (Awasthi et al., 2011bydhat this band codes gross image
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information (see, e.g. Awasthi et al., 2011a, 2Q013bffaux et al., 2005; Goffaux &
Rossion, 2006; Schyns & Oliva, 1999), LSF might entid the use of colour-shape
information in detection. Thus, detection perforcarshould be best when such
information is available. By contrast, featuralamhation is coded in the HSF band
(Norman, & Ehrlich, 1987; Schyns et al., 2002; Sth¥ Oliva, 1999). If this is not
part of the primary template for face detectiorenththis should be impaired when
only HSF information is preserved. Finally, MSFdmhation might provide the best
conditions for detection by providing an intermédipresentation that conveys some
information about the gross structure of a faoed also its features. The first aim of

this thesis is to explore this directly.

1.7 Geometric distortions and face processing

If face detection is carried by gross visual infatron such as colour-shape,
then the question arises as to the specific natithis template. One characteristic
that might be distinct in a colour-shape templatés dimensions such as the height-
to-width ratio. While this has not been exploredface detection, research on face
recognition has produced some surprising resulis Work has shown that geometric
distortions of faces, by stretching faces in azmntal or vertical plane while the other
dimension is retained, does not affect the accuoaspeed of recognition. This effect
is remarkable in that it is found with dramaticngséormations in which faces are
stretched to 150% (Bindemann, Burton, Leuthold, @&weinberger, 2008) or 200%
(Hole, George, Eaves, & Rasek, 2002) of their oagidimensions. Indeed, even
neural responses to faces, such as the N250r, rappebe insensitive to these
stretching manipulations (Bindemann et al., 2088)reover, this effect was found in

a context in which the simple manipulation of stinsuinversion reduced recognition
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accuracy and increased response times (Hole eR@0D2). Taken together, these

findings indicate that height-to-width ratios a important for face recognition.

However, it is unclear whether detection would bmnilarly tolerant to
manipulations of height-to-width ratios. The purposf face recognition is to
distinguish different stimuli (i.e. individual idahes) from the same category. This
process relies on information that differentiateg person’s face from another, and
height-to-width ratio does not appear to be infdimaain this context. The purpose of
face detection is different, as this process haslistinguish faces from non-face
stimuli. Thus, whereas recognition has to operg@nuinformation that is different
across faces, detection has to operate on theasiteis. At present, it is unresolved
whether height-to-width ratio is sufficiently simrl across faces to code such
similarity. However, considering that face detectmight be driven by a simple LSF
colour-shape template, the question arises of vaulitional characteristics are
preserved in such a stimulus. In this context, leig-width ratio appears to be a

plausible candidate. Thus, it will also be explonede.

1.8 Structure of this thesis

Recent studies suggest that a skin-coloured faapeshtemplate might be
important for face detection (Bindermann & Burt@909; Hershler & Hochstein,
2005). However, evidence from face tracking (selendon, Dziurawiec, Ellis, &
Morton, 1991; Macchi, Simion, & Umilta, 2001) anategorization (Nestor, Vettel, &
Tarr, 2013; Valentine & Bruce, 1986) also pointgHe involvement of internal facial
features in this task. In addition, it remains woteed whether this colour-shape and

featural information is processed in parallel ogimibe used serially. For example,
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colour-shape might be used to first find possiladeef candidates, whereas featural

information might be used to confirm that a looksdstimulus is, in fact, a face.

In this thesis, | will explore these ideas by agkobservers to detect faces
from different SF information. If colour-shape prdes the primary cue to detect
possible face candidates, then low-level infornmatioom LSF or MSF should
facilitate detection the most. If, on the other dhaieatural information is as important
for this process, then faces should be detectedletisfrom HSF, which selectively
preserves such fine visual detail. The differentedétection speed and accuracy
between such conditions should therefore provideght into the importance of skin-

coloured face-shaped and featural templates fer datection.

| begin to explore these ideas in Chapter 2 byemtasg face photographs
embedded in complex natural scenes. In the firsetlseparate experiments faces are
presented in an unfiltered (original) format oryohSF, MSF and HSF is preserved.
Observers are then required to search these stemetermine if a face is, in fact,
present (i.e. make face-present versus face-abderisions). To determine the
usefulness of different SF, response times andracguare analysed. In addition,
observers’ eye movements are also tracked. Thened& for this additional
measurement is that it might help to dissociatecbe@rocesses for likely face
candidates, as indexed by the eye movements thaéa@uired to first fixated a face in
a scene, from subsequent decision processes toniletethat a looked-at stimulus is
a face, which should be reflected in observershoase times and accuracy. Thus,
any differences between eye movement and respoeasure might help to dissociate

these potentially serial processes.
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These ideas are then explored further in addititwal experiments whether
the spatial frequency usage is actually linkedatmefprocessing or whether this might
reflect other low-level processes in visual seaffébr this purpose, Experiment 4
explores how the removal of colour information afeSF usage in face detection.
Experiment 5 then investigates whether SF proveddient cues in visual scenes that
guide observers’ attention irrespective of faceteon This is investigated by
selectively manipulating the SF information in adaor a correspondingly-size non-

face region in scenes that are otherwise presemta unfiltered format.

The final experimental chapter examines whetheaghtidb-width ratios are an
important component of the template for face desadn three further experiments.
For this purpose faces are stretched in a vempieale in Experiment 6 while the other
dimension remains intact. The impact of this malapon on detection is then
explored by comparing it with unstretched facesExperiment 7, this manipulation
is explored further by controlling the surface acédaces more precisely. Finally,

Experiment 8 compares vertically and horizontaltgtehed faces.
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Chapter 2:

The Role of Spatial Frequenéyr Face
Detection in Natural Scenes
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Introduction

Face detection is the process by which faces dreedloand located within the
visual environment. This process appears to béndisfrom other tasks with faces.
For example, whereas detection is sensitive to ggmrn view (e.g. frontal versus
profile faces), other categorization tasks, sucfaes / non-face decisions to stimuli at
fixation, are not (Bindemann & Lewis, 2013). Facetedtion is also a very fast
process that can be initiated within 100 ms of ghira onset (Crouzet, Kirchner, &
Thorpe, 2010). This speed suggests that face dwtastdriven by a “quick and dirty”

processing strategy that is based on simple visugs (Crouzet & Thorpe, 2011).

These superficial visual cues could reflect grasdsuwr and shape information
from faces. It has been shown, for example, thatstlour tones facilitate detection,
but only when they are tied to a full face-shapeng8mann & Burton, 2009).
Detection is also worse for profile views, in whittte diagnostic oval shape of faces
is disrupted naturally, than for frontal views (Bur & Bindemann, 2009). In contrast
to these findings, the detailithin a face appears to contribute little to detectieor.
example, detection appears to proceed unhinderea witernal facial features, such
as the eyes, nose and mouth, or external featsweb, as hairstyle, are removed as

long as skin-colour and an oval face-shape ismeth{Hershler & Hochstein, 2005).

Taken together, these studies suggest that thddnipr face detection might
consist of a simple skin-coloured shape templatd #iso preserves the general
height-to-width ratio of faces. This indicates thatection is not driven by fine details
but broader visual cues. In visual stimuli, theskeient cues are carried by a specific
range on the luminance spectrum. On this specthigh spatial frequency (HSF)

codes fine visual details, such as lines, edged, fare visual detail of stimuli,
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whereas gross shape information is carried by lpatial frequency (LSF). The
available evidence from studies of face detectioggssts that this process might be
facilitated mostly by such LSF cues. To date, havethis idea has not been

examined directly.

This is an interesting issue for two reasons. lyirsthe role of spatial
frequency has already been explored in a wide rahdace tasks. This research has
revealed that different face tasks rely on distsptial frequencies. Sex decisions to
faces, for example, appear to be based predomynantigross LSF information,
whereas emotion categorization is driven by therfieatural detail that is carried by
HSF cues (Schyns, Bonnar, & Gosselin, 2002; Sch§n®liva, 1999). Face
recognition, on the other hand, appears to opdras¢ on an intermediate level of
detail that is coded by mid-spatial frequency (M&#®€e e.g. Bachmann, 1991; Collin,
Liu, Troje, McMullen, & Chaudhuri, 2004; Costen,rRar, & Craw, 1994, 1996;
Morrison & Schyns, 2001; Nasanen, 1999; Ojanpéaa &aven, 2003; Tieger &
Ganz, 1979). Despite these differences, the rokpafial frequency in face detection

has not been assessed directly.

The second reason is that the spatial frequen@rnrdtion that drives face
detection could provide some clues as to the uwiderineurological pathways for
this task. Two separable channels are known teleetsvely tuned to specific spatial
frequency bands (Rolls, Baylis, & Leonard, 1985)SH. carrying large-scale
luminance variations (Goffaux, Gauthier, & Rossigf03; Goffaux, Jemel, Jacques,
Rossion, & Schyns, 2003), are carried by a fadicauical, magnocellular channel
(Bullier, 2001; Livingstone & Hubel, 1988). In coast, the small-scale luminance

variations that are represented by HSF, and suplperanalysis of finer visual detail
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(Schyns & Oliva, 1999), are processed by a compatgat slower parvocellular
pathway (Bullier, 2001; Livingstone & Hubel, 1988)hus, an investigation of the
spatial frequency information that drives face dete might also reveal which of

these pathways is most likely to subserve thisgsec

To explore these possibilities, the current studgn@ned the role of spatial
frequency in face detection over five experimehtsthese experiments, faces were
either presented with the full-range of spatialgtrency intact or were filtered to
selectively preserve low, mid or high spatial freqay content. The effect of these
manipulations on the speed and accuracy with wiaices can be detected in complex

natural scenes was then examined.

Experiment 1

In Experiment 1, observers searched complex nasgeaies for frontal views
of faces. These scenes were either presentedenediltto display the full range of
spatial frequency information, or were filteredgelectively preserve only the low,
mid or high spatial frequency content. If face dgts is driven by a gross face-
shaped template, in which fine visual detail is pi&served, then performance should
be best with LSF and the original scenes (whicb atntain LSF). If, on the other
hand, visual detail also facilitates face detectiben the high detail of HSF (and the
original scenes) might prove most useful for thisgmse. Finally, it is also possible
that the coarse detail of MSF, which provides @aarmediate level of detail between
the LSF and HSF ranges, is the best performancehniathe unfiltered original face

stimuli.
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Method

Participants

Twenty-four students (21 females) from the Uniugrsif Kent, with a mean
age of 23 years (SD = 5.6), participated in thipezdkment for course credit. All

reported normal or corrected-to-normal vision.

Stimuli

The stimuli were adopted from previous detectiardigts (Bindemann, 2010;
Bindemann & Burton, 2009; Bindemann & Lewis, 20B8yton & Bindemann, 2009)
and consisted of 24-bit RGB photographs of 120 esetaken from inside houses,
apartments and office buildings. These scenes mehd000 (W) x 750 (H) pixels,
and were presented at a resolution of 66 pixels/ama a viewing distance of 60 cm.
Two versions of each scene existed, which wereticlnn all aspects, except that

one contained a photograph of a frontal face wisetteaother did not.

The faces in the scene were unfamiliar faces otli#f@rent identities (10
males and 10 females). The size of these facewaraed across the scenes, ranging
from 36 (H) x 27 (W) pixels to 139 (H) x 115 (W)xeis (mean dimensions and SD:
58.7 (+ 19.4) x 47.2 pixels (+ 16.2)). Thus, obseswcould not adopt a simple search
strategy based on stimulus size. In addition, ttenss were also divided into an
invisible 3 x 2 grid of six rectangular cells anketlocation of the faces was

counterbalanced across these regions.

Three further versions were then produced of edcthe face-present and

face-absent scenes, which were Fourier-transfortmeslectively preserve only the
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LSF, MSF or HSF content. Based on previous discraton tasks of face gender and
expression (Aguado, Serrano-Pedraza, Rodriguezo®dR, 2010), cut-off values of
less than 5 cycles/face and more than 15 cyclesiiere chosen as low-pass and
high-pass Gaussian filters to create the LSF anB El@hditions, while MSF were
defined by the frequency bands between these twudittons. Applying this
manipulation to all face-present and face-absesmesx (see Appendix A) resulted in a
total of 960 displays, comprising 240 stimuli (1f2@e-present, 120 face-absent) for
each of the original, LSF, MSF and HSF image comast Examples of face-present

stimuli are shown in Figure 2.1 and 2.2.

L / Z %
Figure 2.1An example of an original face-present scene ireERrpent 1
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Figure 2.2 An example of a face-present scene pefixent 1,
depicting the LSF (top), MSF (middle), and HSF dtiows
(bottom)
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Procedure

To measure visual search for faces directly, ppgits eye movements were
tracked using an SR-Research Eyelink 1l head-mauststem running at 500 Hz
sampling rate. Viewing was binocular but only thetgipants’ dominant eye was
tracked. To calibrate the eye-tracker, the stan@®ambint Eyelink procedure was
applied. Thus, participants fixated a series oérnargets on a 21 in. display monitor,
which was positioned at a viewing distance of 60 Galibration was then validated
against a second presentation of these targdtee latter indicated poor measurement
accuracy (i.e. a mean deviation of more thaafJarticipants estimated eye position

from the target), calibration was repeated.

In the experiment, each trial began with an initdaft correction for which
participants were required to focus on a centrajeta A scene stimulus was then
shown until a response was registered. Participaste asked to decide whether a
face was present or absent in the scene by presem@f two possible buttons on a
standard computer keyboard. Participants were nmdédrin advance that the scenes
would be manipulated to display different spatiabfiency bands and might therefore

appear blurry (e.g. in LSF) or consists of fineuaisdetail only (HSF).

A total of 360 trials was shown to each participanunsisting of 240 face-
absent trials and 120 face-present trials, in @aloary intermixed order. For these
conditions, 25% of the stimuli were shown in ea¢hith@ original, LSF, MSF, and
HSF format. The scene stimuli were rotated arouresd conditions, so that each
face-present scene was only shown once, and eaekabsent scene twice, to each

participant in any of the conditions. Overall, hawe the presentation of the scenes
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was counterbalanced across participants, so thelh saene appeared in each

condition an equal number of times.

Results

Accuracy and response times

To assess detection performance, accuracy and #dugam correct reaction
times were analysed for face-present scenes. Tss-subjects means of this data are
illustrated in Figure 2.3 and show that accuracyg Wahest for the original scenes,
followed by the MSF, HSF and LSF scenes. In linthwihese observations, a one-
factor within-subject ANOVA of this data showed effect of condition,F(3,69) =
40.81,p < 0.001,h|02 = 0.64.Post-hoc comparisons using Bonferroni t-tests were
applied. To adjust for multiple comparisons, arhalgevel ofp < 0.008 was applied
(i.e. for six comparisong = 0.05/6). Accuracy for the original condition wagher
than for all other conditions (LSF, MSF, HSF), all 4.23,ps < 0.008. Among the
three spatial frequency conditions, accuracy was foe MSF, compared to LSF and
HSF, bothts 5.72,ps< 0.008, whereas the LSF and HSF conditions dtddifter,

t(23) = 1.02p = 0.32.
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Analysis of response times revealed a differentepat As for accuracy,
performance was best for the original scenes, lag similar for the MSF and LSF
conditions, and lowest for HSF displays. These ola®ns were confirmed by a
one-factor within-subject ANOVAE(3,69) = 22.24p < 0.001,hp2: 0.49. Bonferroni
t-tests (withalpha corrected ap < 0.008) confirmed that faces were detected fastes
in the original scene displays compared to all otenditions,all ts 3.12, ps
0.008, whereas performance was worst with HSF ajsplcompared to all other
conditions, allts 3.95,ps 0.008. In contrast, performance was more evenly

matched for MSF and LSF scen&23) = 0.49p = 0.63.
Eye movements

Eye movements were also processed to assess tactiaeacross conditions.
The percentage of trials on which faces were fokateeach condition was analysed
first. Two measures are provided for this analy$ise first corresponds to mean of
the percentage of trials on which faces were fokated observers also made a correct
face-present decision (i.e. all ‘fixated-and-degdcttrials). This measure essentially
provides an eye-movement analogue to percentageraagc (reported above). In
addition, the mean percentage of trials on whide$awere fixated is also reported.
This includes all trials on which a face-absenpoese was erroneously made (i.e. all
‘fixated’ trials). This data is reported in Fig2e8 and shows that these two measures
were highly similar across all conditions. Thisigates that faces that were fixated
were typically also detected. In addition, theseres were highest for the original
condition, followed by the MSF scenes, while paerfance was lowest and more

comparable for the LSF and HSF conditions.
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As these two measures are non-independent, they araalysed separately.
For all fixated trials, a one-factor within-subjeSNOVA showed a main effect of
condition, F(3,69) = 16.35,p < 0.001,hp2: 0.42. Post-hoc comparisons using
Bonferroni t-tests (witkalpha corrected ap < 0.008) showed that the percentage of
these trials was comparable for the original and-M&es,t(23) = 2.01,p = 0.06,
which outperformed the LSF and HSF conditions,tall 3.96, ps 0.008. In
addition, performance for LSF and HSF faces alqueaped to be closely matched,
t(23) = 0.48,p = 0.64. The analogous analysis for the fixated-@eigcted trials
revealed a similar result. For this data, a on#sfawithin-subject ANOVA also
showed an effect of conditioR(3,69) = 20.02p < 0.001,h,;,2 = 0.47. The percentage
of trials on which faces were fixataethd detected was comparable for the original and
MSF conditionst(23) = 2.07, p = 0.05, and higher than for LSF and HSF displaijs,
ts 4.44,ps < 0.008. The percentage of trials for LSF and H&fes was again

closely matched(23) = 0.35p = 0.73.

In a next step, the eye movements were analyseeé&sure the time that was
required to first fixate the faces in visual scemes correct-response trials. This
measure is included here to complement the responsedata, but should provide a
faster and more direct index of the search effwat ts required to find a face. These
search timesexpressed as the mean of participants’ mediaesalao depicted in
Figure 2.3 and correspond closely to the pattermesponse times. A one-factor
within-subject ANOVA showed a main effect of comalit, F(3,69) = 25.92p <
0.001,h,?= 0.53, which reflects similar search times forefain the original and LSF
scenes,t(23) = 2.81,p = 0.01 (for alpha corrected atp < 0.008 for multiple

comparisons), and faster search times for thermaighan MSF and HSF displays,
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bothts 4.92,ps< 0.008. In addition, performance was also comgarady LSF and
MSF scenest(23) = 1.96,p = 0.06, and faster for both of these scene typas the

HSF condition, botlls 4.74,ps< 0.008.
Face-absent scenes

For completeness, observers’ responses to facedals®eenes were also
analysed (see Figure 2.4). A one-factor within stbANOVA of the accuracy data
showed an effect of conditio,(3,69) = 8.17p < 0.001,hp2 = 0.26. Accuracy for
original scenes was comparable to LSF and HSF scémhts 2.45,ps 0.02
(with alphacorrected ap < 0.008 for multiple comparisons), and was alsailar for
LSF compared to MSF and HSF scerté33) 2.42,ps 0.02. However, accuracy
was higher for the original and HSF than MSF scehethts 3.33,ps 0.008. A
one-factor within-subject ANOVA of response timdsoashowed a main effect of
condition, F(3,69) = 16.18,p < 0.001,hp2 = 0.41, which reflects faster absent
responses to LSF scenes than in the original, MBFHSF conditions, alls  4.61,
ps < 0.008. In contrast, performance for the origicahdition, MSF and HSF

conditions was more similar, a8 2.80,ps 0.01.
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Figure 2.4 Detection performance for face-absenhesdn Experiment 1, showing accuracy
(left panel) and reaction times (right panel). \feat bars represent the standard error of the
means.
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Discussion

This experiment examined how spatial frequency sttpdace detection. For
this purpose, detection was compared for faces éddokin original scenes, which
retained all SF information, and scenes in whicly @8F, MSF or HSF content was
preserved. Detection accuracy was best for factreeioriginal and MSF scenes, and
lowest for LSF and HSF scenes, which did not dififtem each other. In contrast,
faces were detected quickest in the original camditout both MSF and LSF faces
were detected faster than in the HSF condition.fifftengs are replicated in the eye
movement data, which shows the same pattern ictséianes as the response times.
The accuracy, response times and search timesdhremmnverge by showing that
detection is best for the original scenes, intefatedor MSF, and worst for HSF.
However, these measures provide conflicting regattthe LSF condition, in which
faces are detected quickly but with low accuradwsd this data indicates that LSF
contains visual information that supports very féetiection — as fast as any SF bands
and the unfiltered original faces. At the same tirhappears that this visual
information also can be limiting in complex natusaénes and lead observers

occasionally to miss faces entirely in the visueldf

A possible explanation for this discrepancy is tfzates are actually located
with greater accuracy from LSF than observers’ oasps suggest. This could occur if
likely face candidates are located in this conditibut the LSF content provides
insufficient detail to confirm that such a candelaegion is actually a face. In this
case, one would expect that faces are detected ofitere in the LSF condition than

they are fixatedand detected. In contrast to this notion, an analy$isliservers’
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fixations suggests that faces were fixatedrmttdetected on only a small number of

LSF trials (c.f. fixated and fixated-and-detectedgentages in Figure 2.3).

An alternative explanation for the discrepancyhe taccuracy and response
times to faces in the LSF condition could refldat fact that the entire scene stimuli
were filtered to produce the different SF condisidn this experiment. Thus, the
pattern of results might not reflect the effecttttidferent SF have ofacedetection
but might reflect scene processing instead. In Wit@ this reasoning, it has already
been shown that the perception of scene backgrauatfected by SF, with blurred
scenes producing faster absent responses (Lewisl&okds, 2003, 2005). In the
current experiment, a similar pattern is evident face-absent trials, in which
responses were fastest in the LSF and slowestanH®BF conditions while both
conditions were comparable for accuracy. Moreottas, pattern was similar to the
face-present displays. These observations suggastie effect of SF on detection
might not reflect the processing of faqges se, but of the scene background. This was

examined further in Experiment 2.

Before this is investigated, it is also notable tlesponse times were generally
slower on face-absent trials. This experiment agtbptcontingency whereby face-
absent scenes were presented twice as often apriasent scenes. Consequently, it is
possible that the longer response times on faceralgals reflect a belief in
observers that more faces must be present (i.epalsl be the case with a 50:50 face
present / absent ratio), which might increase dagch effort, and therefore response
times, on face-absent trials. While this is possil#action times are also longer in
other studies that have used different target ptaseabsent ratios (Lewis &

Edmonds, 2003, 2005). An alternative explanatiariie longer response on face-
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absent trials is that search can be terminatethéa-present conditions as soon as a
face is located. Thus, this condition does notiregihat the entire scene is searched.
If the face is not present, on the other hand, ermomprehensive search is

necessary, causing a delay in response times.
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Experiment 2

Experiment 1 demonstrates that face detection astest and most accurate
for MSF, whereas HSF delayed and reduced the ancwfadetection. By contrast,
LSF produced conflicting results by producing fasit inaccurate detection. One
possible explanation for this finding is that thestects reflect the impact of SF on
scene perception rather than face detection, ag tin@nipulations were applied to the
entire stimulus displays in Experiment 1. In tuthis raises the possibility that a
different pattern is found when SF is manipulatedhie face regions only, while the
original, unfiltered scene background is retairieal examine this possibility, only the
face photographs embedded within the scenes weeetl to display low, mid, and

high spatial frequencies in Experiment 2.

Method

Participants

Twenty-one new undergraduate students (10 malesfeihhles) from the
University of Kent, with a mean age of 24 years £SB2), participated for course

credit. All reported normal or corrected-to-nornaedion.
Stimuli and procedure

The stimuli and procedure were identical to Expeninl, except for the
following changes. In this experiment, only onesian of face-absent trials was
retained from Experiment 1, which displayed thenssein original SF content. For
face-present trials, only the face photographshan 4cenes were filtered to display

low, mid, and high spatial frequencies, while thersunding scene content was
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unfiltered (i.e. original) (see Figure 2.5 and 2.Bhis resulted in a total of 600
different displays comprising 120 face-absent sse(al displaying original SF
content) and 480 face-present images, in whichsfaee presented in original, LSF,
MSF or HSF format. As in Experiment 1, each pagmaat viewed 360 trials in a
randomly intermixed order, comprising 240 face-abddals and 120 face-present
trials (30 images for each of the original, LSF, M@&nd HSF conditions). The face-
present stimuli were rotated around these conditism that each scene was only
shown once to each participant in any of the camubt Overall, however, the
presentation of scenes was counterbalanced acesSsigants, so that each scene

appeared in an equal number of times in each dondit

:
:
:
= .

Figure 2.5 An example of an original face-preser@ng in Experiment 2
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Figure 2.6 An example of a face-present scene pefixent 2,
depicting the LSF (top), MSF (middle), and HSF dtimiis
(bottom).

50



Results

Accuracy and response times

The mean accuracy and median correct reaction tareeglustrated in Figure
2.7. For accuracy, a one-factor within-subject AN®OShowed an effect of condition,
F(3,60) = 37.70p < O.OOl,hp2: 0.65. Bonferroni t-tests (withlphacorrected ap <
0.008 for multiple comparisons) revealed that aacyrfor original and MSF faces
was similar,t(20) = 2.07,p = 0.052, and higher than for LSF and HSF facedsal
4.95,ps < 0.008. In addition, accuracy for LSF faces waghér than for HSF faces,

£(20) = 4.12p < 0.008.

The pattern of response times complemented theramcwlata. Response
times were fastest for the original condition, daled by MSF, LSF and HSF faces. A
one-factor within-subject ANOVA of this data comfied an effect of condition,
F(3,60) = 96.87p < 0.001,th2 = 0.83. Bonferroni t-test (withlpha corrected ap <
0.008 for multiple comparisons) confirmed that msge times were fastest for the
original faces compared to all other conditionktal 5.75,ps< 0.008. Responses to
MSF and LSF did not differ significantly(20) = 2.89p = 0.009, whereas HSF faces

were detected slower than in any of the other dand, allts  9.40,ps< 0.008.
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Figure 2.7 Detection performance for face-presecgngs in
Experiment 2, showing accuracy (top), reaction asehrch
times (middle), and the eye movements to facego(bpt
Vertical bars represent the standard error of theams.
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Eye movements

Eye movements were processed also to assess factiaeacross conditions.
As in Experiment 1, the mean percentage of trialsvbich faces were fixated in each
condition (all ‘fixated’ trials) and the percentagktrials on which faces were fixated
andobservers also made a correct face-present dedisto all ‘fixated-and-detected’
trials) were analysed first. This data is reported-igure 2.7 and shows that both
measures were highly similar across all conditidrisese scores were highest for the

original condition, followed by the MSF, LSF and Hfaces.

For all fixated trials, a one-factor within-subjeBNOVA showed a main
effect of condition,F(3,60) = 21.65p < 0.001,h,* = 0.52. Bonferroni t-tests (with
alpha corrected atp < 0.008 for multiple comparisons) revealed thasiwmilar
percentage of original and MSF faces were fixat¢2Q)) = 2.12,p = 0.05. By
contrast, fewer faces were fixated in the LSF a®FHonditions, alts 3.01,ps
0.008, and in HSF than LSK20) = 3.26,p < 0.008. For fixated-and-detected trials, a
one-factor within-subject ANOVA also showed a maifect of condition(3,60) =
22.82,p < 0.001,h,;,2 = 0.53. Again, the percentage of trials on whicbefawere
fixated-and-detected was equivalent in the origarad MSF conditiong(20) = 2.11,
p = 0.05, and was higher than for LSF and HSF faalktds 3.08,ps 0.008. In
addition, more faces were fixated and detectedS& than HSFt(20) = 3.36,p =

0.008.

The search times for faces are depicted in Figufead follow the pattern of
response times closely. Thus, a one-factor withinexct ANOVA showed an effect

of condition, F(3,60) = 35.60p < O.OOl,hp2 = 0.64, due to faster search times for
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faces in the original condition compared to allesticonditions, alks  3.77,ps
0.008. In contrast, search times were similar f8Fland MSF face$20) = 0.88p =
0.39, and slowest for HSF faces compared to akrotonditionsts 5.75,ps <

0.008.

Face-absent scenes

For completeness, the mean accuracy and mediagctoeaction times were
also calculated for face-absent scenes. Accurasyatv@7.5% (SE = 1.10). The mean

of the median correct reaction times was 4.07 sge@(8E = 0.47).

Discussion

To provide a more direct measurement of the et®®@&F on face detection,
only the embedded face photographs, but not theesbackground, were filtered in
Experiment 2. Despite this manipulation, a simglattern to Experiment 1 was found,
whereby the original faces were detected best, inotttrms of accuracy and response
times, and performance was intermediate for MSF aodst for HSF faces. In
addition, the LSF faces were detected as quickl\M&$ faces in Experiment 2.
However, in contrast to Experiment 1, LSF faceseweow also detected more
accurately than in the HSF condition. By manipulgtonly the SF content of the face
photographs, detection accuracy for LSF faces Wwaefore improved. At the same
time, these faces could still not match the acguigicMSF. These findings were
confirmed by the eye movement data. This showedntick patterns for the
percentage of fixated and fixated-and-detected sfaeed the search times also

showed the same pattern as observers’ response time
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These data indicate that an intermediate levektdit] as provided by MSF, is
best for face detection. However, LSF also hasarchdvantage over HSF, both in
terms of detection speed and accuracy. This inekcdiat salient low-level cues are of
greater importance for face detection and is ctasisvith the notion of a simple
colour-shape template (see Bindemann & Burton, 28d®demann & Lewis, 2013;
Hershler & Hochstein, 2005). However, an alterre@xplanation still exists, as the
embedded face photographs in the scenes wereediltéor Experiment 2. This
includes the area of the face, but also the backgioof the photograph and its
outline. An advantage of manipulating the stimalithis manner is that the filtering
process can affect the boundaries between faceshentdackground. In LSF, for
example, these boundaries are diminished as atre$utlhe image-blur that is
introduced by this manipulation (see Figure 2.6 Bigaire 2.8). By filtering the faces
and the background photographs, these effects, whiehaanatural consequence of
the filtering process, were not interfered with drgating more defined but artificial
boundaries around the face. As a consequence, lkeowabservers were also given
additional information for detection, in the shagethe rectangular outlines of these
photographs (see Figure 2.6 and Figure 2.8). IneBwgent 2, this provides an
additional area in SF that might interact with fadbetection. This is explored in

Experiment 3.

Experiment 3

In Experiment 2, the facphotographsin the scenes were filtered to provide
the different SF conditions. Thus, the target afgas the faces) include additional,
non-face information from the photographs’ framad &ackgrounds. In Experiment

3, this irrelevant information was removed tooptovide the most direct test yet of
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SF for face detection. If the additional informatiprovided by the photographs’
frames and backgrounds affected the outcome of riwpat 2, then a different
pattern of results should be found here. In turthe same pattern of results is found,

then this confirms the findings of the experimertsorted so far.

Method

Participants

Twenty new undergraduate students (6 males, 14lésinmom the University
of Kent, with a mean age of 19.5 (SD = 1.5), pag#ted for course credit. All

reported normal or corrected-to-normal vision.

Stimuli and procedure

The stimuli and procedure were identical to Expeni2, except for the
following changes. To create face-present scendly, the target faces were now
filtered to display the LSF, MSF or HSF, whereas $kirrounding scene content was
always displayed in its unfiltered, original formdh addition, the background and
outline of the embedded face photographs was rethaltegether with a graphics
software (Adobe Photoshop CS3) to ensure that dbss not interact with face
detection. During this process, the edges of tloedawere softened slightly, to
improve blending into the scene background, byqsive “feather” function with a

width of 2 pixels. Example stimuli are displayedHigure 2.8.
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Figure 2.8 A comparison of the stimulus manipulagian Experiments 1 to 4. An example of an
original face-present scene is shown at the tope Tdws beneath display the face regions of the
original, LSF, MSF and HSF conditions (from leftright) for each experiment.
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Results

Accuracy and Response times

The data from one participant, whose search angbnse times were more
than two standard deviations from the group meas @xcluded from the analysis.
The mean accuracy and median correct response tonése remaining participants
are illustrated in Figure 2.9. For the percentageueacy data, a one-factor within-
subject ANOVA showed an effect of conditioR(3,54) = 34.26p < O.OOl,h,;,2 =
0.67. T-tests (witlalphacorrected ap < 0.008 for multiple comparisons) showed that
accuracy for the original and MSF faces was coniperg18) = 2.39,p = 0.03, and
higher than for LSF and HSF faces,tg(ll8) 5.00,ps< 0.008. In addition, accuracy

was also higher for LSF than HSF fadg$8) = 3.00p < 0.008.

For the response times, a one-factor within-subf¢¢OVA also showed an
effect of condition,F(3,54) = 39.95p < 0.001,hp2 = 0.69, which reflects faster
response times in the original condition compacedlttother conditions, ats  4.04,
ps 0.008, while performance for LSF and MSF faces siaslar, t(18) = 1.94p =
0.07. In contrast, response times to HSF faces w&weer than for all other

conditions, alks 4.74,ps< 0.008.
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Figure 2.9 Detection performance for face-presesines in
Experiment 3, showing accuracy (top), reaction aedrch
times (middle), and the eye movements to face®(bpt
Vertical bars represent the standard error of theams.
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Eye movements

As in the preceding experiments, the mean percerdgfgials on which faces
were fixated and fixated-and-detected was analf@eall conditions (see Figure 2.9).
For both, a one-factor within-subject ANOVA showadmain effect of condition,
F(3,54) = 3.93 p < 0.05,h,” = 0.18 andF(3,54) = 4.19 p < 0.05,h,’ = 0.19,
respectively. For both measures, Bonferroni t-téstth alphacorrected ap < 0.008
for multiple comparisons) found no difference begwehe original, LSF, and MSF
conditions, allts(18) 2.36,ps 0.03, except that faces were more likely to be
fixated in the original than in the HSF condition fixated trials,t(18) = 2.97,p <

0.008, and fixated-and-detected tria{¢8) = 3.19p < 0.008.

Search times were analyzed next and are also ddpictFigure 2.9. A one-
factor-within-subjects ANOVA of this data showednaain effect of condition,
F(3,54) = 19.93p < 0.001,h|02 = 0.53, due to faster search times for originahtha
MSF and HSF faces, both 3.68,ps 0.008. In contrast, search times were slowest
for HSF faces in comparison with all conditiond, tal 3.57,ps 0.008. Search
times for original and LSF faceg18) = 2.49,p = 0.02, and also for LSF and MSF

facest(18) = 1.24p = 0.23, did not differ.
Face-absent scenes

For completeness, the mean accuracy and mediagctoeaction times were
calculated for face-absent scenes. Accuracy was.4%o (SE = 0.36). The mean of

the median correct reaction times was 2.93 sec(8ids 0.22).

60



Discussion

This experiment replicates the key findings of Bxpent 2. Performance was
best for the original faces. However, of the fétrconditions, accuracy, response and
search times were best for MSF and worst for HSteda The LSF faces were
detected more frequently than HSF faces, but counlg match the detection speed
but not the accuracy of MSF. Thus, these findingthér support the notion that an
intermediate level of detail, such as MSF, is Westface detection. However, LSF
faces are detected as quickly as MSF, which sugbastthis SF band supports the

fastdetection of faces.

However, a simple explanation for such a low-leadantage might still exist
as the original faces and scenes were presentamanor. During filtering, this colour
information is preserved in LSF. By contrast, MStd &HSF faces are essentially
rendered in greyscale (see Figure 2.8). It is direenown that skin-colour tone
facilitates face detection, both compared to fagegicted in unnatural colours or
greyscale (see Bindemann & Burton, 2009; Lewis &nigdds, 2003, 2005). This
raises the possibility that performance for LSF M@F faces is driven by different
cues. For LSF faces, this might reflect the avélaolour information rather than SF
content. In contrast, the detection of MSF faceghmibe supported by the
intermediate SF content of these stimuli rathenthalour cues. To explore these
possibilities, the next experiment explored theadigbn of these faces in greyscale

scenes.
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Experiment 4

In contrast to Experiment 3, which compared debecperformance of SF
faces in their natural colour, the current expentresented the faces and scenes in
greyscale. If colour information drives the detectiadvantage of LSF over HSF
faces, then this effect should disappear in theeotirconditions. In contrast, if this
detection advantage is determined by the LSF indtion that is preserved in these
faces, irrespective of their colour content, thea same pattern as in the preceding

experiments should be found.

Method

Participants, stimuli and procedure

Twenty two undergraduate students (4 males, 18len&om the University
of Kent, with a mean age of 19.3 (SD = 1.2), pgrtited in the study in exchange for
course credits. All participants reported normalcorrected-to-normal vision. The
stimuli and procedure were identical to Experim8néxcept that all stimuli were
transformed into greyscale scale using the stanflardtion (the grayscale image
mode) of a graphics software (Adobe Photoshop CB&mple stimuli are depicted

in Figure 2.8.
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Results

Accuracy and response times

The mean accuracy and median correct response draabustrated in Figure
2.10. For the percentage accuracy data, a onerfaitan-subject ANOVA revealed
an effect of conditionk-(3,63) = 43.80p < 0.001,hp2= 0.68. Bonferroni t-tests (with
alpha corrected afp < 0.008 for multiple comparisons) showed that amcy for
original and MSF faces was comparalt(&l) = 1.99,p = 0.06, and was better than
for LSF and HSF faces, a6 > 7.02,ps < 0.001. In addition, accuracy for LSF and

HSF faces did not diffet(21) = 0.51p = 0.61.

For the response times, a one-factor within-subf¢¢©OVA also showed an
effect of condition,F(3,63) = 34.15p < O.OOl,hp2 = 0.62. Bonferroni t-tests again
revealed similar response times for the original BISF facest(21) = 2.63p = 0.02,
and for LSF and MSF face§21) = 2.18 p = 0.04, but quicker response times for the
original than LSF faceg(21) = 3.39,p = 0.003. In addition, response times were

slower for HSF faces compared to all other condgjallts 4.90,ps< 0.001.
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Figure 2.10 Detection performance for face-presstegnes in
Experiment 4, showing accuracy (top), reaction aehrch
times (middle), and the eye movements to facegof(bpt
Vertical bars represent the standard error of theams.
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Eye movements

As in the preceding experiments, the mean percerdgfgials on which faces
were fixated and fixated-and-detected was analyeedall conditions (see Figure
2.10). For the fixated trials, a one-factor witlsimbject ANOVA showed a main effect
of condition,F(3,63) = 12.31p < 0.00l,hpzz 0.37. The percentage of trials on which
the original faces were fixated was comparable3& and MSF faces, both 2.10,
ps 0.05 (withalpha corrected afp < 0.008 for multiple comparisons), and was
higher for original and MSF than HSF faces, bisth 4.42,ps < 0.008. In addition,
faces were also more likely to be fixated in MSBthL.SF,t(21) = 3.84,p < 0.008,

whereas LSF and HSF faces did not dift€t]1) = 2.31p = 0.03.

A similar pattern was obtained on fixated-and-detctrials, for which
ANOVA also revealed a main effect of conditidf(3,63) = 11.91p < 0.001,h|02 =
0.36. The percentage of fixated-and-detected tuals comparable for the original
and MSF faceg(21) = 0.48,p = 0.64, and higher than for HSF faces, hsth 4.53,
ps< 0.008. In addition, this percentage was alsbdrndor MSF than LSF faceg21)
= 3.83,p < 0.008, but similar for original and LSF facg2l) = 2.62,p = 0.02, and

for LSF and HSF face§21) = 1.54p = 0.14.

Search times for fixated-and-detected trials waraly@ed next and are also
depicted in Figure 2.10. A one-factor within-sulbtgeANOVA of this data showed a
main effect of conditionF(3,63) = 16.73p < 0.001,hp2 = 0.44. Search times were
comparable for original, LSF and MSF faces, tall 1.76,ps 0.09, and were

slowest for HSF faces compared to all other comni#j allts 3.90,ps 0.008.
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Face-absent scenes

For completeness, the mean accuracy and mediagctoeaction times were
calculated for face-absent scenes. Accuracy w&3 .86 (SE = 0.30). The mean of

the median correct reaction times was 2.47 sec(8is- 0.16).

Discussion

Despite the removal of colour information, this edment replicates the key
findings of the preceding experiments. As in Expents 1 to 3, detection was fastest
and most accurate for original and MSF faces, aostfor faces displayed in HSF.
In contrast, detection of LSF faces was as fadll@B, both in terms of response and
search times. These findings suggest that the spbexthtage of LSF faces is not only
determined by the colour content of these stinwitiich is not preserved in MSF and
HSF, but must be related more directly to the Shtexdt. At the same time, the
detection of LSF faces was less accurate thanrfginal and MSF faces. This effect
was such that, in comparison to Experiment 2 ande&ction accuracy was now at
the same level for LSF and HSF faces. This coninalétates that colour information
is still beneficial for face detection and is catent with the notion that this process
might be driven by a skin-coloured face-shape tatep{(see Bindemann & Burton,
2009; Bindemann & Lewis, 2013; Hershler & Hochste2005). At the same time,
these findings are also consistent with the notba ‘quick and dirty’ processing
strategy that is driven by low-level cues (Crougefhorpe, 2011), by demonstrating
that grayscale LSF content is sufficient for fabut( not always accurate) face

detection.
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Before reaching this conclusion, an alternativelaxgtion still needs to be
eliminated. In Experiment 1, the faces and scew&draund were filtered together to
produce the SF conditions. Consequently, it waseanavhether differences between
conditions reflected face or scene processing. lixeats 2 to 4 therefore explored
detection by presenting SF faces in unfiltered gemknd images. However, this
manipulation might also bias results. For examiplie,conceivable that the regions in
these scenes that have been rendered in diffeFeattfaict observers’ attention, rather
than the face conteper se Indeed, observers could explicitly choose to adogh a
strategy if the filtered regions contrast somehowhwhe image quality of the
surrounding scene. In line with this reasonindyas already been shown that small,
blurred regions within visual displays can attralsservers’ eye movements (Smith &
Tadmor, 2013). If a similar effect is found hereen the fast detection of MSF and
LSF faces might reflect the contrast between tlherétl regions and the surrounding
high-resolution scene context rather than the uyider facial information. This

possibility is explored in a final experiment.

Experiment 5

Experiment 5 investigates whether the pattern ef greceding experiments
reflects face detection or observers’ sensitivitypltches of different SF content
when these are embedded within high-resolutionescefio explore this possibility,
this experiment reverts to the colour scenes ofeEirgent 3 but provides additional
control conditions as face-absent scenes. In themges, the locations that correspond
to the faces in their face-present counterpartsalectively rendered in LSF and HSF
(see Figure 2.11). If the detection pattern of pheceding experiments reflects the

saliency of SF patches within high-resolution sesetigen these regions should attract
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observers eye movements regardless of whether toaseide with the location of a
face (in face-present scenes) or not (in face-dbsegames). In this case, observers
should fixate LSF regions faster than HSF patchesurn, if such an effect is not
found, then this will confirm that the findings thfe preceding experiments reflect the

role of spatial frequency in face detection.
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Figure 2.11 An example of a face-absent scene frefitrent 5,
depicting the original (top), LSF (middle), and H&Bnditions
(bottom). SF is manipulated in small patches, wiictrespond
to the size and location of face photographs indbieesponding
face-present scene
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Method

Participants

Twenty-three new undergraduate students (5 malefeb@ale) from the
University of Kent, with a mean age of 21.6 yea8D (= 4.2), participated in

exchange of credits. All participants reported nalror corrected-to-normal vision.

Stimuli and procedure

The stimuli and procedure were identical to Expentr3, which assessed face
detection with colour scenes, except for the folfmwchanges. In each of the original
face-absent scenes, small patches were filteregréserve only LSF and HSF
information. The location and size of these patainesched that of the faces in the
corresponding face-present scenes. This resultadtatal of 360 face-absent scenes,
comprising 120 images in the original, LSF and H8Rditions, and 360 face-present

scenes in the same SF conditions.

To ensure that observers cannot predict the latatfahe SF patches in the
face-present or face-absent scenes, the same lsaekgrounds were not presented
repeatedly to any of the participants. In contrtst, original 120 indoor photographs
were separated into 60 scenes for each of thepiasent and face-absent conditions,
comprising 20 images in the original, LSF and H®Rditions. However, over the
course of the experiment, the presentation of scem&s counterbalanced across
participants and conditions. As in previous expenis, all stimuli were presented in
a randomly-intermixed order and participants wesleed to determine the presence or

absence of faces as quickly and as accuratelysssige.
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Results

Accuracy and response times

The data from one participant, whose search angbnse times were more
than two standard deviations from the group meas @xcluded from the analysis.
The mean accuracy and median correct response tonése remaining participants
are illustrated in Figure 2.12 and are analysest fior face-present trials. For
accuracy, a one-factor within-subject ANOVA revehlan effect of condition,
F(2,42) = 31.26p < 0.001,hp2: 0.60. A series of t-tests (witliphacorrected ap <
0.017 for three comparisons, i.p.= 0.05/3) showed that observers were more
accurate in detecting faces in the original thae ttSF and HSF conditions,
respectively, botlis 5.50 ps< 0.017, whereas detection accuracy was moreaimil
for LSF and HSF faced(21) = 2.52,p = 0.02. Response times revealed a similar
pattern. ANOVA showed a main effect of conditiéii2,42) = 30.07p < 0.001,hp2:
0.59, which reflects faster detection of origifadn LSF and HSF faces, &l 3.69,
ps 0.017. In addition, LSF faces were detected fabmn HSF face4(21) = 4.40p

<0.017.
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Figure 2.12 Detection performance for face-pressotnes in
Experiment 5, showing accuracy (top), reaction aedrch times
(middle), and the eye movements to faces (bott@erlical bars
represent the standard error of the means
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Eye movements

As in the preceding experiments, eye movements \weoeessed also to
assess face detection across conditions. Threeunesasere assessed corresponding
to mean of the percentage of trials on which fasese fixated or fixated-and-
detected in each condition, and the search timdsstofixate a face in a scene (see

Figure 2.12).

For all fixated trials, a one-factor within-subje®&OVA showed an effect of
condition, F(2,42) = 8.82,p < 0.01, hp2 = 0.30. Bonferroni t-tests (witlalpha
corrected ap < 0.017 for multiple comparisons) revealed thaetawere more likely
to be fixated in the original than the HSF conditit{21) = 4.67p < 0.017, whereas
the percentage of fixations for original and LSEe®t(21) = 1.96,p = 0.06, and for
LSF and HSF face$(21) = 2.05p = 0.06, did not differ. For the fixated-and-deteicte
trials, an effect of condition was also fou{2,42) = 13.34p < O.OOl,hp2 = 0.39,
which reflects a higher percentage score for tigaral than LSF and HSF faces, both
ts 3.35,ps 0.017. The LSF and HSF conditions did not dift€21) = 1.64,p =
0.12. Finally, the search times also showed arceffecondition,F(2,42) = 27.59p
< O.OOl,hp2: 0.57. Faces were fixated more quickly in thgioal than the LSF and
HSF conditions, botlts 5.64, ps < 0.017, and also in the LSF than the HSF

condition,t(21) = 3.52p < 0.017.
Face-absent scenes

Observers’ responses to face-absent scenes wereaaddysed. Accuracy,
response times and eye movement data for thesessega depicted in Figure 2.13.

Generally, performance across the face-absent womdiwas very similar.
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Nonetheless, a main effect of condition was foumdaiccuracyf(2,42) = 5.00p <
0.05, hp2 = 0.19. This was assessed further with Bonferret@sts (with alpha
corrected aip < 0.017 for multiple comparisons), which showedttmore absent
responses were made in the HSF condition comparethé LSF and original
conditions, botits 3.05,ps 0.017. However, the original and LSF condition did
not differ,t(21) = 1.14,p = 0.27. Response times were also similar acrosditons

and an effect of condition was not fouq2,42) = 1.24p = 0.30,h,” = 0.06.

The analysis of main interest here concerned thienéxo which the SF
regions were fixated, and how quickly this happemedhe face-absent scenes. This
should determine whether the results for face-pteseenes reflect face detection
processes or are driven simply by the saliencyFofp&tches within high-resolution
scenes. The mean percentage of trials on whicle tiEsegions were fixated in face-
absent scenes shows an effect of conditt§®,42) = 9.92p < 0.001,hp2: 0.32. This
arises because LSF patches were fixated more indguban HSF patche$(21) =
2.97,p < 0.017. In addition, fixations to this region weaalso higher in the LSF than
the original condition{(21) = 4.11,p < 0.017. By contrast, no difference was found
between the original and HSF conditiof21) = 1.37p = 0.17. Overall, however, the
percentage of trials on which all of these regiamese fixated was small compared to
face-present scenes (c.f. Figures 2.12 and 2.18)der, the speed with which these
regions were first fixated (search times) did nifted across the original, LSF and

HSF conditionsF(2,42) = 1.19p = O.31,hp2= 0.05.
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Figure 2.13 Detection performance for face-absemengs in
Experiment 5, showing accuracy (top), reaction sinmiddle), and the
percentage of trials on which the SF patches’ lmret were fixated
(bottom). Vertical bars represent the standard ewbthe means
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Discussion

This experiment examined whether the pattern ofpiteeeding experiments
reflects face detection processes or observersitsaty to patches of different SF
content when these are embedded within high-raésalgicenes. This could reflect a
strategy whereby observers scan scenes for rethahsre visually different from the
surrounding high-resolution context. For this puwgo this experiment included
additional face-absent conditions in which smaljioes within these scenes that
correspond to the location and size of faces irfdbe-present scenes were filtered to

retain only LSF or HSF information.

Consistent with all of the preceding experimentsiedtion was best for
original faces, followed by LSF and HSF faces. dod-absent scenes, LSF patches
were fixated more often than HSF patches. On itg,dhis might suggest that low-
level artefacts, such as different SF regions withiscene, could contribute to the
face detection effects in the preceding experimetidsvever, the percentage of trials
on which these regions were fixated was low conpaneface-present scenes. More
importantly, LSF patches were not classified moceueately or faster, or were
fixated quicker, than HSF scenes. Taken togetheset findings indicate that the
results of the preceding experiments are not sinaplyartefact of the experimental

manipulations but reflect the role of specific spldtequencies for face detection.

General Discussion

This study examined how spatial frequency affebts detection of faces in

natural scenes. In Experiment 1, a clear effe@ffwas found, whereby faces were
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detected fastest when scenes were presented irotigghal condition, but were also
detected faster in MSF and LSF than HSF displayste®ion accuracy was also
highest in the original condition, reduced in M3d considerably lower for HSF
displays. However, in contrast to reaction timed ararch times, which indicated
better detection for LSF than HSF faces, accuracgsa these two conditions was
more evenly matched. In Experiment 1, it is possitilat the scene background,
which was also rendered in the different spatiadjfiencies, might have contributed to
these effects. In subsequent experiments, onlyaites photographs within the scenes
(Experiment 2) or the face regions within thesetpb@phs (Experiment 3) were
therefore rendered in different spatial frequenciesile the scene background
remained intact. In both experiments, detectiorugxy for original and MSF faces
was best, followed by LSF and HSF faces, respdygtiVde original faces were also
located fastest and HSF faces slowest of all, bdfopnance for MSF and LSF faces
was comparable. A consistent pattern emerges frasetexperiments, whereby face
detection performance is reliably best when all @& preserved (in the original
condition) and worst for HSF, both in terms of d#itth speed and accuracy. By
contrast, MSF and LSF faces are detected with ainsgpeed but MSF faces are
detected more accurately than LSF faces. Thesmfisduggest that LSF support the
fast detection of faces. Occasionally, howeves 8f band also provides insufficient

detalil to locate a face at all.

A further experiment explored whether the fast ckt@ of LSF faces reflects
the colour information in these stimuli, which wast preserved in the MSF and HSF
conditions in Experiments 1 to 3. For this purpoak,stimuli were rendered in

greyscale in Experiment 4. Despite the removalhid tnformation, Experiment 4
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replicated the key findings of the preceding expents, by demonstrating similar
detection speeds for LSF and MSF faces, and wersbimance for HSF. This is an
important finding that indicates that the fast datn of LSF faces is not simply
driven by colour information. Instead these findirguggest that, despite the hugely
impoverished facial representations that theseuditiprovide (see Figures 2.2, 2.6
and 2.8), LSF faces must also contain some basictstal information that is

sufficient to support fast face detection.

A final experiment then investigated whether theent findings could reflect
a low-level image artefact, whereby observers $eacenes for SF regions with the
original scenes rather than looking for faces. kpl@e this possibility, SF was
manipulated selectively in small patches of the efabsent scenes, which
corresponded to the size and location of the fdmdqgraphs in face-present scenes.
In this experiment, detection was best once agairofiginal faces, followed by the
LSF and HSF conditions (an MSF condition was netuded in Experiment 5). In
contrast, the SF patches of face-absent scenesfiwated much less frequently than
faces, and LSF patches were not classified moraraigty, faster, or were fixated
quicker than HSF patches. These findings theresoigggest that the results of the
preceding experiments cannot be explained by aldeet image artefact, such that
observers simply search for SF regions in scemstedd, these findings suggest that
the effects of the preceding experiments refleetrgmoval of SF information from

faces

A possible explanation for the differences in detecperformance could be
that SF faces are more difficult to detect becdheg do, in fact, look less like faces.

The current data do not speak to this directly, dagervers were informed about the
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conditions prior to the experiments. In additidme tcurrent data are also consistent
with the notion that our visual system is developeddetect faces in the visual
periphery, based on LSF information (Johnson, 200®yeover, the rapid detection
of LSF and MSF faces supports the idea of a ‘quaok dirty strategy' for face
detection via low-level cue information (CrouzetT&orpe, 2011). Considering the
highly impoverished nature of the LSF faces, thighh be driven by a simple
template, such as a face-shaped oval. This notorerges with other experiments
that have shown that face detection proceeds uateddas a long as a round face-
shape is preserved (Hershler & Hochstein, 2005)thbse experiments, this was
found to be the case even when facial feature$, asithe eyes, nose and mouth, were
removed. This also converges with the current figdj which suggest that facial
features, as captured by HSF but not clearly \asibl LSF, are not of primary
importance for face detection. At the same timenesof those features, such as the
eyes, clearly help face detection when overall-&uwa#pe is compromised (see Burton
& Bindemann, 2009). Thus, face detection appearsitiece multiple sources of
information, including the detail of HSF. Howev#re current results indicate that the

facial aspects captured by LSF specifically suppieetfastdetection of faces.

The fast detection of faces might be governed mdyl the magnocellular
brain pathway. This channel reportedly supports L#86cessing (Bullier, 2001;
Livingstone & Hubel, 1988) and also appears to biged best to the detection of
faces in the visual periphery (Awasthi, FriedmanWilliams, 2011a, 2011b). By
contrast, higher spatial frequencies, which coderfivisual details of faces, are held
to be processed by a slower, ventral stream inhth@an cortex, via the fovea-

sensitive parvocellular channel (Bullier, 2001; ibiystone & Hubel, 1988; Lynch,
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Silveira, Perry, & Merigan, 1992). While the magalhalar brain pathway might
support the fast detection of LSF faces from L&FGomplex natural scenes, such as
the stimuli of the current task, the parvocellutdrannel might help to maximise
performance in the original and MSF conditionsyien LSF and MSF information
is sub-optimal or unavailable (e.g. in HSF dispjays line with this reasoning, it has
already been shown that early stages of face pgesess measured via the N170
event-related potential, operate best when LSF H&F information are both
available (Halit, de Haan, Schyns, & Johnson, 2006¢ current experiments suggest
as much, by consistently showing that performargébast in the original face

condition, in which all SF bands are preserved.

In such a framework, the SF information processgdhese two streams
essentially performs the same purpose in pardilél,proceeds at different speeds.
However, it might also be possible that LSF and Hi@ke different roles, whereby
the former is used to quickly identify possibledarandidates and the latter then helps
to confirm that a looked-at stimulus is, in factfage (for similar suggestions, see
Bindemann & Lewis, 2013). Despite the appeal ohsadramework, several aspects
of the current data speak against such a two-spageess. Firstly, in such a
framework, one might expect that faces are occa#liofixated but not detected. This
might be the case particularly under LSF, whichnsee provide very salient face
cues but little visual detail. This might be suffiat to locate stimuli that are possible
face candidates but could on occasion also befiomuit to confirm that a looked-at

stimulus is a face.

To explore this in the analysis of eye movemelrtts,gercentage of trials on

which faces were fixated and the percentage détaa which they were fixated-and-
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detected were analysed. These two measures canlsiseturned very similar values
and identical patterns across conditions, whichgests that it is unlikely that faces
were detected as possible candidates in the cuesgrdriment but not confirmed as
such. To explore this more directly, a further gsisl is conducted here to directly
assess the percentage of trials on which faces fhvexted-but-not-detectedcross
conditions. This data is given in Figure 2.14 fapEriments 2 to 4 and shows that the
percentage of these cases was generally low anlhisanross conditions. In line with
these observations, a one-factor ANOVA failed talfan effect of condition for the
percentage of fixated-but-not-detected faces ithafle experiments, dils 2.17,ps

0.15,h,° 0.19.

Figure 2.14 The percentage of fixated-but-not-dekdrials in Experiment 2 (left panel), Experiment
3 (middle panel), and Experiment 4 (right panelertical bars represent the standard error of the
means.

Secondly, in a two-stage framework one might algoeet that search times
(observers’ eye movements) and response timesctreflifferent aspects of face
detection, whereby the former measures searchikelylface candidates (and is
supported by LSF) and the latter the (search aedsibn that a fixated stimulus is, in
fact, a face (supported by HSF). Contrary to tlugsam, however, these two measures
consistently returned the same pattern across womnsliin the current experiments,

which suggests that both reflect the same undeylgnocess. This issue was explored

further by subtracting search from response tinfdege difference between these
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scores might provide a more direct reflection @ dlecisiontime that is required to
confirm that a looked-at stimulus really is a fatfethis process is separable from
search for likely face candidates, and depends raorélSF information, then this
should show an advantage for those spatial fregegnégain, however, ANOVA
failed to find an effect of condition in Experimehtand 3, bothrs 3.09,ps 0.08,
hp2 0.16 (see Figure 2.15). Experiment 4 revealedffatteof condition,F(3,63) =
6.82,p = 0.002,hp2: 0.245, but, contrary to prediction, this reflestswer decision
times for HSF than the original and MSF faces, ksth 3.45,ps 0.002 (and no
other comparisons were significant, &l 1.27,ps 0.22). Taken together, these
data suggest that face detection does not refldatosstage process, of the initial
search for likely face candidates and a subseqdeaision stage. Instead, these
processes appear to be inseparable in the cureeatigm. However, more direct

investigations of this theory are still clearly ded.

Figure 2.15 Decision times in Experiment 2 (lefhel, Experiment 3 (middle panel), and Experiment
4 (right panel). Vertical bars represent the stardlarror of the means.

At this stage, the finding that LSF facilitates @ubut not accurate detection
still raises further questionsis already known that LSF is particularly usefod
locating faces quickly in the periphery (Awasthiigeman, & Williams, 2011a), but
the current experiments also show that MSF faceslatected as fast as LSF faces

and with higher accuracy. While the current stuplpli@d SF based on the average of
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face sizes (59 (H) x 47 (W) pixels), the size afiudual faces ranged from 36 x 27 to
139 x 115 pixels. This raises the question of wletace size might have affected the
contribution of SF in the current experiments aadld have obscured the advantage
of LSF.

To begin to explore thia posteriori the response times and search times for
each face condition were re-calculated as a funafdace sizes. While face sizes
ranged from 575-10150 pixels, only very few facesasured more than 3000 pixels.
The stimuli were therefore divided into three larngm-overlapping face categories of
small, medium and large size, reflecting sizegs$ Ithan 1500 pixels, 1501-3000
pixels, and 3001-10150 pixels, respectively. Thagads illustrated in Figure 2.16. A
series of 4 (face conditions: original, LSF, MSRd&ISF) x 3 (face sizes: original,
medium, and large) ANOVAS of response times andcbeames were conducted on

this data for Experiments 2 to 4.
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Figure 2.16 Search times (left) and response ti(right) for each face condition in Experiment
2 (top panel), 3 (middle panel) and 4 (bottom panglouped by face sizes. Vertical bars
represent the standard error of the means

Generally, response times across the three expetsmere faster for original
faces, followed by MSF, LSF and HSF, particularlyen the size of the faces was
large. For Experiment 2, 3 and 4, the analysiesponse times showed main effects
of face condition (ExperimentE(3,45) = 16.30p < 0.001, pzz 0.52; Experiment 2:
F(3,39) = 25.16p < 0.001, ,°= 0.67; Experiment 3(3,39) = 8.44p < 0.001, ,°=
0.39), due to slower response times in the HSFitond, allts3 4.49,ps< 0.001
(Bonferroni t-tests witlalphacorrected ap < 0.008, i.ep = 0.05/6), and main effects
of face size (Experiment E(2,30) = 4.02p < 0.05, p2= 0.21; Experiment 2:

F(2,26) = 4.24p < 0.05, ,°= 0.25; Experiment ¥(2,26) = 7.10p < 0.01, =
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0.35), due to quicker response time in the large faze condition, ats® 2.41,ps£
0.016 (withalphacorrected ap < 0.017, i.ep = 0.05/3). For all three experiments,
the interactions between both factors were notifstgimt (Experiment 1F(6,90) =
1.11,p = 0.37, ,°= 0.07; Experiment 25(6,78) = 0.89p = 0.51, ,°= 0.06;
Experiment 3F(6,78) = 0.78p = 0.59, pZ: 0.06).

A similar pattern was obtained for search timesgcivivere generally quicker
for original faces, followed by MSF, LSF and HSEda, and also when faces were
large. A series of 4 x 3 ANOVAs of this data albowed main effects of face
condition (Experiment 1(3,45) = 30.18p < 0.001, p2= 0.67; Experiment 2:
F(3,39) = 17.06p < 0.001, ,°= 0.57; Experiment 3(3,39) = 5.96p < 0.01, ,°=
0.31), due to slower search times in the HSF candit allts® 5.93,ps< 0.001
(Bonferroni t-tests witlalphacorrected ap < 0.008 for multiple comparisons), and
main effects of face size (Experiment=[2,30) = 5.67p < 0.01, p2: 0.27,
Experiment 2F(2,26) = 3.84p < 0.05, pzz 0.23; Experiment 3(2,26) = 7.22p <
0.01, pzz 0.36), due to quicker search time in the large fsize condition, atk?3
2.54,ps£ 0.014 (withalphacorrected ap < 0.017 for multiple comparisons). None
of the interactions were significant (Experimen£(6,90) = 1.20p = 0.32, pzz
0.07; Experiment 2=(6,78) = 0.66p = 0.68, pzz 0.05; Experiment ¥F(6,78) =
0.75,p=0.62, p2= 0.05). Overall, these data therefore suggesetdeges are
detected better than smaller faces. However, th&ibation of each range of spatial
frequencies is not influenced by face sizes, comfig the advantage of MSF over

LSF for face detection.

Whereas variation in face size generally cannotagxpvhy LSF faces are

detected as quickly but less accurately than M8Edait is also possible that this
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might reflect particular stimuli, in which LSF faxare more likely to be missed. To
explore this possibility, the trials on which fasesre fixated but not detected were
also analysed for Experiments 1 to 4 (see Figuk4)2This analysis shows that such
fixated but not detected cases generally occuriddequal frequency across the SF
conditions. This suggests that the low accuracy &¥F faces is not caused by the
limitation of any single stimulus to provide visuaformation for detection. However,

other explanations for the effect of LSF on facedi&on remain of course possible.

One of these explanations might relate to the ddcéxp of faces within the
scene stimuli. LSF is particularly useful for presiag faces in the visual periphery
(Awasthi, Friedman, & Williams, 2011a). Whereas therent study shows that MSF
is most useful when faces occur at a range of simddocations. For more direct
investigations, a clearer advantage for LSF facghtntherefore be found when faces
occur at extreme eccentricity in scenes. Similatli, possible that a higher cut-off
for filtering LSF faces, such as 8 cycles/face (Athg Friedman, & Williams, 2011a,
2011b, Awasthi, Sowman, Friedman, & Williams, 20H3jit, de Haan, Schyns, &
Johnson, 2006) might enhance detection accuradhifoclass of stimuli as a

function of an improvement of contrast sensiti(fgge Campbell & Robson, 1968).

In the meantime, the question also remains of wiiatmation is preserved in
LSF faces that could drive the fast detection spéwmdthese stimuli. Colour
information facilitates detection, but only wherstis tied to face-shape (Bindemann
& Burton, 2009), and could therefore reflect onehaf diagnostic characteristics of an
LSF template. However, Experiment 4 also showed twection of LSF faces
remains as fast as for MSF faces when colour indtion is removed. Thus, LSF
faces carry additional information, beyond colotar,facilitate their fast detection.
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One possibility is that this reflects gross hotigir configural information about faces,
such as simple shading cues, from features sutieasyes, that might be preserved
in these stimuli (see Burton & Bindemann, 2009)teAlatively, this might reflect

some general dimensions, such as the height artth widaces, and the ratio of these

measures. This is explored in the next chapter.
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Chapter 3:

The Shape of the Face Template:
Geometric Ostortions of Faces and
Their Detection in Natural Scenes.
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Introduction

The experiments of the proceeding chapter consigtesmowed that very
simple visual structures containing salient coland shape cues sufficed for rapid
detection. In contrast, fine visual informationckuas the featural detail of the eyes,
nose and mouth delayed detection. This indicataes tthis process might rely on a
“quick and dirty” processing strategy that utilizealient visual cues to locate likely
face candidates (Crouzet & Thorpe, 2011). One pdsgifor such a strategy could
be based on a simple skin-coloured face-shapedlaean his idea is based on the
finding that skin-colour tones facilitate detectidrut only when this is tied to the
general shape of a head. Face detection is impdoedexample, when faces are
rendered entirely in greyscale or unnatural coloorswhen skin-colour tones are
preserved in only part of a face (Bindemann & Buyt®009). Detection performance
declines also when the general shape of a facesispted by image scrambling
(Hershler & Hochstein, 2005). In contrast, faceedBbn appears to be unaffected by
some dramatic transformations, such as the renafvthk internal facial features (i.e.
the eyes, nose, and mouth), provided that genacat$hape and colour information is

retained (Hershler & Hochstein, 2005).

Viewed together, these studies suggest that fadecttn might be
underpinned by skin-coloured, face-shaped templaisyond these findings,
however, the nature of such a template remain®llangnexplored. One aspect, for
example, that has been preserved in all previawdiest in this field is the height-to-
width ratio of faces. Considering the impoverisimedure of facial stimuli that allow
detection to proceed unhindered (e.g. Bindemann td®, 2009; Hershler &

Hochstein, 2005), such natural aspect ratios mightparticularly important for
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detection. However, while this idea seems plaus#teinteresting discrepancy exists
that might also undermine this notion. In taskg tequire thadentification of faces,
substantial geometric distortions, which dramalycaisrupt the typical height-to-
width aspect ratios of faces, do not appear tocafferformance. For example, even
when faces are stretched vertically to 150% (Binalemy Burton, Leuthold, &
Schweinberger, 2008) or 200% (Hole, George, Ea&dRasek, 2002) of their actual
size, while the original horizontal dimensions araintained, the speed and accuracy
of recognition is unaffected. This suggests alsb thice perception can be remarkably

insensitive to manipulations that grossly disttirhalus shape.

This chapter, therefore seeks to explore how fatection is affected by such
geometric distortions, to further investigate ttegune of the template that might be
used for this process. For this purpose, obsewers asked to locate faces in images
of natural scenes in a paradigm that is adopted fopeevious studies (Bindemann &
Burton, 2009; Bindemann & Lewis, 2013; Burton & Bamann, 2009). In contrast to
these studies, faces were either presented wiih ahginal aspect ratios intact or
these ratios were manipulated. The aim here wagdamine whether this would affect
the efficacy with which faces can be detected,dzprding observers’ eye movements
and response times to faces. If so, this would ssigthat these aspect ratios are an
important dimension of a face detection templatea Iseries of three experiments,
Experiment 6 explored the detection of faces inrthatural height-to-width ratio
against vertically stretched faces. Experiment ith&r investigated the effect of
stretching by equating the surface area of unsteet@and vertically stretched faces.

Experiment 8 then compared vertically and horiziyntiretched faces.
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Experiment 6

Experiment 6 examined how vertical stimulus disto$ affect face detection.
In this experiment, observers searched naturabi/stenes for frontal views of faces,
which were either presented in their original aspatio or were stretched vertically
to increase the height-to-width ratio. Two differestretch conditions were used. In
these, either the original height of the face slimas preserved but the width was
compressed by half, or the original face width vpasserved but the height was
increased to double. These two conditions thergioogide identical height to width
ratios (of 2:1), but one is comparable to the oagiface stimuli by retaining their
height, whereas the other retains their width.effedtion operates on a face-template
that is sensitive to the height-to-width ratio atés, then such geometric distortions
should impair detection. As a result, observersukhde slower to fixate these

stretched faces in visual scenes and to make apai®pletection responses.

Method

Participants

Twenty-seven undergraduate students (8 male, 18l&rfrom the University
of Kent, with mean age of 19.7 years (SD = 2.2jtigpated in this experiment for

course credit. All reported normal or correctedytomal vision.
Stimuli

The stimuli were adopted from previous detectiondigts (Bindemann &
Burton, 2009; Bindemann & Lewis, 2013; Burton & Bamann, 2009) and consisted

of 24-bit RGB photographs of 120 indoor scenes,ctviwere taken inside houses,
91



apartments and office buildings. These scene imagsssured 1000 (H) x 750 (W)
pixels at a resolution of 72 pixels/inch (subtegdinvisual angle of 3% 23.8 at a
viewing distance of 60 cm). For each scene, fousigas were prepared which were
identical in all aspects, except for the followiddferences. Three of these versions
contained a photograph of a frontal face. The fatesvn in these scenes were of
twenty unfamiliar models (ten male, ten femalejwite Caucasian origin. To ensure
that the face locations were unpredictable throughime experiment, the scenes were
divided into an invisible 3 x 2 grid of six equakyzed rectangles. Across the stimulus

set, the faces were equally likely to appear in @fryese regions.

Apart from these commonalities, the three versiohghese face-present
scenes differed in terms of the aspect ratio offdlces. In theriginal face condition,
the height-to-width ratios of all faces were prgsér However, the size of the faces
was varied across scenes, ranging from 36 (H) @\®7pixels (1.2 x 0.9 of VA) for
the smallest face photograph to 139 x 115 pixel®® (¥ 3.9) for the largest face
image (mean face image dimensions, 58.7 x 47.29{e0 x 1.6)); SD, 19.4 x 16.2
pixels (0.7x 0.5). This was done to ensure that participants caotcadopt a simple
search strategy based on the size of the faceB{sdemann & Burton, 2009). The
height-to-width ratio of these faces was also dated. Height was measured as the
maximum vertical distance between the facial boayndéthe chin and the top of the
forehead, whereas width was defined as the maximnmontal distance between the
left and right facial boundary by the ears. Acrthss stimulus set, the height-to-width
ratio ranged from 1.08 to 1.75, with a mean of (8B = 0.11). This is consistent

with the average height-to-width ratio of this ethgroup (Farkas et al., 2005).
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In the other two versions of the face-present sgetieese faces were either
stretched vertically to twice the original heighe(to be 200%), while the horizontal
dimensions were preserved, in thetically stretchedtondition, or were compressed
horizontally by half (i.e. to 50%) while the vediadimensions were preserved, in the
horizontally compressecbndition. These two conditions therefore provedgivalent
height-to-width ratios, but either only match thedit or width of the original face
stimuli. These manipulations were applied to eackhe 120 scenes, resulting in a
total of 360 face-present displays. In additiorfparth version of each scene image
was created in which the faces were absent, yigltit0 face-absent scenes. Example

stimuli can be seen in Figure 3.1.
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Figure 3.1 Example stimuli for Experiment 6, delpigta scene without face (top left), and faced t
original (top right), horizontally compressed (bamti left), and vertically stretched condition (batto
right).

Procedure

In the experiment, participants’ eye movements weeked using an Eyelink
Il head-mounted eye-tracking system running at 500 sampling rate and SR-
Research ExperimentBuilder software. Viewing wasobular but only the
participants’ dominant eye was tracked. To calidbthie eye-tracker, the standard 9-
point Eyelink procedure was used. Thus, participdixated a series of nine targets
on the display monitor. Calibration was then vakdaagainst a second presentation

of these targets. If the latter indicated poor meawment accuracy (i.e. a mean
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deviation of more than®lof participants’ estimated eye position from thegéd),

calibration was repeated.

In the experiment, a trial began with an initialftdcorrection for which
participants were required to focus on a centrajeta A scene stimulus was then
shown until a response was registered. Participarte asked to decide whether a
face was present or absent in the scene by presesm@f two possible buttons on a
standard computer keyboard. Participants were nmédr in advance that the faces
could appear distorted in these scenes. Regardi¢bss, participants were requested

to respond as quickly and as accurately as pogsiltee faces.

A total of 360 trials was shown to each participambich consisted of 240
face-absent trials and 120 face-present trials.f&@e-present trials, 40 scene stimuli
were shown in each of the experimental conditioorsgipal, vertically stretched,
horizontally compressed). The scene stimuli wettateol around these conditions
across participants, so that each scene was sholyroce to an observer in any of
the face-present conditions. However, the presentaif the scenes was
counterbalanced across participants, so that emetesvas equally likely to appear in
any of the conditions over the course of the expeni. All trials were presented in a

randomly intermixed order.

Results

To assess detection performance, observers’ agc(¥gcand response times
(median correct RTs) were analysed first. This datarovided in Figure 3.2 and
shows that detection accuracy was comparable inotiggnal and the vertically

stretched condition but was reduced for horizoptalbmpressed faces. These
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observations were confirmed by a one-factor wittubject ANOVA which showed a
main effect of face typeF(2,52) = 100.31,p < 0.001, p2 = 0.79. Post-hoc
comparisons using Tukey HSD test showed that acgunaas reduced for
horizontally compressed faces compared to theigirmal and vertically stretched
counterparts, botlys 16.60,ps < 0.001,ds 4.84. In contrast, performance for

original and vertically stretched faces did notetifqg = 1.40,d = 0.51.

Observers’ response times revealed a similar pat#rone-factor within-
subject ANOVA also revealed a main effect of fageet F(2,52) = 116.59p < 0.001,
p2 = 0.82. Tukey HSD test showed that original andie&ly stretched faces were
detected faster than horizontally compressed fdusbh,gs 16.80,ps< 0.001,ds
3.40. In addition, response times were faster tdoadly stretched than original faces,

but this differences was not reliabter 3.35,d = 1.32.

In addition, the median time that was requireditst fixate the faces in the
visual scenes was also analysed. Theesech timesvere calculated for correct trials
only and provide a more direct index of the seaaftbrt that is required to detect a
face than button presses (i.e. response times)selTlege movements were pre-
processed by integrating very short fixations (< ®8) with the immediately
preceding or following fixation if it lay within a degree of visual angle. The
rationale for this was that such short fixationpi¢glly result from false saccade

planning (see Rayner & Pollatsek, 1989).

As expected, search times were considerably fdktar observers’ button
presses but reveal a similar pattern, whereby datection appeared to be impaired in

the horizontally compressed condition (see Figufd.3Accordingly, a one-factor
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within-subject ANOVA of this data showed a maineeff of face typeF(2,52) =
50.44,p < 0.001, p2 = 0.66, due to slower response to horizontally massed faces
than their original and vertically stretched cauparts, botlgs 11.86,ps< 0.001,
ds 2.22 (Tukey HSD). In contrast, the search timastlie original and vertically

stretched faces did not diffey,= 0.84,d = 0.30.
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Figure 3.2 Detection accuracy (%), response tinms)( and search
times (ms) for the face-present conditions in Expent 6. Vertical
bars represent the standard error of the meanseFaltsent trials:
accuracy = 99.0% (SE = 0.1), response times = 18E3(SE =
124).
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Discussion

This experiment examined whether face detectioaffescted by the vertical
distortion of faces. For this purpose, the detectipeed and accuracy of unstretched
faces, which were presented in their original disiens, was compared with faces
that were stretched vertically or compressed hatelty. Stretching impaired both the
speed and accuracy of face detection. Howevergtfest was obtained only for faces
that were “stretched” by compressing their width. dontrast, when faces were
stretched to twice their original height, they wdstected as well as their unstretched

counterparts.

These results therefore appear to be inconclusagarding the effect of
stretching on face detection. However, a simplelamgiion might exist for the
discrepancy between the horizontally compressed tmed vertically stretched
condition. These conditions were designed to bepavable to the original stimuli by
retaining either the height (in the horizontallyngaressed condition) or width (in the
vertically stretched condition) of these faces. Asresult of this manipulation,
however, the faces in the different detection cobowl$ differ in terms of their surface
area. In the horizontally compressed condition, deample, this area is reduced to
half of the original face stimuli, with a corresmmg increase in the vertically
stretched condition. Surface area is known to &ff@ece detection, whereby smaller
faces are more difficult to detect than large fa@sdemann & Burton, 2009). This
raises the possibility that the effect of facetstieng was masked in Experiment 6 by
the differences in surface area between conditibms . conceivable, for example, that

the detection of vertically stretched faces waso alsipaired compared to the
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unstretched originals, but this effect was offsgtilie increase in surface area in the

former condition. This possibility is explored ixferiment 7.

Experiment 7

In Experiment 6, face detection was impaired forizemtally compressed
faces, but not for faces that were stretched \alyicThese conditions were matched
in terms of their height-to-width ratio but diffefan the surface area of the face
stimuli. This raises the possibility that the effeof face stretching were offset by
differences in area size. To dissociate the effettsurface area and stretching, face
detection was assessed with four new conditioriSxiperiment 7. These comprised
two conditions in which the original height-to-whtgratios of faces were retained.
However, in one of these conditions the faces wpeesented at the same size as in
Experiment 6, while, in the other, the size of thees was increased to double their
surface area. The faces were compared with twiécked conditions. Both of these
provided altered height-to-width ratios by stretghfaces vertically by 100% relative
to the horizontal dimension. However, in one cdodit the overall size of the
stretched faces was adjusted so that the surfazeveas equated with the original
face stimuli, whereas, in the other, surface ar@s wlso doubled. In line with
previous findings, a detection advantage was erpefudr the large face conditions
(see Bindemann & Burton, 2009). In addition, ifesthing exerts an effect that
operates independent of size, then face detectionld be impaired in the stretched

face conditions.
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Method

Participants

Twenty-four undergraduate students (1 male, 23 lienfeom the University
of Kent, with a mean age of 20.1 years (SD = 38)ticipated for course credits.
None of them had patrticipated in Experiment 6 dhdegorted normal or corrected-

to-normal vision.

Stimuli and procedure

The stimuli were identical to Experiment 6, exc&ptthe following changes.
In this experiment, four face-present scenes weackided. These consisted of the
original face stimuli (in theriginal condition) and a corresponding set of scenes, in
which the height-to-weight aspect ratio was retdibet the size of the faces was
adjusted to double the surface area (indhginal large condition). In addition, two
stretched versions were created, in which the heiglith ratio was increased by
stretching faces vertically by 100% relative to bogizontal dimension. However, in
one of these conditions, the face dimensions wejuested further so that the surface
area matched that of the original faces (in $eetchedcondition). In the other
condition, stimulus size was increased so thataserfarea was at twice its original
size (in thestretched largecondition). Applying these manipulations to the012
original face-present scenes resulted in a totdiBof experimental displays. Example

stimuli are shown in Figure 3.3
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Figure 3.3 Example stimuli for Experiment 7, deipigtfaces in the original (top left), original laeg
(top right), stretched (bottom left), and stretchadje condition (bottom right).
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As in Experiment 6, each participant was showntB@ds in a randomly
intermixed order, comprising 120 face-present adt@glfAce-absent scenes. The face-
present trials consisted of 30 scenes in eachedfollr experimental conditions
(original, original large, stretched, stretchedy&gr As in Experiment 6, the stimuli
were rotated around these conditions across olrsetugt each scene was equally

likely to appear in each condition over the cowkthe experiment.
Results

The data was analysed as in Experiment 6 and igida® in Figure 3.4.

Accuracy was generally higher in the unstretchedh tthe stretched conditions, and
also when the surface area was increased to the®riginal size. A 2 (face type:
original vs. stretched) x 2 (face area: originallasge) ANOVA showed a main effect
of face typeF(1,23) = 30.64p < 0.001, p2: 0.57, a main effect of face arég1,23)
=46.12p<0.001, p2: 0.67, and an interaction between both factef$,23) = 8.51,
p <0.01, p2 = 0.27. Analysis of simple main effects revealedeffiect of face type
for targets with the original aref(1,23) = 39.91p < 0.001, pzz 0.63, but not for the
two large-area condition§;(1,23) = 2.28p = 0.14, p2 = 0.09. In addition, a simple
main effect of face area was found for origirfg(1,23) = 9.85p < 0.01, p2 = 0.30,

and stretched faceB(1,23) = 41.80p < 0.001, ,°= 0.65.

Response times were analysed next. An analogou? AMOVA of this data
also showed a main effect of face typél,23) = 27.03p < 0.001, p2 = 0.54, a main
effect of face ared;(1,23) = 128.90p < 0.001, p2 = 0.85, and an interaction between
factors,F(1,23) = 5.85p < 0.05, p2 = 0.20. Analysis of simple main effects showed

an effect of face area for origin&(1,23) = 33.65p < 0.001, pzz 0.59, and stretched
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faces,F(1,23) = 105.29p < 0.001, p2 = 0.82. These were complemented by simple
main effects of face type for faces in their oraisize,F(1,23) = 24.57p < 0.001,

o»°=0.52, and in a large siz&(1,23) = 5.74p < 0.05, ,°= 0.20.

The analysis of eye movements also showed a madactedf face type,
F(1,23) = 15.51p < 0.001, p2 = 0.40, due to faster search times for unstretched
faces, and a main effect of face arfed,,23) = 47.51p < 0.01, p2 = 0.67, with faster
search times for the larger faces. The interadb@mnveen factors was not significant,

F(1,23) =0.17p < 0.68, ,* = 0.01.
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Figure 3.4 Detection accuracy (%), response tinms)( and
search times (ms) for the face-present conditiariSxiperiment 7.
Vertical bars represent the standard error of theams. Face-
absent trials: accuracy = 99.0% (SE = 0.2), respotimes = 1666
ms (SE = 119).
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Discussion

To provide a stronger test for the notion that fdegection is affected by
vertical distortions, the surface areas of undtedcand stretched faces were equated
in Experiment 7. Moreover, to assess whether thectsf of stretching and area are
dissociable, two conditions were included, in whibke original surface area of the
face stimuli was either preserved or doubled.ne kvith previous work, a clear effect
of face area was found, whereby both unstretcheldstretched faces were detected
faster in the large area conditions (see Bindenm&@rBurton, 2009). In addition, a
separate effect of stretching was found, wherelbgdavere detected faster in their
original height-to-width ratios than in the stretdhconditions. This was evident in
response times and eye movements, which indicaggghis effect arises during the

search for faces.

These findings help to clarify the results of Expmmt 6. In that experiment,
the stretched faces were equated to their origioahterparts either in terms of their
height or width. However, this manipulation alseuked in unequal surface areas for
the faces across all conditions. As a consequehe&s impossible to separate the
effect of face area from stretching. In contrastpé&iment 7 shows clearly that
stretching impairs detection performance when tiréase area of faces is controlled
across conditions. In contrast to face recognitiwhich appears to be unaffected by
the same geometric distortions (Bindemann, Burtorythold, & Schweinberger,
2008; Hole, George, Eaves, & Rasek, 2002), thesdtsesuggest that detection relies
on a template that incorporates the typical heightidth aspect ratios of faces. So

far, however, the current experiments have expldnegi notion only with vertically
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stretched faces. In a final experiment, verticalhd horizontally stretched faces are

compared.
Experiment 8

In contrast to the preceding experiments, which mamad faces in their
original aspect ratios with vertical stretches, therent experiment included faces
that were also stretched horizontally by 100%,waé of the original face width.
Face recognition appears to be unaffected by bgibst of stretches (Bindemann,
Burton, Leuthold, & Schweinberger, 2008; Hole, GgprEaves, & Rasek, 2002). In
turn, it is important to assess whether detectoonily impaired by vertical or also by

horizontal distortions of the typical height-to-whdaspect ratios of faces.

Method

Participants

Thirty-two undergraduate students (3 male, 29 fejnfrom the University of
Kent, with a mean age of 19.3 years (SD = 1.0)i@pated for course credits. None
of these students had participated in the preceexpgriments. All reported normal

or corrected-to-normal vision.
Stimuli and procedure

The stimuli and procedure were identical to Expenin7, except for the
following changes. In addition to the 120 origif@ate-present scenes, in which faces
were presented in their natural height-to-widthoraivo more versions were created

of each scene. One of these versions consistecerically-stretched faces from
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Experiment 7, which matched the surface area obtiginal faces. The other version
consisted of horizontally-stretched faces. Thesedawere prepared in the same
manner as their vertically-stretched counterpaxsept that the opposite height-to-
width ratio was used. This resulted in a total 60 lisplays, comprising 120 scenes
for each of the face-present conditions (originadrtically stretched, horizontally

stretched). Example stimuli are shown in Figure 3.5

In the experiment, each observer was shown 240dbsent and 120 face-
present displays (40 displays for each of the palgihorizontal stretched and vertical
stretched faces) in a randomly-intermixed orderirAgrevious experiments, the face
stimuli were rotated around the three face-presentitions across observers, so that
each face-present scenes was only encountered butall scenes were equally

likely to appear in each of the face conditionsrdtie course of the experiment.
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Figure 3.5 Example stimuli for Experiment 8, deipigtfaces in
the original (top), horizontally stretched (middl@nd vertically
stretched condition (bottom).
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Results

The data from one participant, whose search timesewnore than five
standard deviations from the group mean, was erdiddom all analysis. For the
remaining 31 observers, accuracy, reaction times sgarch times are shown in
Figure 3.6 A one-factor within-subject ANOVA showadmain effect of face type,
F(2,60) = 9.85p < 0.05, p2 = 0.25. Tukey HSD test shows that this reflecthioed
detection accuracy for vertically and horizontadlyetched faces compared to their
original counterparts, bots = 5.44,ps< 0.001,ds 1.12, while the two stretched

conditions did not differ from each others= 0.00,d = 0.00.

A similar effect of face type was also found fospense timesk(2,60) =
26.63,p < 0.001, ,* = 0.47, and search time&(2,60) = 16.01p < 0.001, ,° = 0.35.
For both measures, Tukey HSD showed that the @lidaces were detected faster
than their vertically and horizontally stretchedioterparts, algs 5.96,ps < 0.001,
ds 1.32. In both response and search times, the twetcked conditions did not

differ from each other, botfps 1.65,ds 0.31.
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Figure 3.6 Detection accuracy (%), response tinmas)(and
search times (ms) for the face-present conditions i
Experiment 8. Vertical bars represent the standandr of
the means. Face-absent trials: accuracy = 99.0% {SE?2),
response times = 2007 ms (SE = 137).
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Discussion

The results of this experiment confirm that facdedion is affected by
vertical distortions and extend this finding to i@ontally stretched faces. As in
Experiment 7, this effect was found despite thé tlaat these stretched faces matched
the surface area of their unstretched counterpahis. finding then suggests that face
detection relies on a template that utilizes typiwaight-to-width aspect ratios of

faces. These findings are discussed in the GebDégalission.

General Discussion

This study examined whether geometric distortidmg,stretching faces to
manipulate their natural height-to-width aspectoraimpairs person detection. The
impact of stretching on detection performance was agbvious when faces were
equated to their original, unstretched counterpiarteerms of their height or width
dimension (Experiment 6). However, a clear effecstoetching was obtained when
the original and distorted faces were matched Heirtsurface area (Experiment 7),
and this was found for both vertically and horizadiytstretched faces (Experiment 8).
This effect was evident in the accuracy and spdembservers’ detection responses
and also in the initial eye movements to facesctvimdicates that it arises during the
searchfor faces in natural scenes. Moreover, this effeas found despite the fact
that observers were informed of the stretched ¢acelitions prior to the experiment.
Taken together, these results suggest that thet effestretching on face detection is

remarkably robust.

112



The question arises of which aspect of faces clsatmyempair detection when
these stimuli are stretched vertically or horizdigtaOne possibility is that this
manipulation distorts internal facial features,tloe distances between these, which
then impairs detection. However, scrambling or remhaf internal features only
appears to impair face detection when the outlinaaes is also disrupted and these
are presented in unnaturalistic scenes (see GamMdohaine, & Nakayama, 2008;
Lewis & Edmonds, 2003, 2005). By contrast, detectiwoceeds unimpaired when
internal features are scrambled or removed, praoviti@t a general face outline is

preserved.

In conjunction with the findings of the experimemsesented here, this
suggests that the height-to-width aspect raticaoé$ is a specific component of the
cognitive template that is utilized for detectidrhe findings from Chapter 2 already
suggest that this template might rely on a “quiokl airty” processing strategy that
utilizes some salient but simple visual cues taledikely face candidates. These
simple cues containing only colour and face shageld®een shown to help rapid face
search but higher detail structure of the eyesnts® and mouth delay detection. This
addresses the importance of skinn colour face steapplate for rapid detection. In
consistent with previous detection studies, it bagen shown, for example, that
detection proceeds unhindered when internal (yes,enose and mouth) or external
facial features (e.g. face outline, hairstyle) e@enoved, as long as an oval face-
shaped template is preserved (Hershler & Hochsg005). Face detection is also
facilitated by skin-colour tones but only when these tied to the shape of a face
(Bindemann & Burton, 2009). In contrast, detectp@rformance is impaired when

overall face-shape is destroyed by image scramlgliegshler & Hochstein, 2005) or
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bit-part deletion (Burton & Bindemann, 2009). Takegether, these results indicate
that face detection might be driven by a simplensialoured face-shape template.
The experiments in this chapter add to these fogglloy suggesting that this template

utilizes the natural height-to-width ratio of fadesaid detection.

To explore the role of such aspect ratios for fdetection, the current study
stretched faces vertically or horizontally to 20086 their original size, while
maintaining the size of the orthogonal dimensionhil#/ this is a dramatic
transformation, the question arises of whether dbgnitive detection template is
sensitive to smaller distortions that reflect naturetween-subject variation of facial
height-to-width ratios. To begin to explore tlaigposteriorj the response times to the
original faces were calculated across all threeearpents as a function of their
height-to-width ratio. While these ratios rangeahfr1.08 to 1.75, only very few faces
had such extreme ratios. The stimuli were therefdnaded into larger non-
overlapping face categories with height-to-widthasthat were close to 1.2, 1.4, 1.6
and 1.8. A one-factor ANOVA of this data, whichillastrated in Figure 3.7, showed
an effect of ratioF(3,269) = 14.48p < 0.0%, which reflects slower responses to
faces in the 1.2 and 1.8 categories than for theibtermediate face ratios (Tukey
HSD, allps< 0.01). A similar pattern was obtained for sednetes,F(3,241) = 3.45,

p < 0.05, which were slower for the 1.8 than the dn@ 1.4 categories (botfs <
0.05), while faces with a 1.2 ratio did not diffeom any of the categories. Overall,

these data therefore suggest that face detectibasiswith height-to-width ratios in

! Some participants failed to record a single corresponse in some of the height-to-width
categories. Because of these missing data poiftfO\AA was computed on a between-
subjects basis.
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the range of 1.4 to 1.6. This conclusion is draemtdtively, as these ratios were not

manipulated systematically across our scenes.

Figure 3.7 Response times (ms) and search timeésf¢mthe original face stimuli in Experiments 6 to
8, grouped by height-to-width ratio. Vertical baepresent the standard error of the means.

The effect of geometric distortions on face detetis interesting considering
that observers appear insensitive to subtle diffege in the height-to-width ratio of
individual faceidentities(Sandford & Burton, 2014), and as perseoognitionis also
unaffected by the drastic manipulations that ingzhithe detection of faces in the
current experiments (see, e.g. Bindemann, Burtenfhold, & Schweinberger, 2008;
Hole, George, Eaves, & Rasek, 2002). This diffeaéngéensitivity to geometric
distortions converges with other recent findingsnticate that detection differs from
other tasks with faces (Bindemann & Lewis, 2018)this respect, it is interesting to
note that face detection might also differ from pleeception of non-face stimuli, such
as natural and urban scenes, which also appear tosbnsitive to substantial linear
distortions (e.g. up to 52%, see Kingdom, FieldO&énos, 2007; see also Cultting,

1987).
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Chapter 4:

Summary, Conclusions and

Future Research
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4.1 Summary and Conclusions

This thesis investigated how human observers déees in complex natural
scenes. The process of face detection appearsdigtbect from other tasks with faces
(Bindemann & Lewis, 2013). However, in contrasfdoe tasks such as identification
(see, e.g. Bruce & Young, 1986; Burton, Bruce, &nkion, 1990; Burton, Jenkins,
Hancock, & White, 2005), matching (Burton, White McNeill, 2010; Clutterbuck &
Johnston, 2002; Johnston & Bindemann, 2013), amatiemrecognition (e.g. Calder,
Burton, Miller, Young, & Akamatsu, 2001; Calder &WMng, 2005), detection has
been studied comparatively little. The availableernce demonstrates that detection
is rapid, so that eye movements to faces are tedtian just 100 ms (Crouzet,
Kirchner, & Thorpe, 2010; Fletcher-Watson, Findlagekam, & Benson, 2008), and
automatic (Lewis & Edmonds, 2003, 2005; Crouzealet2010). This suggests that
face detection might be driven by a ‘quick andydiprocessing strategy that relies on
simple visual cues (Crouzet & Thorpe, 2011). Onssfmlity is that such a strategy is
based on a skin-coloured face-shape template (Biade & Burton, 2009; Hershler

& Hochstein, 2005).

This idea derives from the observation that detects impaired when faces
are rendered in greyscale, appear in unnaturauceliirough hue-reversal, or when
colour information is preserved in only part ofaxd (Bindemann & Burton, 2009).
Similarly, detection performance declines when $aaee presented in their natural
colours but shape information is disrupted throsgtambling (Hershler & Hochstein,
2005), inversion (Garrido, Duchaine, & Nakayama)&Q or part deletion (Burton &
Bindemann, 2009). This indicates that shape oruroklone cannot account for

optimal performance in face detection, but workamjunction.
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However, other facial information appears to beontgnt for detection too, as
faces are still detected when shape and colournrdtion is disrupted. Under these
conditions, detection appears to be supported d&tyifes, such as the eyes (Burton &
Bindemann, 2009). Indeed, a simple configuratiofoaf dots, to represent two eyes
above a central nose and mouth, is enough to @itdation (Johnson, Dziurawiec,
Ellis, & Morton, 1991; Macchi, Simion, & Umilta, 2Q) and initiate responses to
face-like regions (Awasthi, Friedman, & WilliamsQ2lb, Nestor, Vettel, & Tarr,
2013; Simion, Farroni, Cassia, Turati, & Barba, 208imion, Macchi, Turati, &
Valenza, 2003). Similarly, a simple black-white trast of Mooney faces, which
contain featural patterns, can be accounted i@ (Andrew & Schluppeck, 2004;
George, Jemel, Fiori, Chaby, & Renault, 2005). Byitrast, disruption of such a
pattern through inversion (Garrido, Duchaine, & Bgkma, 2008) or feature
scrambling delays performance (Hershler & Hochst2@©5). Thus, internal features
also help to support detection. However, the qaesérises of how salient visual
cues, such as general shape and colour informatimhmore detailed cues, such as

features, are prioritized for detection.

This thesis examined this question over a seriegigifit experiments, by
applying several new manipulations. Chapter 2 bdyamvestigating how shape and
features are integrated into a face-template dudetgction by isolating information
from different spatial frequencies (SF). Specifigabbservers were asked to find
faces in scenes that were presented in their aligmtact spatial frequency content or
in which only low (LSF), mid (MSF) or high (HSF) &l frequencies were
preserved. These conditions either presented Eogke- luminance variation (in LSF)

and should therefore preserve salient visual cudg such as colour and shape, or
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small-scale luminance variation (in HSF), whichgames finer visual detail, such as
the eyes, nose and mouth. MSF provided an inteatedevel of detail, between

these two spatial bandwidths.

By comparing performance for these SF conditiof® &xperiments in
Chapter 2 sought to determine which informatioreef face detection. Thus, if
detection is driven by a ‘quick and dirty’ procegsstrategy that utilizes only simple
visual cues such as a skin-coloured face-shapeplaésn then detection performance
should have been best for LSF. In contrast, if fingual details, such as that
contained in internal facial features, are impdrteom detection, then HSF should
have been the most useful condition for this pugpé&#ally, if detection requires the
combination of both shape and feature informatibven MSF, which provides an
intermediate level of detail (i.e. gross detail stifape and features), should have

yielded the best results.

In Experiment 1, SF was manipulated by filteringe tantire scene area.
Accuracy, response times, and eye-movements weoeded to assess face detection.
Under these conditions, detection accuracy wasfbe&ices in the original and MSF
scenes, and lowest for LSF and HSF scenes. Inasinfaces were detected fastest in
the original condition, but both MSF and LSF favese also detected faster than in
the HSF condition. The eye movement data confirthede response-time findings
by showing the same pattern in search times. Tboaracy, response times and search
times therefore consistently showed best detedtiothe original scenes, followed by
MSF scenes, and worst detection for HSF. By contth®&se measures provided
conflicting results for the LSF condition, as thesees were detected with low

accuracy but, when detected, they were respondedicély.
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However, because the entire scene stimuli wererddt to produce the
different SF conditions in Experiment 1, it was gibte that the pattern of results
might not reflect the effect of different SF on datetection but might reflect scene
processing instead. To explore this issue, SF whsapplied to the face photographs
that were embedded within these scenes in ExpetiBenwhereas the scene
background was now left intact. And in Experimens8 was only applied to the face
image within these photographs. In both experimensmilar pattern to Experiment
1 was found. Thus, the original faces were detebe=l, both in terms of accuracy,
response and search times, and performance wasedm=te for MSF and worst for
HSF faces. As in Experiment 1, the LSF faces wie @etected as quickly as MSF
faces in Experiment 2 and 3. In contrast to Expenitril, however, LSF faces were
also detected more accurately than the HSF conditiothese experiments. Thus,
detection accuracy for LSF faces was improved bygipudating the SF content of the
faces in the scenes only. Taken together, thedenfis further support the notion that
an intermediate level of detail, such as MSF, & ber face detection. However, LSF
faces are detected as quickly as MSF, which sugbastthis SF band in particular
supports théast detection of faces. Occasionally, however, LSBrmation also can
be more limiting than MSF and lead observers tosnfigges entirely in complex

natural scenes.

The original scene stimuli in Experiments 1 to Jevalways shown in their
natural colours. However, during filtering this @ot information is preserved only in
LSF, whereas MSF and HSF faces are essentiallyereddn greyscale. As colour
faces are easier to detect than greyscale face8(sdemann & Burton, 2009; Lewis

& Edmonds, 2003, 2005), this raised the possibtligt the performance in the SF
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conditions was determined by different cues. FoF li&ces, this might have reflect
the available colour information in Experimentsol3 rather than SF content. The
detection of MSF and HSF faces, on the other haanght have been supported by the
SF content of these stimuli rather than colour cues explore this possibility,

Experiment 4 assessed face detection by renddtisgynauli in greyscale.

Despite the removal of colour information, Expemnd replicated the key
findings of the preceding experiments, by showimag tletection was fastest and most
accurate for original and MSF faces and worst &mef in HSF. Most importantly,
detection of LSF faces was still as fast as MSH) loo terms of response and search
times. This finding converges with the precedingesknments and demonstrates that
the speed advantage of LSF faces is not deternsimedly by colour content, but

must be related more directly to the SF.

The final experiment of this chapter then invesedawhether the current
findings could reflect an artefact that arises frahe manipulations that were
employed in Experiments 2 to 4. In these experigjetite SF content of the face
regions was selectively filtered while the scenekiggpound remained intact. This
raised the possibility that these scene regionsebom stood out to observers and
attracted their attention, rather than the facetardnof these regionper se To
investigate this possibility, which receives supgoom the finding that small blurred
regions within images can attract observer’'s fowdi (Smith & Tadmor, 2013),
Experiment 5 included additional face-absent caowlét in which patches of LSF and
HSF content were embedded within scenes. Theseakgs matched the location

and size of the faces in the face-present countstpa
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Consistent with all of the preceding experiments otriginal faces were
detected better than LSF faces whereas performaase worst for HSF faces.
Crucially, however, the face-absent scenes withLtBE patches were not classified
more accurately or faster, and the patches weréxatéed quicker, than those in HSF
scenes. Moreover, the percentage of trials in withelse regions were fixated was
low compared to face-present scenes. These findimegefore suggest that the results
of Experiments 2 to 4 are not simply an artefadhefexperimental manipulations but
reflect the role of specific spatial frequency féace detection. Overall, the
experiments in Chapter 2 therefore provide consisteidence that LSF and MSF

information support the rapid detection of faces.

While the experiments in Chapter 2 suggest that LBf6rmation is
particularly useful for the fast detection of facéke question arises of which
information is preserved in LSF faces that could/arsuch effects. It is already
known that colour information facilitates detecti@o this could be one of the visual
characteristics that drives such effects (Bindem&nBurton, 2009). However, the
detection of LSF faces also remained fast whenucal@ormation was removed in
Experiment 4. The detection of LSF faces must theeebe facilitated by further
information. Chapter 3 examined whether this infation might reflect the basic

dimensions of a face-shape template, such asnergleheight-to-width ratio.

To investigate this question, geometric distortisrese applied to the faces in
the scenes, by stretching these stimuli selectivrelgither a vertical or horizontal
plane, while the orthogonal dimension remainedcintd such geometric distortions
delay detection, then it would suggest that thenmabiheight-to-width ratio of faces is

an important aspect of the cognitive template fetedtion. In Experiment 6,
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observers searched for faces that were eithecke@tvertically to twice the original
height (i.e. to be 200%), while the horizontal dnsi®ns were preserved, in the
vertically stretchectondition, or were compressed horizontally by t{a#. to 50%)
while the vertical dimensions were preserved, ie torizontally compressed
condition. These stretching manipulations werewderifrom a previous study on face
recognition (Hole, George, Eaves, & Rasek, 2002) amere compared with an
original condition, in which faces were shown ieitractual height-to-width ratios. In
comparison to the original condition, the vertigalstretched and horizontally
compressed conditions provide identical height-tdtwratios (of 2:1), but one was
comparable to the original face stimuli by retagitmeir height whereas the other

retained their width.

In Experiment 6, stretching impaired the speedacwliracy of face detection,
but this effect was observed only with faces thatenmanipulated by compressing
their width. By contrast, vertically stretched faceere detected as well as their
unstretched counterparts. These results were trerehconclusive regarding the
effect of stretching on face detection. Howeverilevthese conditions were designed
to be comparable to the original stimuli by retagieither their height (in the
horizontally compressed condition) or width (in thertically stretched condition), the
faces differed in terms of their surface area acmnditions. As this is known to
affect face detection, whereby smaller faces areendifficult to detect than large
faces (Bindemann & Burton, 2009), further experiteesmere conducted. Experiment
7 altered height-to-width by stretching faces waity by 100% relative to the
horizontal dimension, but also controlled the stefarea across the original and the

stretched condition. Two different surface areasevapplied. In one, the overall size

123



of the stretched faces was adjusted so that tHacguarea was equated with the
original face stimuli. In the other, the surfaceanof faces was doubled, both in the

original and the stretched condition.

In support of previous work, a clear effect of sgd area was found, such that
unstretched and stretched faces were detected fadtee larger area conditions (see
Bindemann & Burton, 2009). This was accompaniedaby effect of stretching,
whereby faces were detected slower in the stretcdwedlitions than when their
original height-to-width ratios were preserved. €ally, this effect of stretching held
when surface area was controlled across conditemis as indicated by response
times and eye movements, arose during the searcfades. These results were
confirmed by a final experiment that compared deiacperformance for original,
vertically and horizontally stretched faces (Expemnt 8). Together, these
experiments clearly show that these geometric distes disrupt face detection. In
turn, these findings suggests that detection retiesthe typical height-to-width

aspects of faces.

These findings are interesting considering that faecognition appears to be
completely unaffected by similar distortions (BintEnn, Burton, Leuthold, &
Schweinberger, 2008; Hole et al., 2002) and corevength recent claims that
detection is separable from other tasks of facemd@nann & Lewis, 2013).
However, while the experiments in Chapter 3 revkalimportance of retaining the
general height-to-width ratios of faces to optimdzetection, the results also suggests
that detection is sensitive to smaller distortioighese ratios that reflect between-
subject variation in identity. For the face stimusied in the current experiments, the

ratios for the original face stimuli ranged from08.to 1.75. Within this range,
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detection performance was best for faces withia cdtbetween 1.4 and 1.6, whereas
more extreme ratios, outside of this range, appedce delay observers’ eye
movements to faces and their responses. A potdmiahtion of this finding is that
only very few face stimuli displayed more extremeight-to-width ratios. Thus,

further work is needed to explore this particutmuie more thoroughly.

A number of conclusions can be drawn from the arpants in Chapter 2 and
3. Firstly, the finding that LSF information supisthe detection of faces in Chapter
2 is consistent with the notion that this processlriven by low-level information
(Crouzet & Thorpe, 2011), such as a simple fac@shamplate. Previous research
suggests that face detection remains fully effectithen a simple oval face-shape is
preserved, even when facial features, such asyéhg® @ose and mouth are removed
(Hershler & Hochstein, 2005). The current resutteverge with these findings by
showing that highly blurred (LSF) stimuli, whichlgmpreserve the broadest detail of
a face, are sufficient fdastdetection. However, the experiments in Chapterggjsst
that the original height-to-width ratios of facesght form part of such a detection

template.

Secondly, while detection was very fast for LSFefacthese faces were
missed more frequently than the MSF and originak$ain Chapter 2. Thus, LSF
information is not sufficient to always suppe@rtcuratedetection. Moreover, even
when LSF is removed — for example, in the HSF dimai— the majority of faces
were still detected in the visual scenes. Similaslijile performance was impaired for
stretched faces in Chapter 3, these were stillctksdeon the majority of trials (i.e. >
75%) and, on average, in under a second. Thesendgsdndicate clearly that

additional sources of information, other than apernLSF face-shape, contribute to
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detection. The visibility of the eye regions inaaé might provide one source of such

alternative information (see Burton & BindemannQ2p

Thirdly, these findings suggest that tiast detection of faces is supported by
the ‘quick and dirty’ processing channel of the macgllular pathway (subcortical
route), which specifically supports the processindg SF (Bullier, 2001; Livingstone
& Hubel, 1988). This channel also appears to bteduiest for processing faces in the
visual periphery (Awasthi, Friedman, & Williams, Pa, 2011b), which is important
for detection. By contrast, the fine visual det#HilHSF is likely to be processed via
the fovea-sensitive parvocellular channel in vdrgnia@am (Bullier, 2001; Livingstone
& Hubel, 1988; Lynch, Silveira, Perry, & MerigarQ92). This slower channel might
help to maximise performance in the original and Ai®nditions, or when LSF

information is sub-optimal or unavailable, suchrablSF displays.

One way to integrate these observations could thetection model in which
the two channels - the magnocellular and the pa&iudar brain pathways - process
facesin parallel but at different speeds in a horse-race modelodting to such a
model, salient visual content, such as LSF inforomatind basic height-to-width
ratios, is normally processed faster and therefoovides a detection advantage in
terms of speed. However, when such informationosimomised — for example,
when faces with highly unusual height-to-width eatare encountered — other visual
content, such as the finer visual detail of HSFK;dbges the primary information
source for detection. This model could explain va®gection is fastest for LSF but
also why faces can still be detected from the stcawmel less accurate HSF cues. The
combination of different information sources, sumh LSF and HSF information,

within such a model could also explain why perfongeis maximised in the original
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and MSF face conditions (which contain both LSF &®F ranges or intermediate
content). In further support of such a model, is l@ready shown that early face
processing, which is reflected in the N170 eveldtegl potential, is best when both

LSF and HSF information are available (Halit, deaRlaSchyns, & Johnson, 2006).

The current experiments might also serve to rukesome alternative models
of face detection. For example, it is possible thetection might reflect a sequential
two-stage process, comprising the initial search likely face candidates and a
subsequent decision stage to confirm that a locatedulus is, in fact, a face.
According to such an account, LSF might supportfés¢ localization of likely face-
shapes whereas HSF is then utilised for confirmatitowever, several aspects of the
current data argue against such a sequential @gesnodel. In such a framework,
one might expect that faces are occasionally fikate likely face candidates, but not
detected due to insufficient information to makeoafirmatory response. This might
be particularly the case for LSF faces, which caavide very limited visual
information (see examples in Figures 2.6). If stg would expect that these faces are
frequently fixated but not detected. However, aalysis of such a measure failed to

find an effect of condition in Experiments 2, 3 ah(kee Figure 2.14).

Secondly, if such a sequential model can be apptleeh one might expect
that the time it took to first fixate a face in@Bse provides a more direct measure of
the search for likely face candidates, whereadithe taken to respond to a face is
representative of a search and confirmatory datigiocess. By subtracting response
from search times, a measure of the time it miglveltaken observers to reach such a
confirmatory decision was derived. If the search ligkely face candidates is a

separable decision-making stage, then one mighéatxiinat these decision times
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show an advantage for the finer visual detail earby HSF information. Contrary to
this notion, however, such an HSF advantage wassistently absent across
experiments (see Figure 2.15). The current findthgsefore do not appear to support
a sequential two-stage model. Rather than a twgestaodel, another explanation
could incorporate the cumulative accrual of fadatail until a threshold to make a
detection decision is reached would also be passftcordingly, only fragments of
information, such as a pairs of the eyes withinogal shape as provided by MSF
(Ullman et al, 2002) or general height-to-width ghanformation as provided by
LSF, need to accrue to pass a threshold level iofylee face as required by relevant
subcortical neurons (see e.g. Johnston, 2005, Ngeyeal., 2013, 2014). In this
framework, information might also be combined fromultiple information sources

and detectors.

In summary, this thesis explored the detectionagk$ in natural scenes by
manipulating the SF content across five experimantShapter 2 and the height-to-
width ratios of faces across three experiments hapfer 3, and by recording
observers’ accuracy, response times, and eye maxisnine main findings of these
experiments are, firstly, that extremely impoveedh.SF stimuli are sufficient for the
fast detection of faces. However, occasionally thisrmation is simply too limiting
and can therefore lead observers to miss facegedliter. By contrast, face detection
is slow from HSF content that preserves fine visdatail, but not impossible.
Secondly, the natural height-to-width ratio of facappears to be an important
component of the cognitive template for face d@dectas performance is impaired
when these ratios are disrupted. Considering theerely limited information that

appears to be preserved in LSF, it is possible likaght-to-width ratios are the key
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information for detection that is preserved in thgseatly impoverished stimuli. The
experiments in this thesis stop short of examiriimg directly, by combining the SF
manipulations and geometric distortions in the saxperiment, but this is clearly an

interesting question for further research.

In addition it would be interesting to further irstigate the function of colour
for face detection. While LSF can support the ragatection of faces independently
of colour, colour does help to maintain accuracy U8F faces. This suggests that
colour might be processed independently of fac@ashaodule but both aspects can
function together to improve performance. Futuredists could investigate how
colour and shape are integrated, by directly compadetection performance for
coloured LSF faces (intact colour and shape), gadgs.SF faces (intact shape only),
and part-colour LSF faces (intact colour only). thes point, it is notable that colour
perception is also mediated by the relatively sfmamwocellular pathway (Shapley &
Hawken, 2002). Consequently, it is possible thédwoand shape might be processed

in a similar parallel fashion as shape and features

These findings could be integrated in a detectiaméwork that combines
salient visual cues, such as LSF and height-tohwidtios in a simple oval grey or
skin-coloured template (see Bindemann & Burton,208and finer visual detail from
HSF, such as featural information from the eyes @erton & Bindemann, 2009), in
a horse-race model. Such a model is proposed uré-iy1. According to this model,
multiple sources of information might support détat in parallel depending on the

respective availability of these different cues.
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Figure 4.1 A horse-race model of face detectiorcotdingly, face detection can be activated
by both the magnocellular (achromatic) and parvhdal channel. The cognitive template for
detection might include three main components, cisng face-shape with normal height-to-
width ratio, colour information and facial featurefinder normal conditions, detection is
supported by both pathways and, either colour, pghar feature information can drive
detection (Hershler & Hochstein, 2005). Under pacuity, detection is supported more by the
magnocellular pathway, via LSF shape informatiom.cbntrast, when LSF information is
suboptimal, detection utilises other sources obrimiation, such as shading of the eyes, or
simple feature patterns. Thus, the simplest cogniémplate is the shape of the face, probably
with a normal height-to-width ratio of 1.4-1.6. Betion performance can improve further
throuah the addition of skin colour or feature ci
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4.2 Limitations and suggestions for future research

The current experiments raise several questionfuftiter research. The first
question concerns the sensitivity of the SF maaipoh in Chapter 2. The cut-off
values to filter stimuli in different SF bands (efycycles/face for LSF faces) were
based on the mean dimensions of these faces at®sset of 120 scenes. Within
these scenes, however, faces varied in size. Famghe, whereas the mean size of
faces was at 59 (H) x 47 (W) pixels (at a resotutid 66 ppi), the size of individual
faces ranged from 36 x 27 to 139 x 115 pixels. Thises the question of whether the
current effects hold when the filtering of SF infation from faces is adjusted more

finely to take account of individual stimulus size.

Another gquestion concerns the conclusion that aesgeal two-stage process,
consisting of an initial search for likely-face daates and a confirmatory stage that
a looked-at stimulus is, in fact, a face, is urjjkio explain detection performance.
While the current experiments measured observesganses and eye movements to
understand detection performance in depth, theeselusions were drawn with the
caveat that there might be other paradigms thategamine such a two-stage account
more directly. One possibility for such a paradigmuld be a gaze-contingent
method, in which the onscreen content is directlgdd to location of observers’ eye
fixations (see Duchowski, Cournia, & Murphy, 200&uch a paradigm could be
designed to remove a face from a scene when obisemyes move close to its
location or, conversely, for the face to only appeden its location falls within
observers’ foveal vision. Thus, the face stimululdobe manipulated to be present

onscreen either only during the search but notldugsion process, or vice versa.
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Another method that might be suitable for resolwivitether separable search
and decision processes exist could be eye fixagtated potentials (EFRP), which
combine the measurement of eye movement and nactiglty with EEG (Fischer,
Graupner, Velichkovsky, & Pannasch, 2013). Thigiegtedge approach might allow
the study of face detection by monitoring neurall aculomotor functions online.
While this combination might allow to understandiethneural processes trigger
certain eye movement events (Fischer, Graupneichkglvsky, & Pannasch, 2013;
Frey et al., 2013; Henderson, Luke, Schmidt, & Rrds, 2013), this methodology
has only received limited attention in the studyfate detection. Existing studies
have applied EEG measurement to study face pracesseh as searching and
decision-making separately in saccadic choice (iiec & Thorpe, 2006) or
judgement tasks (Halit et al., 2006). This reseatabws that EEG can provide insight
into these processes in some paradigms when tlesexamined individually. By
combining EEG with eye-tracking, it might also bespible to assed®th processes
more directly in future studies of face detectibinas already been demonstrated that
such an EFRP approach can dissociate pre-definedtgvsuch as the onset of
stimuli, and un-defined events, such as the tinmhdecisions to a stimulus (Frey et
al., 2013). In this context, undefined events sahlecision-making could be defined
by the time periods in which eye movements indicatg observers have stopped
searching a visual display. EEG at this point metimight then indicate which SF
information elicits the largest ERP components entherefore most important for
decision-making. It is therefore possible this apgh can also provide further insight

into the different stages and processes involvddaa detection.
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Another approach that could be used to study fatecting further is image
averaging. In the study of face recognition, avesagf specific facial identities have
been created by morphing together multiple imadgeth® same person’s face (see
Burton, Jenkins, Hancock, & White, 2005; JenkinsB&rton, 2008, 2011). These
averages appear to be a good way of capturingnfeenal cognitive templates of
individual identities (more refs — see Mike Burtermvebpage for possibilities).
However, whereas recognition requires the individimaof faces (i.e. this process
must capture how the faces of different peopleediffdetection should build on the
information that issharedacross identities. Thus, individual averages mexist for
all known facial identities, but only average fdweir detection. This would be an
interesting question for further research that dooé examined by exploring the
detection of specific exemplars of faces (i.e.raghe current experiments), identity

averages (as in Burton et al., 2005), and avertgesombine identities.

Lastly, the current research might also providéimsinto the development of
face detection algorithms in computing science. Bxperiments in Chapter 2
suggest, for example, th&&mplate matching in computerized detection woudd b
fastest if a simple LSF filter is used first to kodor faces. Subsequently, mid-
resolution filters could be used to identify faciflagments when low-level
information is sub-optimal (for example, when fagescenes are partially occluded)
or for confirming the presence of a face. It woaldo be interesting to see how
specific combinations of colour, shape, and heightidth ratios improve face

detection algorithms (see, e.g. Viola & Jones, 2@dha, 2002).
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Appendix: FACE-ABSENT SCENES USED INEXPERIMENT 1

An example of face-absent scene for original caorlit
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An example of face-absent scene for LSF condition.
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An example of face-absent scene for MSF condition.
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An example of face-absent scene for HSF condition.

152



