Abstract: This paper presents a modified multi-body dynamic model and a linear time-invariant model with actuator faults (loss of effectiveness faults, bias faults) and matched and unmatched uncertainties. Based on the fault model, a class of adaptive and robust tracking controllers are proposed which are adjusted online to tolerate the time-varying loss of effectiveness faults and bias faults, and compensate matched disturbances without the knowledge of bounds. For unmatched uncertainties, optimal control theory is added to the controller design processes. Simulations on a pantograph are shown to verify the efficiency of the proposed fault-tolerant design approach.
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1. INTRODUCTION

The contact between pantograph and catenary is the most critical part to modern high-speed trains in the transmission of electrical energy. The force exerted by the pantograph on the contact wire may oscillates heavily, which can originate electric arcs to damage the mechanical structure and reduce the system performance Levant, A. (2001).

Because of the elastic character from a static perspective by its stiffness and from a dynamic one by its frequency, the pantograph-catenary system contains time-varying parameters in its system matrix which make the modeling difficult Benet, J. (2007), Park, T. J. (2002), Pisanò, A. (2008). Some researchers have used different approaches to regulate the contact force to a pre-specified constant value, such as robust optimal control Lin, Y. C. (2007), $H_{\infty}$ control Makino, T. (1997).

For instance, extreme environmental conditions lead to limitations to train operation and/or damage of components of the pantograph and catenary in the short or long run. Therefore, it is required to have the ability to tolerate the actuator faults and to guarantee the pantograph-catenary system has the desired performance.


In this paper, considering the characteristics of the pantograph-catenary system, the dynamic model with matched and unmatched uncertainties and disturbances is established with actuator faults (loss of effectiveness faults,
bias faults). Then a class of adaptive robust fault-tolerant compensation controller for the pantograph catenary fault system are proposed. It assumes that the bounds on the bias faults, and the matched uncertainties exist and are unknown. Then the adaptive laws are proposed to estimate these unknown bounds and it is capable of compensating faults, disturbances and uncertainties automatically. Finally, it is shown that the proposed scheme ensures the solution of the resulting adaptive closed-loop system being uniformly bounded. Without the unmatched disturbances, the states asymptotically converge to zero, that is, the tracking error asymptotically converges to zero.

The remain parts of this paper are organized as follows: In Section 2, the system model is established and preliminary formulation are presented. In Section 3, adaptive and robust fault-tolerant controllers are designed. Simulation results based on pantograph-catenary are shown to verify the effective of the designed controller in Section 4. Finally, some conclusions end this paper in Section 5.

2. SYSTEM MODELING AND PROBLEMS FORMULATION

2.1 Pantograph-Catenary Dynamic Modeling

In this section, a modified multi-body mathematical models for the pantograph-catenary is introduced. The pantograph model used for the initial control system designing is the two degree of freedom model shown in Figure 1. In particular, a linear system can approximate the pantograph dynamics in a suitable vicinity of the working configuration, and this simplified model of the over head suspended system is characterized by lumped time-varying parameters that have been shown to be sufficiently accurate for control analysis and design purposes Balestrino, A. (2000). The equivalent mechanical parameters of the catenary

\begin{align*}
   m_1 \text{ and } m_2 \text{ are the equivalent mass of pantograph head and frame, } k_1 \text{ and } d_1 \text{ are the stiffness and damping of pantograph head, } d_2 \text{ is the equivalent damping between pantograph and vehicle, } k_c \text{ and } d_c \text{ are the equivalent stiffness and damping of contact wire at the contact point.}

   \text{The force } f_{aero1} \text{ and } f_{aero2} \text{ represent the aerodynamic force, which will be simulated by Gaussian-white-noise, and } F_u \text{ refers to the static uplift force, which is produced by air pressure or spring loading. The parameters in the above will be given later.}

   \text{The contact force between the pantograph and the contact wire has the following expression}

   F_c = \max \{ k_1 (x_2 - x_1) + b_1 (\dot{x}_2 - \dot{x}_1), 0 \}.

   \text{Therefore, letting } x = [\dot{x}_1, \dot{x}_2, x_1, x_2], u = F_u, \omega_1 = f_{aero1}, \omega_2 = f_{aero2} \text{ and } y = F_c,

   \text{it follows that}

   \dot{x} = A x + \Delta g (x, t) + B_1 (u + \omega_1) + B_2 \omega_2,

   y = C x,

\end{align*}

where

\begin{align*}
   \Delta g (x, t) = \Delta A_1 (t) x + \Delta A_2 (t) u, \quad C = [-b_1 -k_1 k_1],

   A = \begin{bmatrix}
   a_{11} & a_{12} & a_{13} & a_{14} \\
   a_{21} & a_{22} & a_{23} & a_{24}
   \end{bmatrix},

   B_1 = \begin{bmatrix}
   0 \\
   \frac{\delta_1}{m_1}
   \end{bmatrix},

   B_2 = \begin{bmatrix}
   0 \\
   \frac{\delta_2}{m_1}
   \end{bmatrix},

   \Delta A_1 (t) = \begin{bmatrix}
   \delta_{11} & \delta_{12} & \delta_{13} & \delta_{14} \\
   \delta_{21} & \delta_{22} & \delta_{23} & \delta_{24}
   \end{bmatrix},

   \Delta A_2 (t) = \begin{bmatrix}
   0 & 0 & 0 & 0 \\
   0 & 0 & 0 & 0
   \end{bmatrix},

   \text{with } u = F_u, \omega_1 = f_{aero1}, \omega_2 = f_{aero2},

   a_{11} = -\frac{b_1 + b_0}{m_1}, a_{12} = \frac{b_1}{m_1}, a_{13} = -\frac{k_1 + k_0}{m_1}, a_{14} = \frac{k_1}{m_1}, a_{21} = \frac{b_1}{m_2}, a_{22} = -\frac{b_1 + b_0}{m_2}, a_{23} = -\frac{k_1}{m_3}, a_{24} = -\frac{k_1}{m_3},

   \Delta_1 = -\frac{k_1}{m_1} \sin \left( \frac{2 \pi}{L} vt \right), \Delta_2 = -\frac{k_1}{m_1} \sin \left( \frac{2 \pi}{L} vt \right).

\end{align*}

where \(\delta_i, i = 1 \ldots 8\) represent parametric uncertainties of \(k_1, b_1 \text{ and } b_2 \text{ with assumed to be bounded.}\)

2.2 Fault Modeling

To formulate the fault-tolerant control problem, the fault model must be established firstly. Here, we consider actuator faults simultaneously including loss of effectiveness faults and bias faults. For the pantograph and catenary system, the following uniform actuator fault model is exploited

\begin{align*}
   u^F (t) = \rho (t) u + f (t),

\end{align*}

where \(\rho (t)\) is the efficiency factor matrix and \(f (t)\) is the bias value of the actuator. Then the dynamics of (4) with actuator faults (5) is described by

\begin{align*}
   \dot{x} = A x + \Delta g (x, t) + B_1 (\rho (t) u + B_1 (f (t) + \omega_1) + B_2 \omega_2, \quad y = C x.

\end{align*}

2.3 Assumptions

Considering the actuator fault pantograph system described by (6), the problem under consideration is to develop an adaptive and robust controller such that: under normal operation, the corresponding closed-loop system is stable, and the output \(Sy(t)\) tracks the reference signal \(y_r\) without steady-state error. 

\[ \lim_{t \to \infty} e (t) = 0, \quad e (t) = y_r (t) - Sy (t), \] where \(S = 1\) in pantograph-catenary system; in the
case of actuator faults, all the signals of the closed-loop system are uniformly bounded and that the required output $S_y(t)$ tracks the reference signal $y_r(t)$ without steady-state error. It’s well known that the tracking error integral action of a controller can efficiently eliminate the steady-state tracking error for the command signal. In order to obtain the adaptive tracking controller with tracking error integral, the following augmented systems are proposed by combining (5) and (6).

$$\dot{x} = \bar{A} \bar{x} + \Delta \bar{g}(\bar{x}, t) + B_1 \rho(t) u + B_1 f(t) + \omega_1 + \bar{B}_2 \bar{\omega}_2, \quad (7)$$

where $\chi(t) = \int_0^t e(\tau) d\tau$, $\Delta \bar{g}(\bar{x}, t) = \begin{bmatrix} 0 \\ \Delta \bar{g}_1(\bar{x}, t) \end{bmatrix}$, $\bar{A} = \begin{bmatrix} 0 & -SC \\ 0 & A \end{bmatrix}$, $\bar{B}_1 = \begin{bmatrix} B_1 \\ 0 \end{bmatrix}$, $\bar{B}_2 = \begin{bmatrix} I & 0 \\ 0 & B_2 \end{bmatrix}$, $\Delta \bar{A}_1(t) = \begin{bmatrix} 0 & \Delta \bar{A}_1(t) \end{bmatrix}$ and $\Delta \bar{A}_2(t) = \begin{bmatrix} 0 & \Delta \bar{A}_2(t) \end{bmatrix}$.

Remark 1. According to the structure of $\bar{A}_1, \bar{B}_1, \bar{B}_2$, $\Delta \bar{A}_1, \bar{\omega}_1$ and $\Delta \bar{A}_2, \bar{\omega}_2$ are the matched and unmatched disturbances, respectively. The terms $\Delta \bar{A}_1 \bar{x}$ and $\bar{\omega}_2$ are both the unmatched uncertainties which will be dealt by robust optimal technique based on the structure relation with $\bar{B}_1$, respectively. $

\text{Lemma 1. Fuzhen Zhang (2011), For matrix } B_1 \in C^{m \times n}, (r > 0 \text{ represents matrix rank}), \text{ then there exists decomposition} \n
B_1 = QR, \quad (8) \n
\text{where } Q \in R^{m \times r} \text{ and decomposition } Q^T Q = I, \text{ where } R \in R^{r \times n} \text{ and } R R^T > 0. \n
\text{Assumption 1. The pair } \{A, B_1\} \text{ is completely controllable.} \n
\text{Assumption 2. The loss of effectiveness factor } \rho(t) \in (0, 1) \text{ is unknown time-varying actuator efficiency factor satisfying} \n
|\rho(t)| \leq \rho_0 \rho(t). \quad (9) \n
\text{Assumption 3. The bias fault vector } f(t) \text{ is assumed to be bounded, i.e., there exists an unknown constant } \bar{f} \text{ such that } \|f(t)\| \leq \bar{f}; \bar{\omega}_1 \text{ is also assumed to be bounded, i.e., there exist an unknown constants } \bar{\omega}_1 \text{ such that } \|\bar{\omega}_1\| \leq \bar{\omega}_1. \n
\text{Assumption 4. Qu, Z. (1992) The nonlinear uncertainties } \Delta \bar{g}(\bar{x}, t) \text{ satisfies} \n
\|\bar{x}^T P \Delta \bar{g}(\bar{x}, t)\| \leq \alpha(\bar{x}, t) \quad (10) \n
\text{for all } (\bar{x}, t) \in R^n \times R. \text{ Furthermore, } \alpha(\bar{x}, t) \text{ has the property that the function } \begin{bmatrix} \alpha(\bar{x}, t) \\ \bar{x}^T P B_1 \end{bmatrix} \text{ is continuous, uniformly bounded with respect to } t, \text{ and is locally uniformly bounded with respect to } \bar{x}. \n
\text{Remark 2. The uncertain term } \Delta \bar{A}_1(t) \bar{x} \text{ does not satisfy Assumption 4, which can be expressed as} \n
\Delta \bar{A}_1(t) = HF(t) E \quad (11) \n
\text{with } F^T F \leq I \text{ and } H, E \text{ are the constant matrices.} \n
\text{For another uncertainties } \Delta \bar{A}_2(t) \bar{x}, \text{ it can be decomposed as} \n
\Delta \bar{A}_2(t) = Q \Sigma(t) \quad (12) \n
\text{with } \|\Sigma(t)\| \leq \ell^*, \text{ where } \ell^* \text{ is a positive constant and } Q \text{ is satisfies } B_1 = QR. \text{ Therefore,} \n
\|\bar{x}^T P \Delta \bar{A}_2(t)\| \leq \frac{\|\bar{x}^T P \Delta \bar{A}_2(t)\| \|\Sigma(t)\|}{\|\bar{x}^T P B_1\|} \leq \frac{\ell^*}{\lambda_{\min}(RR^T)} \|\Sigma(t)\| \leq \ell^*, \quad (13) \n
\text{i.e., there is a positive constant } \zeta \text{ satisfying} \n
\|\bar{x}^T P \Delta \bar{A}_2(t)\| \leq \zeta \|\bar{x}^T P B_1\|, \quad (14) \n
\text{where } \zeta = \frac{\ell^*}{\lambda_{\min}(RR^T)}. \n
\text{So } \Delta \bar{A}_2(t) \bar{x} \text{ satisfies the Assumption 4.} \n
\text{Assumption 5. For any actuator failure mode, the equation} \n
\text{rank}\{B_1 \rho(t)\} = \text{rank}\{B_1\}. \quad (15) \n
\text{Proof. The proof is omitted.} \n
\n
2.4 Control Objective

The objective of pantograph controller is to minimize fluctuation in contact force around the desired value. Therefore, the main control objective is to construct an adaptive and robust memoryless state feedback fault-tolerant tracking controller for the actuator faulty system in the presence of disturbances and uncertainties to guarantee that the remaining actuators can still ensure that all the signals are bounded and the tracking error between the plant output $S_y(t)$ and the reference output signal $y_r(t)$ goes to zero asymptotically when $\omega_2 = 0$, i.e.,

$$\lim_{t \to \infty} e(t) = 0; \quad (17)$$

when $\omega_2 \neq 0$, the tracking error $e(t)$ satisfies a defined performance index.

3. ADAPTIVE AND ROBUST FAULT-TOLERANT TRACKING CONTROLLER DESIGN

In this section, to achieve the desired control objectives, the control structure is constructed as:

$$u = u_c + u_n \quad (18)$$

where $u_c$ is designed to deal with the loss of effectiveness fault and to guarantee the performance index, simultaneously; $u_n$ is designed to compensate the matched disturbances and part of unmatched uncertainties.

For the “healthy” system, the controller $u_c$ is designed as $u_c = K_1 \bar{x}$, where $u_2 = K_2 \bar{t}$, and $u_3 = K_3 \bar{t}$. Applying $u_c$ to the “healthy” system, it follows that

$$\dot{\bar{x}} = \bar{A} \bar{x} + \Delta \bar{A}_1(\bar{x}) \bar{x} + \bar{B}_1 u + \bar{B}_2 \bar{\omega}_2. \quad (19)$$

Then it is straightforward to obtain following closed-loop system

$$\dot{\bar{x}} = (\bar{A} + \Delta \bar{A}_1(\bar{x}) + \bar{B}_1 K_1) \bar{x} + \bar{B}_2 \bar{\omega}_2. \quad (20)$$

The objective now is to design the gain $K_1$ to guarantee the “healthy” system to be stable and satisfy the optimal
performance index. The following lemma 2 is used to calculate the gain $K_1$ and Layapunov matrix $P$.

**Lemma 2.** Ye D. (2006) Considering the closed-loop augmented normal system (20) and the performance index

$$J_t = \int_0^t \left[ x^T Q_1 x + x^T Q_2 x + u^T R u \right] dt$$

(21)

where $Q_1$ and $Q_2$ are positive semi-definite matrices, and $R$ is a positive definite matrix. For the given positive constants $\gamma$ and $\tau$, if there exist symmetric matrices $X$, $T$ and a matrix $W$ satisfying the following linear matrix inequalities,

$$\begin{bmatrix}
\Xi_{11} & \Xi_{12} & \Xi_{13} & \Xi_{14} & \Xi_{15} & \Xi_{16} \\
* & -\gamma I & 0 & 0 & 0 \\
* & * & -I & 0 & 0 \\
* & * & * & -I & 0 \\
* & * & * & * & -\tau I \\
* & * & * & * & -\tau I 
\end{bmatrix} < 0,$$

(22)

$$T \begin{bmatrix} I & I \end{bmatrix} > 0,$$

(23)

where

$$\Xi_{11} = H e(AX + B_1 W), \quad \Xi_{12} = B_2, \quad \Xi_{13} = W T R^{1/2},$$

$$\Xi_{14} = X Q^{1/2}, \quad \Xi_{15} = X H, \quad \Xi_{16} = X E^T,$$

$$Q = \text{diag}(Q_1, Q_2),$$

then the following controller can stabilizes the closed-loop augmented normal system with $P = X^{-1}$ and $K_1 = W X^{-1}$.

Furthermore, an upper bound of the performance index (21) can be obtained

$$J_t \leq \gamma \int_0^t \tilde{\omega}_2^T \tilde{\omega}_2 dt + \bar{x}^T (0) T \bar{x} (0).$$

(24)

The proposition 1 shows that there exists $K^*(t)$ guarantees that $B_1 \bar{p}(t)K^*(t) = \bar{B}_1$, i.e., there exist matrix $W_1 = K^*(t)W$ satisfying with (22) which $W$ is replaced by $W_1$.

Because $\bar{p}(t)$ is unknown for the unknown fault mode, we have to estimate the gain $K_1$. Then $u_c$ becomes

$$u_c = K_1(t) \bar{x}.$$

(25)

Applying (18) and (25) to (7), the following closed-loop system is formed

$$\dot{\bar{x}} = A \bar{x} + B_1 \bar{p}(t) \bar{K}_1 \bar{x} + B_1 \bar{p}(t) \left( K_2(t) + K_3(t) \right) + \Delta \bar{g}(x, t) + B_1 f(t) + B_1 \omega_2 + B_2 \omega_2.$$

(26)

The following lemmas are needed for controller designing.

**Lemma 3.** Hao, L. Y. (2013). For the diagonal matrix $\rho(t)$ in (15), there exists a positive constant $\mu$ satisfying the following inequality

$$\dot{x}^T P B_1(\rho(t)) B_1^T P x \geq \mu \| x^T P B_1 \|^2.$$  

(27)

**Lemma 4.** For any matrix $X$ and $Y$ with appropriate dimensions, the following inequality holds

$$X^T Y + Y^T X \leq \alpha X^T X + \alpha^{-1} Y^T Y,$$

(28)

$$-X^T Y - Y^T X \leq \alpha X^T X + \alpha^{-1} Y^T Y.$$

Denote $\hat{K} = \hat{K} + K$ with $\{ \hat{K}, \tilde{K}, K \} \in R^{m \times n}$, then based on the above lemma, the following inequality holds:

$$\text{tr}(\hat{K}^T \Gamma \hat{K}) - \text{tr}(K^T T K) \leq 2 \text{tr}(K^T T K).$$

(29)

Based on Assumption 3 and Lemma 1, there exist positive constants $k_4$ and $k_5$ satisfying

$$\left\| f(t) + \omega(t) \right\| \leq \mu k_4, \quad \left\| x^T P \Delta A_2(t) \right\| \leq \mu k_5 \| x^T P B_1 \|.$$ 

(30)

Here, it is worth pointing out that the constants $\mu$, $k_4$ and $k_5$ are unknown which should be estimated.

Now consider the adaptive law of $\hat{K}_1$ as

$$\dot{\hat{K}}_1 = -\Gamma \bar{x}^T P \hat{B}_1 - \rho_0 \hat{K}_1,$$

(31)

where $\Gamma$ is a positive constant matrix. The control function $K_2(t)$ is designed as

$$K_2(t) = -\frac{\hat{B}_1^T P \hat{x}^2}{\| \hat{B}_1^T P \hat{x} \|} \leq \frac{1}{2} \gamma_1 e^{-\beta t} \hat{k}_4.$$

(32)

The control function of $K_3(t)$ is designed as

$$K_3(t) = -\frac{1}{2} \eta \hat{k}_5 \hat{B}_1^T \hat{x}$$

in which $\hat{k}_5$ is updated by the adaptive law

$$\dot{\hat{k}}_5 = -\frac{1}{2} \gamma_2 e^{-\beta t} \hat{k}_5 + \frac{1}{2} \gamma_2 \eta \| \hat{B}_1^T P \hat{x} \|^2.$$ 

(35)

**Remark 4.** From the expression of (33) and (35), it is obvious $\hat{k}_4 > 0$ and $\hat{k}_5 > 0$ can be ensured by choosing the appropriate initial value of $\hat{k}_4(0)$ and $\hat{k}_5(0)$.

Let $\hat{K}_1 = \bar{K}_1 - K_1$, $\hat{k}_4 = k_4 - k_4$ and $\hat{k}_5 = k_5 - k_5$. Then it is ready to present the following theorem.

**Theorem 1.** Considering the closed-loop system formed by system (26) and the controllers (32) and (34) with adaptive laws (31), (33) and (35), in which $P$ is provided by LMIs (22) and (23). Then under Assumption 1-5 the signal $\{ \bar{x}, \hat{K}_1, k_4, k_5 \}$ of the closed-system are uniformly bounded and the states $\bar{x}$ goes to zero asymptotically with $\tilde{\omega}_2 = 0$, i.e.,

$$\lim_{t \to \infty} \bar{x} = 0.$$ 

(36)

When $\tilde{\omega}_2 \neq 0$,

$$J_t \leq \gamma \int_0^t \tilde{\omega}_2^T \tilde{\omega}_2 dt + \bar{x}^T (0) T \bar{x} (0).$$

(37)

**Proof.** The proof is composed of two steps:

**step 1.** Choose a Lyapunov function for the loss of effectiveness faulty system as follows

$$V_1 = \bar{x}^T P \bar{x} + \text{tr}(\rho(t) K_1^T \Gamma^{-1} \tilde{K}_1).$$ 

(38)

The time derivative of $V_1$ with $u = u_c = \bar{K}_1 \bar{x}$ is given by

$$\dot{V}_1 \leq \bar{x}^T H e(P(\bar{A} + \Delta \bar{A}_1 + \bar{B}_1 \rho(t) K_1)) \bar{x} + 2 \bar{x}^T P \bar{B}_1 \omega(t) + \rho_0 \text{tr}(\rho(t) K_1^T \Gamma^{-1} \tilde{K}_1)$$

$$+ 2 \text{tr}(\rho(t) K_1^T \Gamma^{-1} \tilde{K}_1).$$

(39)

Denote $-Q = H e(P(\bar{A} + \Delta \bar{A}_1 + \bar{B}_1 \rho(t) K_1)))$. For large enough $\Gamma$, based on (29), it has
\[
\dot{V}_1 \leq -\bar{x}^T Q \bar{x} + 2\bar{x}^T P \bar{B} \rho(t) \bar{K}_1 \bar{x} + 2\rho(t) tr(\rho(t) \bar{K}_1^T \Gamma^{-1} \bar{K}_1) \\
- \rho(t) tr(\rho(t) \bar{K}_1 \Gamma^{-1} K_1) + 2 tr(\rho(t) \bar{K}_1^T \Gamma^{-1} \bar{K}_1) \\
+ 2\bar{x}^T P \bar{B}_2 \omega_2(t) \\
< -\bar{x}^T Q \bar{x} + 2\bar{x}^T P \bar{B}_2 \omega_2(t).
\]

**step 2.** Choose a Lyapunov function for system (26) as the following form:
\[
V_2 = V_1 + \mu \gamma_1^{-1} \bar{k}_4^2 + \mu \gamma_2^{-1} \bar{k}_5^2.
\]

The time derivative of \(V_2\) with \(u = u_c + u_n\) is
\[
\dot{V}_2 \leq \dot{V}_1 + 2\bar{x}^T P \bar{B}_1 \rho(t) K_2(t) + 2\bar{x}^T P \bar{B}_1 \rho(t) K_3(t) \\
+ 2\bar{x}^T P \bar{B}_1 \Sigma(t) + 2\bar{x}^T P \bar{B}_1 ||\Omega(t) + f(t)|| + 2 ||\bar{x}^T P Q|| ||\Sigma(t)|| ||\bar{x}|| \\
+ 2\mu \gamma_1^{-1} \bar{k}_4 \bar{k}_4 + 2\mu \gamma_2^{-1} \bar{k}_5 \bar{k}_5,
\]

Based on Lemma 3, the control function (32) and the adaptive law (33),
\[
2\bar{x}^T P \bar{B}_1 \rho(t) K_2(t) + 2\bar{x}^T P \bar{B}_1 \Sigma(t) + 2\bar{x}^T P \bar{B}_1 ||\Omega(t) + f(t)|| + 2\mu \gamma_1^{-1} \bar{k}_4 \bar{k}_4 \\
\leq -2\mu \bar{x}^T P \bar{B}_1 ||K_4|| + 2\mu \bar{x}^T P \bar{B}_1 ||K_4|| \\
\leq 2\mu \bar{x}^T P \bar{B}_1 ||K_4|| + \frac{1}{\eta} ||\bar{x}||^2,
\]

Based on Young’s inequality \(2ab \leq \frac{1}{\epsilon} a^2 + \epsilon b^2, \forall a, b > 0\), it has
\[
2 \bar{x}^T P \bar{B}_1 \Sigma(t) + 2\bar{x}^T P \bar{B}_1 ||\Omega(t) + f(t)|| + 2\mu \gamma_1^{-1} \bar{k}_4 \bar{k}_4 \\
\leq 2\mu \bar{x}^T P \bar{B}_1 ||K_4|| + \frac{1}{\eta} ||\bar{x}||^2,
\]

where \(k_5 = \frac{1}{\eta} \frac{\lambda}{\mu(e^{-\beta t})} \).

Based on Lemma 3, from the control gain (34) and the adaptive law (35), we have
\[
2\bar{x}^T P \bar{B}_1 K_3(t) + \mu ||\bar{x}^T P \bar{B}_1||^2 k_5 + 2\mu \gamma_2^{-1} \bar{k}_5 \bar{k}_5 \\
\leq \frac{1}{\mu} \frac{\lambda}{\mu(e^{-\beta t})} \frac{\eta}{\eta} \frac{\kappa}{\kappa} \eta.
\]

In light of the inequality of the form \(0 \leq \frac{ab}{\epsilon^2 + \epsilon} \leq a, \forall a, \epsilon > 0\) and \(-a^2 - ab < \frac{\kappa}{\eta} \), it is concluded that
\[
\dot{V}_2 \leq \dot{V}_1 + \frac{1}{\eta} ||\bar{x}||^2 + \epsilon e^{-\beta \eta}
\]

where \(\kappa = \mu (2 + \frac{1}{\eta} (k_4^2 + k_5^2)) \).

Denote \(\sigma(t) = \int_0^t \epsilon e^{-\beta \eta} dt = \frac{\kappa}{\eta} (1 - e^{-\beta t}) < \bar{\sigma} \), then
\(\sigma(\infty) = \frac{\kappa}{\eta} \), \(\sigma = \frac{\kappa}{\eta} \).

When \(\bar{\omega}_2 = 0\), integrating both sides of (46) from 0 to \(t\),
\[
V_2(t) + \int_0^t \lambda_{min}(Q + \frac{1}{\eta}) ||\bar{x}||^2 d\tau \leq V_2(0) + \kappa \sigma(\infty),
\]

which means that \(\bar{x} \in L_2\) and \(V_2(t) \in L_{\infty}\), and thus \(\bar{x} \in L_\infty\) and \(\{\bar{k}_4, \bar{k}_4, \bar{k}_5, \bar{k}_5\} \in L_{\infty}\). Note that the right hand side of (47) does not involve with time, \(\{\bar{x}, \bar{k}_4, \bar{k}_5\}\) are uniform bounded.

Furthermore, (46) implies that
\[
\lim_{t \to \infty} \int_0^t \lambda_{min}(Q + \frac{1}{\eta}) ||\bar{x}||^2 d\tau \leq V_2(\infty) + \kappa \sigma(\infty).
\]

Since \(\{\bar{x}, \bar{k}_4, \bar{k}_5\}\) are uniform bounded, it follows that from (31), (33) and (35), \(\{\bar{x}, \bar{k}_4, \bar{k}_5\}\) is continuous, which implies that it is uniformly continuous. Therefore \(\lambda_{min}(Q + \frac{1}{\eta}) ||\bar{x}||^2\) is also uniformly continuous. Applying the Barbalat lemma Ioannou, P. A. (2012) yields that
\[
\lim_{t \to \infty} \int_0^t \lambda_{min}(Q + \frac{1}{\eta}) ||\bar{x}||^2 d\tau = 0, \text{ i.e.}
\]
\[
\lim_{t \to \infty} \bar{x} = 0, \quad \lim_{t \to \infty} \epsilon = 0.,
\]

when \(\bar{\omega}_2(t) \neq 0\), based on Ye D. (2006)
\[
J_1 \leq \gamma \int_0^t \bar{\omega}_2^2 \bar{\omega} dt + \bar{x}^T(0)T \bar{x}(0).
\]

Hence, the results follow. \(\Box\)

**Remark 5.** Let \(y_0 = \chi\), then \(\bar{y}_0 = \bar{\chi} = \bar{\epsilon} = \bar{y}_r - C \bar{x}\).

If the \(y_r\) is the constant given reference signal, it can get that \(\bar{e} = -C \bar{x}\). Based on the system structure (7), it’s easy to see that \(y_r\) has no influence on \(x\) in the open system. Therefore, the designed controller can guarantee that \(\bar{x} \in L_{\infty}\), \(\bar{\epsilon} \in L_{\infty}\) when \(y_r\) is constant. Because of \(\bar{e} = \bar{y}_r - C \bar{x}\), \(\bar{e} \in L_2 \cap L_{\infty}\), it can be concluded that \(\lim e = 0\).

**4. SIMULATION**

To show the effective of the presented adaptive approach, the parameters of the controller are given as follow:
\[
x(0) = [0, 0, 0, 0, 1], \quad K_1(0) = [3, 2, 0, 1, 0],
\]
\[
k_4(0) = 1, \quad k_5(0) = 2,
\]
\[
\Gamma = 5 I, \quad \gamma_1 = \gamma_2 = 1000,
\]
\[
\eta = 500, \quad \rho_0 = 3, \quad \alpha = 2, \quad \beta = 0.01.
\]

The simulated speed is given by \(V = 360 \text{ km/h}\) and the aerodynamic force is simulated by gaussian-white-noise with power 100. The actuator fault mode is assumed to be as follows:
\[
\rho(t) = \begin{cases} 
1 & 0 < t < 10 s, \\
1 - 4(t - 10) & 10s < t < 10.2 s, \\
0 & 10.2 s < t.
\end{cases}
\]
\[
f(t) = 20 \sin(3t)
\]

The parameters for pantograph-catenary are summarized in table 4 as Xiaodong, Z. (2011), with component parameters uncertainty values in \(\Delta A_1(t)\) and \(\Delta A_2(t)\) being \(\delta_i = 1\) for \(i = 1 \cdots 8\), \(k_{c1} = 7000\), and \(b_{c1} = 240\).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>(m_1)</td>
<td>12kg</td>
</tr>
<tr>
<td>parameter</td>
<td>(b_1)</td>
<td>70N\cdot s/m</td>
</tr>
<tr>
<td></td>
<td>(k_1)</td>
<td>4740N/m</td>
</tr>
<tr>
<td>Frame</td>
<td>(m_2)</td>
<td>13kg</td>
</tr>
<tr>
<td>parameter</td>
<td>(b_2)</td>
<td>70N\cdot s/m</td>
</tr>
<tr>
<td>Catenary</td>
<td>(k_{c1})</td>
<td>7000N/s</td>
</tr>
<tr>
<td>parameter</td>
<td>(b_{c1})</td>
<td>240N\cdot s/m</td>
</tr>
</tbody>
</table>

Figure 2.3 shows the evolution of vertical positions and their deviations during the period, resulted by actuator faults, the time-varying catenary’s parameters and the aerodynamic force. Note that \(x_1\) is the point of contact between the contact wire of the catenary and the pantograph and \(x_2\) is the states represents variation in the
vertical positions of the mass $m_2$. These states reflect the vertical displacements of the pantograph-catenary.

![Fig. 2. Simulation of displacement and velocities of the masses of the model 1](image1)

Fig. 2. Simulation of displacement and velocities of the masses of the model 1

![Fig. 3. Simulation of displacement and velocities of the masses of the model 2](image2)

Fig. 3. Simulation of displacement and velocities of the masses of the model 2

Figure 4 shows that the contact force between pantograph and catenary tracking the given value asymptotically in the presence of the actuator fault, time-varying parameter uncertainties and aerodynamic influence.

![Fig. 4. Contact force for pantograph-catenary](image3)

Fig. 4. Contact force for pantograph-catenary

The evolution of $x_1$ and $x_2$ indicates that the contact distance between the pantograph and the catenary is stable in a position. The observed oscillations show the vertical movements of the pantograph. The fault of violently loss of effectiveness on the air pressure results in fluctuation of the positions $x_1$ and $x_2$, but under the designed controller, the contact force back to the desired value 100N asymptotically.

5. CONCLUSION

This paper establishes the dynamic model of the pantograph-catenary and converts it into a linear-time invariant system with uncertainties. Considering the aerodynamic force, actuator time-varying loss of effectiveness faults and bias faults, an adaptive and robust controller is proposed to guarantee the system asymptotically tracking a pre-specified value. Simulation results show that the designed controllers are robust and effective.
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