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Abstract

We discuss the relationship between the recurrence coefficients of orthogonal polynomials with respect to a gen-
eralized Freud weight

w(x; t) = |x|2λ+1 exp
(

−x
4 + tx

2
)

, x ∈ R,

with parametersλ > −1 and t ∈ R, and classical solutions of the fourth Painlevé equation.We show that the
coefficients in these recurrence relations can be expressedin terms of Wronskians of parabolic cylinder functions that
arise in the description of special function solutions of the fourth Painlevé equation. Further we derive a second-
order linear ordinary differential equation and a differential-difference equation satisfied by the generalized Freud
polynomials.

1 Introduction

Let µ be a positive Borel measure defined on the real line for which all the moments

µn =

∫

R

xn dµ(x), n ∈ N,

exist. The Hilbert spaceL2(µ) contains the set of polynomials and hence Gram-Schmidt orthogonalization applied to
the set{1, x, x2, . . . } yields a set of monic orthogonal polynomials on the real linedefined by

∫

R

Pn(x)Pm(x) dµ(x) = hnδmn, m, n ∈ N,

with hn > 0, δmn the Kronecker delta andPn(x) is a polynomial of exact degreen.
A family {Pn(x)}∞n=0 of monic orthogonal polynomials satisfies a three-term recurrence relation of the form

xPn(x) = Pn+1(x) + αnPn(x) + βnPn−1(x), n ∈ N, (1.1)

with P−1(x) = 0 andP0(x) = 1. Respectively multiplying (1.1) byPn(x) andPn−1(x) and integrating gives

αn =
1

hn

∫

R

xP 2
n(x) dµ(x), βn =

1

hn−1

∫

R

xPn(x)Pn−1(x) dµ(x).

The converse statement, known as the spectral theorem for orthogonal polynomials, is often attributed to Favard [17]
but was seemingly discovered independently, around the same time, by both Shohat [38, 39] and Natanson [34]. It is
interesting to note that the result can be traced back to earlier work on continued fractions with a rudimentary form
given already in 1894 by Stieltjes [42], see [12], also [30, 44]. The result also appears in the books by Stone [41] and
Wintner [45], see [26]. A modern proof of the result is given by Beardon [2].
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Theorem 1.1. If a family of polynomials satisfies a three-term recurrencerelation of the form

xPn(x) = Pn+1(x) + αnPn(x) + βnPn−1(x),

with initial conditionsP−1(x) = 0 andP0(x) = 1, whereαn, βn ∈ R, then there exists a measureµ on the real line
such that these polynomials are monic orthogonal polynomials satisfying

∫

R

Pn(x)Pm(x) dµ(x) = hnδmn, m, n ∈ N,

with hn > 0.

Proof. See, for example, [12, 26].

Two important problems arise in the study of orthogonal polynomials.

1. Direct problem:Given a measureµ(x), what can be deduced about the recurrence coefficients{αn, βn},n ∈ N?

2. Inverse problem:Given recurrence coefficients{αn, βn}, n ∈ N, what can be deduced about the orthogonality
measureµ(x)?

Given an orthogonality measureµ(x), several characteristic properties of the sequence{Pn(x)}∞n=0 are determined
by the nature of the measure. Extracting this information from the measure is an extension of the direct problem and
one of the interesting and challenging problems in the studyof systems of orthogonal polynomials. Properties typically
studied include the Hankel determinants, the coefficients of the three-term recurrence relation, the coefficients of the
differential-difference equation and the differential equation satisfied by the polynomials. For instance, the recurrence
coefficients can be expressed in terms of Hankel determinants comprising the moments of the orthogonality measure.
We refer to [12, 26, 43] for further information about orthogonal polynomials.

For classical orthogonal polynomials, namely the Hermite,Laguerre and Jacobi polynomials, the measureµ(x) is
absolutely continuous and can be expressed in terms of a weight functionw(x) which is non-negative, with support
on some interval[a, b] ∈ R (wherea = −∞ andb = ∞ are allowed), i.e.dµ(x) = w(x) dx. The properties that these
orthogonal polynomials satisfy are well known and include the fact that (cf. [26]):

(a) their derivatives also form orthogonal polynomial sets;

(b) they satisfy a Rodrigues’ type formula

Pn(x) =
1

κnw(x)

dn

dxn
{w(x)σn(x)} ,

wherew(x) is the weight function,σ(x) is a polynomial inx independent ofn andκn a constant;

(c) they satisfy a non-linear equation of the form

σ(x)
d

dx

[

Pn(x)Pn−1(x)
]

= (anx+ bn)Pn(x)Pn−1(x) + cnP
2
n(x) + dnP

2
n−1(x),

wherean, bn, cn anddn are independent ofx;

(d) they satisfy a second order linear differential equation of the Sturm-Liouville type

σ(x)
d2Pn

dx2
+ τ(x)

dPn

dx
= λnPn(x),

whereσ(x) is a polynomial of degree≤ 2, τ(x) is a linear polynomial, both independent ofn, andλn is
independent ofx;

(e) they satisfy the differential-difference equation

π(x)
dPn

dx
= (anx+ bn)Pn(x) + cnPn−1(x). (1.2)
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The converse, that any polynomial set which satisfies any oneof the above properties must necessarily be one of
the classical orthogonal polynomial sets, also holds. In particular, Al-Salam and Chihara [1] showed that orthogonal
polynomial sets satisfying (1.2) must be either Hermite, Laguerre or Jacobi polynomials.

Askey raised the more general question of what orthogonal polynomial sets have the property that their derivatives
satisfy a relation of the form

π(x)
dPn

dx
=

n+s
∑

k=n−t

an,kPk(x).

This problem was solved by Shohat [40] and later, independently, by Freud [23], as well as Bonan and Nevai [6].
Maroni [31, 32] stated the problem in a different way, tryingto find all orthogonal polynomial sets whose derivatives
are quasi-orthogonal, and called such orthogonal polynomial sets semi-classical.

A useful characterization of classical orthogonal polynomials is the Pearson equation

d

dx
[σ(x)w(x)] = τ(x)w(x), (1.3)

whereσ(x) andτ(x) are polynomials with deg(σ) ≤ 2 and deg(τ) = 1.
Semi-classical orthogonal polynomials are defined as orthogonal polynomials for which the weight function satis-

fies a Pearson equation (1.3) with deg(σ) ≥ 2 or deg(τ) 6= 1; see Hendriksen and van Rossum [25].
The relationship between semi-classical orthogonal polynomials and integrable equations dates back to Shohat

[40] and Freud [23], see also Bonan and Nevai [6]. However it was not until the work of Fokas, Its and Kitaev [19, 20]
that these equations were identified as discrete Painlevé equations. The relationship between semi-classical orthogonal
polynomials and the Painlevé equations was discussed by Magnus [29] who, for example, showed that the coefficients
in the three-term recurrence relation for the Freud weight [23]

w(x; t) = exp
(

−x4 + tx2
)

, x ∈ R, (1.4)

with t ∈ R a parameter, can be expressed in terms of simultaneous solutions of the discrete equation

qn(qn−1 + qn + qn+1) + 2tqn = n, (1.5)

which is discrete PI (dPI), as shown by Bonan and Nevai [6], and the differential equation

d2qn

dz2
=

1

2qn

(

dqn
dz

)2

+
3

2
q3n + 4zq2n + 2(z2 + 1

2n)qn − n2

2qn
, (1.6)

which is a special case of the fourth Painlevé equation – seeequation (1.8) below – withn ∈ N. This connection
between the recurrence coefficients for the Freud weight (1.4) and simultaneous solutions of (1.5) and (1.6) is due to
Kitaev, see [19, 21]. The discrete equation (1.5) is also known as the “Freud equation” or the “string equation”.

It is known (cf. [26]) that polynomials orthogonal with respect to exponential weightsw(x) = exp{−Q(x)} onR
for polynomialQ(x) satisfy structural relations of the form

dPn

dx
(x) = An(x)Pn−1(x) +Bn(x)Pn(x).

Such structural relations and the three-term recurrence relation reveal that the orthogonal polynomials satisfy a second
order differential equation.

It had been generally accepted that explicit expressions for the associated coefficients in the three-term recurrence
relation and orthogonal polynomials were nonexistent for weights such as the Freud weight (1.4). To quote from the
Digital Library of Mathematical Functions[36, §18.32]:

“A Freud weightis a weight function of the form

w(x) = exp{−Q(x)}, −∞ < x <∞,

whereQ(x) is real, even, nonnegative, and continuously differentiable. Of special interest are the cases
Q(x) = x2m,m = 1, 2, . . . . No explicit expressions for the corresponding OP’s are available. However,
for asymptotic approximations in terms of elementary functions for the OP’s, and also for their largest
zeros, see Levin and Lubinsky [28] and Nevai [35]. For a uniform asymptotic expansion in terms of Airy
functions for the OP’s in the caseQ(x) = x4 see Bo and Wong [4]. For asymptotic approximations to
OP’s that correspond to Freud weights with more general functionsQ(x) see Deiftet al. [15, 16], Bleher
and Its [3], and Kriecherbauer and McLaughlin [27].”
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In [13], the direct problem was studied for semi-classical Laguerre polynomials orthogonal with respect to the
semi-classical Laguerre weight

w(x; t) = xλ exp(−x2 + tx), x ∈ R
+, λ > −1, (1.7)

with t ∈ R a parameter, and it was shown that the coefficients in the three-term recurrence relation of these polynomials
can be explicitly expressed in terms of Wronskians of parabolic cylinder functions which also arise in the description
of special function solutions of the fourth Painlevé equation (PIV)

d2q

dz2
=

1

2q

(

dq

dz

)2

+
3

2
q3 + 4zq2 + 2(z2 − A)q +

B

q
, (1.8)

whereA andB are constants, and the second degree, second order equationsatisfied by the associated Hamiltonian
function, see equation (4.16).

Polynomials orthogonal with respect to a symmetric measurecan be generated via quadratic transformation from
the classical orthogonal polynomials, cf. [12]. For example, Laguerre polynomials generate a class of generalized
Hermite polynomials while Jacobi polynomials give rise to aclass of generalized Ultraspherical polynomials.

In this paper we are concerned with the positive, even weightfunction on the real line arising from a symmetrization
of the semi-classical Laguerre weight (1.7), namely the generalized Freud weight

w(x; t) = |x|2λ+1 exp
(

−x4 + tx2
)

, x ∈ R, (1.9)

with parametersλ > −1 andt ∈ R.
We use two different methods to derive the differential-difference equation satisfied by generalized Freud poly-

nomials{Sn(x; t)}∞n=0, orthogonal with respect to the generalized Freud weight (1.9). In §2 we modify the ladder
operator method (cf. [8, 9, 26]) to derive a general formula for the coefficients of the differential-difference as well
as the second order differential equation satisfied by polynomials orthogonal with respect to a generalized Freud type
weight which vanishes at a point. It is important to note thatthe second order differential equation is linear with
coefficients that are rational functions ofx with parameterst andλ involving parabolic cylinder functions. In§3 we
derive the generalized Freud weight (1.9) through a symmetrization of the semi-classical Laguerre weight (1.7). In§4
we are concerned with specific results for generalized Freudweight (1.9). We show that the coefficientβn(t;λ) in the
three-term recurrence relation

xSn(x; t) = Sn+1(x; t) + βn(t;λ)Sn−1(x; t),

satisfied by the polynomials associated with the weight (1.9) can be expressed in terms of Wronskians that arise in the
description of special function solutions of PIV which are expressed in terms of parabolic cylinder functions. Further
we apply the results of§2 to the weight (1.9) to derive the differential-differenceequation and the linear, second order
differential equations satisfied by generalized Freud polynomials{Sn(x; t)}∞n=0. A method due to Shohat [40], based
on the concept of quasi-orthogonality and applied to the weight (1.9) is discussed in§4.5.

2 Semi-classical orthogonal polynomials

The coefficientsAn(x; t) andBn(x; t) in the relation

dPn

dx
(x; t) = −Bn(x; t)Pn(x; t) +An(x; t)Pn−1(x; t), (2.1)

satisfied by semi-classical orthogonal polynomials are of interest since differentiation of this differential-difference
equation yields the second order differential equation satisfied by the orthogonal polynomials. Shohat [40] gave a
procedure using quasi-orthogonality to derive (2.1) for weightsw(x; t) such thatw′(x; t)/w(x; t) is a rational function,
which we apply to (1.9) later. This technique was rediscovered by several authors including Bonan, Freud, Mhaskar
and Nevai approximately 40 years later, see [35, p. 126–132]and the references therein for more detail. The method
of ladder operators was introduced by Chen and Ismail in [9].Related work by various authors can be found in, for
example, [10, 11, 18, 33] and a good summary of the technique is provided in [26, Theorem 3.2.1].

In [8], Chen and Feigin adapt the method of ladder operators to the situation where the weight function vanishes
at one point. Our next result generalizes the work in [8], giving a more explicit expression for the coefficients in (2.1)
when the weight function is positive on the real line except for one point.
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Theorem 2.1. Let
w(x; t) = |x− k|γ exp{−v(x; t)}, x, t, k ∈ R, (2.2)

wherev(x; t) is a continuously differentiable function onR. Assume that the polynomials{Pn(x; t)}∞n=0 satisfy the
orthogonality relation

∫

∞

−∞

Pn(x; t)Pm(x; t)w(x; t) dx = hnδmn.

Then, forγ ≥ 1, Pn(x; t) satisfy the differential-difference equation

(x− k)
dPn

dx
(x; t) = −Bn(x; t)Pn(x; t) +An(x; t)Pn−1(x; t), (2.3)

where

An(x; t) =
x− k

hn−1

∫

∞

−∞

P 2
n(y; t)K(x, y)w(y; t) dy + an(x; t), (2.4a)

Bn(x; t) =
x− k

hn−1

∫

∞

−∞

Pn(y; t)Pn−1(y; t)K(x, y)w(y; t) dy + bn(x; t), (2.4b)

where

K(x, y) =
v′(x; t)− v′(y; t)

x− y
, (2.5)

with

an(x; t) =
γ

hn−1

∫

∞

−∞

P 2
n(y; t)

y − k
w(y; t) dy, (2.6a)

bn(x; t) =
γ

hn−1

∫

∞

−∞

Pn(y; t)Pn−1(y; t)

y − k
w(y; t) dy. (2.6b)

Proof. Consider the generalized Freud-type weight (2.2). Since
dPn

dx
(x; t) is a polynomial of degreen− 1 in x, then

it can be expressed in terms of the orthogonal basis as

dPn

dx
(x; t) =

n−1
∑

j=0

cn,jPj(x; t). (2.7)

Applying the orthogonality relation and integrating by parts, we obtain

cn,j hj =

∫

∞

−∞

dPn

dy
(y; t)Pj(y; t)w(y; t) dy

=
[

Pn(x; t)Pj(x; t)w(x; t)
]

∞

−∞

−
∫

∞

−∞

Pn(y; t)

{

dPj

dy
(y; t)w(y; t) + Pj(y; t)

dw

dy
(y; t)

}

dy

= −
∫

∞

−∞

Pn(y; t)Pj(y; t)
dw

dy
(y; t) dy

=

∫

∞

−∞

Pn(y; t)Pj(y; t)

[

dv

dy
(y; t)− γ

y − k

]

w(y; t) dy,

provided thatγ ≥ 1.
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Now, from (2.7), we can write

dPn

dx
(x; t) =

n−1
∑

j=0

1

hj

{
∫

∞

−∞

Pn(y; t)Pj(y; t)

[

dv

dy
(y; t)− γ

y − k

]

w(y; t) dy

}

Pj(x; t)

=

∫

∞

−∞

Pn(y; t)

n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj

[

dv

dy
(y; t)− γ

y − k

]

w(y; t) dy

=

∫

∞

−∞

Pn(y; t)

n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj

[

dv

dy
(y; t)− dv

dx
(x; t)

]

w(y; t) dy

+
dv

dx
(x; t)

∫

∞

−∞

Pn(y; t)
n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj
w(y; t) dy

− γ

∫

∞

−∞

Pn(y; t)

y − k

n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj
w(y; t) dy

=

∫

∞

−∞

Pn(y; t)

n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj

[

dv

dy
(y; t)− dv

dx
(x; t)

]

w(y; t) dy

− γ

∫

∞

−∞

Pn(y; t)

y − k

n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj
w(y; t) dy.

Next, using the orthogonality relation again, we obtain

(x− k)
dPn

dx
(x; t) = (x− k)

∫

∞

−∞

Pn(y; t)

n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj

[

dv

dy
(y; t)− dv

dx
(x; t)

]

w(y; t) dy

− γ

∫

∞

−∞

Pn(y; t)

(

x− k

y − k

) n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj
w(y; t) dy.

= (x− k)

∫

∞

−∞

Pn(y; t)
n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj

[

dv

dy
(y; t)− dv

dx
(x; t)

]

w(y; t) dy

− γ

∫

∞

−∞

Pn(y; t)
x− y

y − k

n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj
w(y; t) dy.

It now follows from the Christoffel-Darboux formula (cf. [26])

n−1
∑

j=0

Pj(y; t)Pj(x; t)

hj
=
Pn(x; t)Pn−1(y; t)− Pn(y; t)Pn−1(x; t)

(x− y)hn−1
,

that

An(x; t) =
x− k

hn−1

∫

∞

−∞

P 2
n(y; t)K(x, y)w(y; t) dy + an(x; t)

Bn(x; t) =
x− k

hn−1

∫

∞

−∞

Pn(y; t)Pn−1(y; t)K(x, y)w(y; t) dy + bn(x; t),

with an(x; t) andbn(x; t) given by (2.6).

Lemma 2.2. Consider the weight defined by(2.2) and assume thatv(x; t) is an even, continuously differentiable
function onR. Assume that the polynomials{Pn(x; t)}∞n=0 satisfy the orthogonality relation

∫

∞

−∞

Pn(x; t)Pm(x; t)w(x; t) dx = hnδmn.

and the three-term recurrence relation

Pn+1(x; t) = xPn(x; t) − βn(t;λ)Pn−1(x; t), (2.8)
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with P0 = 1 andP1 = x. Then the polynomialsPn(x; t) satisfy
∫

∞

−∞

P 2
n(y; t)

y − k
w(y; t) dy = 0, (2.9)

∫

∞

−∞

Pn(y; t)Pn−1(y; t)

y − k
w(y; t) dy = 1

2 [1− (−1)n]hn−1, (2.10)

wheren ∈ N and

hn =

∫

∞

−∞

P 2
n(y; t)w(y; t) dy.

Proof. Sincew(x; t) is even whenv(x; t) is assumed to be even, the integrand in (2.6a) is odd and hencean(x; t) = 0.
Furthermore, the monic orthogonal polynomialsPn(x; t) satisfy the three-term recurrence relation (2.8), with

P0 = 1 andP1 = x, hence
∫

∞

−∞

Pn(y; t)Pn−1(y; t)

y − k
w(y; t) dy =

∫

∞

−∞

[

yPn−1(y; t)− βn−1Pn−2(y; t)
]

Pn−1(y; t)

y − k
w(y; t) dy

=

∫

∞

−∞

P 2
n−1(y; t)w(y; t) dy + k

∫

∞

−∞

P 2
n−1(y; t)

y − k
w(y; t) dy

− βn−1

∫

∞

−∞

Pn−1(y; t)Pn−2(y; t)

y − k
w(y; t) dy

= hn−1 − βn−1

∫

∞

−∞

Pn−1(y; t)Pn−2(y; t)

y − k
w(y; t) dy,

since the integrand in the second integral is odd. Hence, if we define

In =

∫

∞

−∞

Pn(y; t)Pn−1(y; t)

y − k
w(y; t) dy,

thenIn satisfies the recurrence relation

In = hn−1 − βn−1In−1 = hn−1 −
hn−1

hn−2
In−1,

sinceβn = hn/hn−1. Iterating this gives

In =
hn−1

hn−3
In−2 = hn−1 −

hn−1

hn−4
In−3 =

hn−1

hn−5
In−4 = hn−1 −

hn−1

hn−6
In−5,

and so on. Hence, by induction,

I2N =
h2N−1

h1
I2, I2N+1 = h2N − h2N

h1
I2,

and so, since

I2 =

∫

∞

−∞

P2(y; t)P1(y; t)

y − k
w(y; t) dy

=

∫

∞

−∞

P2(y; t)w(y; t) dy + k

∫

∞

−∞

P2(y; t)

y − k
w(y; t) dy = 0,

we have that
I2N = 0, I2N+1 = h2N ,

as required.

Corollary 2.3. Let
w(x; t) = |x− k|γ exp{−v(x; t)}, x, t, k ∈ R,

wherev(x; t) is an even, continuously differentiable function onR. Assume that the polynomials{Pn(x; t)}∞n=0 satisfy
the orthogonality relation

∫

∞

−∞

Pn(x; t)Pm(x; t)w(x; t) dx = hnδmn.
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Then, forγ ≥ 1, Pn(x; t) satisfy the differential-difference equation

(x− k)
dPn

dx
(x; t) = −Bn(x; t)Pn(x; t) +An(x; t)Pn−1(x; t),

where

An(x; t) =
x− k

hn−1

∫

∞

−∞

P 2
n(y; t)K(x, y)w(y; t) dy, (2.11a)

Bn(x; t) =
x− k

hn−1

∫

∞

−∞

Pn(y; t)Pn−1(y; t)K(x, y)w(y; t) dy + 1
2γ[1− (−1)n]. (2.11b)

Proof. The result is an immediate consequence of Theorem 2.1 and Lemma 2.2.

Lemma 2.4. Letw(x; t) be the weight defined by(2.2)with v(x; t) an even, continuously differentiable function onR

andAn(x; t) andBn(x; t) defined by(2.11). Then

Bn(x; t) + Bn+1(x; t) =
xAn(x; t)

βn
+ γ − (x− k)

dv

dx
(x; t),

whenγ ≥ 1.

Proof. From (2.11), (2.8) and the fact thathn = hn−1βn we have

Bn(x; t) +Bn+1(x; t) =
x− k

hn−1

∫

∞

−∞

Pn(y; t)Pn−1(y; t)K(x, y)w(y; t) dy

+
x− k

hn

∫

∞

−∞

Pn(y; t)Pn+1(y; t)K(x, y)w(y; t) dy

+ 1
2γ[1− (−1)n] + 1

2γ[1− (−1)n+1]

=
x− k

hn

{
∫

∞

−∞

Pn(y; t) [βnPn−1(y; t) + Pn+1(y; t)]K(x, y)w(y; t) dy

}

+ γ

=
x− k

hn

∫

∞

−∞

yP 2
n(y; t)K(x, y)w(y; t) dy + γ

=
x− k

hn

∫

∞

−∞

P 2
n(y; t)

[

dv

dy
(y; t)− dv

dx
(x; t)

]

w(y; t) dy

+
x(x − k)

hn

∫

∞

−∞

P 2
n(y; t)K(x, y)w(y; t) dy + γ

=
x− k

hn

∫

∞

−∞

P 2
n(y; t)

dv

dy
(y; t)w(y; t) dy

− x− k

hn

dv

dx
(x; t)

∫

∞

−∞

P 2
n(y; t)w(y; t) dy +

x

hn
hn−1An(x; t) + γ

=
γ(x− k)

hn

∫

∞

−∞

P 2
n(y; t)

w(y; t)

y − k
dy − x− k

hn

∫

∞

−∞

P 2
n(y; t)

dw

dy
(y; t) dy

− (x− k)
dv

dx
(x; t) +

xAn(x; t)

βn
+ γ, (2.12)

since
dw

dy
(y; t) =

[

−dv
dy

(y; t) +
γ

y − k

]

w(y; t).

The first integral in (2.12) vanishes since the integrand is odd, hence it follows, using integration by parts, that

Bn(x; t) +Bn+1(x; t) = −x− k

hn

{[

P 2
n(x; t)w(x; t)

]

∞

−∞

−
∫

∞

−∞

2Pn(y; t)
dPn

dy
(y; t)w(y; t) dy

}

− (x− k)
dv

dx
(x; t) +

xAn(x; t)

βn
+ γ,

and the result follows from the orthogonality ofPn.
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Lemma 2.5. Letw(x; t) be the weight defined by(2.2)with v(x; t) an even, continuously differentiable function onR

andAn(x; t) andBn(x; t) defined by(2.11). Then
{

−(x− k)
d

dx
+Bn(x; t) + (x− k)

dv

dx
(x; t) − γ

}

Pn−1(x; t) =
An−1(x; t)

βn−1
Pn(x; t). (2.13)

Proof. From the differential-difference equation (2.3) we have

(x− k)
dPn−1

dx
(x; t) = −Bn−1(x; t)Pn−1(x; t) +An−1(x; t)Pn−2(x; t)

= −Bn−1(x; t)Pn−1(x; t) +
An−1(x; t)

βn−1
[xPn−1(x; t)− Pn(x; t)] ,

using the recurrence relation (2.8). Hence, using Lemma 2.4,

An−1(x; t)

βn−1
Pn(x; t) = −(x− k)

dPn−1

dx
(x; t)−Bn−1(x; t)Pn−1(x; t) +

xAn−1(x; t)

βn−1
Pn−1(x; t)

= −(x− k)
dPn−1

dx
(x; t)−Bn−1(x; t)Pn−1(x; t)

+

{

Bn(x; t) +Bn−1(x; t)− γ + (x− k)
dv

dx
(x; t)

}

Pn−1(x; t)

= −(x− k)
dPn−1

dx
(x; t) +Bn(x; t)Pn−1(x; t) +

[

(x− k)
dv

dx
(x; t)− γ

]

Pn−1(x; t)

=

{

−(x− k)
d

dx
+Bn(x; t) + (x− k)

dv

dx
(x; t)− γ

}

Pn−1(x; t).

Theorem 2.6. Letw(x; t) = |x−k|γ exp{−v(x; t)}, for x, t, k ∈ R, withv(x; t) an even, continuously differentiable
function onR. Then

(x− k)
d2Pn

dx2
(x; t) +Rn(x; t)

dPn

dx
(x; t) + Tn(x; t)Pn(x; t) = 0, (2.14a)

where

Rn(x; t) = γ − (x− k)
dv

dx
(x; t)− x− k

An(x; t)

dAn

dx
(x; t) + 1, (2.14b)

Tn(x; t) =
An(x; t)An−1(x; t)

(x − k)βn−1
+
dBn

dx
(x; t) +

γBn(x; t)

x− k

−Bn(x; t)

[

dv

dx
(x; t) +

Bn(x; t)

x− k

]

− Bn(x; t)

An(x)

dAn

dx
(x; t), (2.14c)

with

An(x; t) =
x− k

hn−1

∫

∞

−∞

P 2
n(y; t)K(x, y)w(y; t) dy

Bn(x; t) =
x− k

hn−1

∫

∞

−∞

Pn(y; t)Pn−1(y; t)K(x, y)w(y; t) dy + 1
2γ[1− (−1)n].

Proof. Differentiating both sides of (2.3) with respect tox we obtain

(x− k)
d2Pn

dx2
(x; t) = −[Bn(x; t) + 1]

dPn

dx
x, t) +

dAn

dx
(x; t)Pn−1(x; t)

− dBn

dx
(x; t)Pn(x; t) +An(x; t)Pn−1(x; t). (2.15)

Substituting (2.13) into (2.15) yields

(x− k)
d2Pn

dx2
(x; t) = −[Bn(x; t) + 1]

dPn

dx
(x; t)−

[

dBn

dx
(x; t) +

An(x; t)An−1(x; t)

βn−1(x− k)

]

Pn(x; t)

+

{

dAn

dx
(x; t) +An(x; t)

[

Bn(x; t)

x− k
+
dv

dx
(x; t) − γ

x− k

]}

Pn−1(x; t), (2.16)

and the results follows by substitutingPn−1(x; t) in (2.16) using (2.3).
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3 Semi-classical Laguerre weight

We recall that the semi-classical Laguerre weight [13, 25] is given by

w(x; t) = xλ exp(−x2 + tx), x ∈ R
+, (3.1)

whereλ > −1. The weight function satisfies the differential equation

x
dw

dx
(x; t) + (2x2 − tx− λ)w(x; t) = 0,

which is the Pearson equation (1.3) withσ(x) = x andτ(x; t) = −2x2 + tx+ λ+ 1.
Explicit expressions for the recurrence coefficientsαn(t;λ) andβn(t;λ) in the three-term recurrence relation

xPn(x; t) = Pn+1(x; t) + αn(t;λ)Pn(x; t) + βn(t;λ)Pn−1(x; t), (3.2)

associated with the semi-classical Laguerre weight (3.1) were obtained in [13], and are given in the following theorem.

Theorem 3.1. SupposeΨn,λ(z) is given by

Ψn,λ(z) = W
(

ψλ,
dψλ

dz
, . . . ,

dn−1ψλ

dzn−1

)

, Ψ0,λ(z) = 1,

where

ψλ(z) =







D−λ−1

(

−
√
2 z
)

exp
(

1
2z

2
)

, if λ 6∈ N,

dm

dzm
{[

1 + erf(z)
]

exp(z2)
}

, if λ = m ∈ N,

withDν(ζ) is the parabolic cylinder function anderfc(z) the complementary error function

erfc(z) =
2√
π

∫

∞

z

exp(−t2) dt, (3.3)

Then coefficientsαn(t;λ) andβn(t;λ) in the recurrence relation(3.2) associated with the semi-classical Laguerre
weight(3.1)are given by

αn(t;λ) =
1
2qn(z) +

1
2 t, (3.4a)

βn(t;λ) = − 1
8

dqn
dz

− 1
8q

2
n(z)− 1

4zqn(z) +
1
4λ+ 1

2n, (3.4b)

with z = 1
2 t, where

qn(z) = −2z +
d

dz
ln

Ψn+1,λ(z)

Ψn,λ(z)
,

which satisfiesPIV (1.8)with parameters(A,B) = (2n+ λ+ 1,−2λ2).

Proof. See [13].

3.1 Symmetrization of semi-classical Laguerre weight

In this section we show that symmetrizing the semi-classical Laguerre weight (3.1) gives rise to the generalized Freud
weight (1.9).

Let {L(λ)
n (x; t)} denote the monic semi-classical Laguerre polynomials orthogonal with respect to semi-classical

Laguerre weight (3.1) with
∫

∞

0

L(λ)
m (x; t)L(λ)

n (x; t)xλ exp(−x2 + tx) dx = Kn(t) δmn.

Define

S2m(x; t) = L(λ)
m (x2; t); S2m+1(x; t) = xQ(λ)

n (x2; t), (3.5)
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where

Q(λ)
n (x; t) =

1

x

[

L
(λ)
n+1(x; t)−

L
(λ)
n+1(0; t)

L
(λ)
n (0; t)

L(λ)
n (x; t)

]

, (3.6)

are also monic and of degreen, for x 6= 0.
Then
∫

∞

0

L(λ)
m (x; t)L(λ)

n (x; t)xλ exp(−x2 + tx) dx = 2

∫

∞

0

L(λ)
m (x2; t)L(λ)

n (x2; t)x2λ+1 exp
(

−x4 + tx2
)

dx

=

∫

∞

−∞

L(λ)
m (x2; t)L(λ)

n (x2; t)|x|2λ+1 exp
(

−x4 + tx2
)

dx

=

∫

∞

−∞

S2m(x; t)S2n(x; t)|x|2λ+1 exp
(

−x4 + tx2
)

dx

= Kn(t)δmn.

which implies that{S2m(x; t)}∞m=0 is a symmetric orthogonal sequence with respect to the even weight

w(x; t) = |x|2λ+1 exp(−x4 + tx2),

onR, i.e. the generalized Freud weight (1.9).
It is proved in [12, Thm 7.1] that the kernel polynomialsQL

m(x; t) are orthogonal with respect toxw(x; t) =
xλ+1 exp(−x2 + tx). Hence

Kn(t)δmn =

∫

∞

0

Q(λ)
m (x; t)Q(λ)

n (x; t)xλ+1 exp(−x2 + tx) dx

= 2

∫

∞

0

Q(λ)
m (x2; t)Q(λ)

n (x2; t)x2λ+3 exp
(

−x4 + tx2
)

dx

=

∫

∞

−∞

[

xQ(λ)
m (x2; t)

)

]
[

xQ(λ)
n (x2; t)

]

|x|2λ+1 exp
(

−x4 + tx2
)

dx

=

∫

∞

−∞

S2m+1(x; t)S2n+1(x; t)|x|2λ+1 exp
(

−x4 + tx2
)

dx.

Lastly, since in each case the integrand is odd, we have that
∫

∞

−∞

S2m+1(x; t)S2n(x; t)|x|2λ+1 exp
(

−x4 + tx2
)

dx = 0, m, n ∈ N,

and so we conclude that{Sn(x; t)}∞n=0 is a sequence of polynomials orthogonal with respect to the even weight (1.9)
onR.

4 The generalized Freud weight

4.1 The moments of the generalized Freud weight

It is shown in [13] that the moments of the semi-classical weight provide the link between the weight and the associated
Painlevé equation. The recurrence coefficients in the three-term recurrence relations associated with semi-classical
orthogonal polynomials can often be expressed in terms of solutions of the Painlevé equations and associated discrete
Painlevé equations.

For the generalized Freud weight (1.9), the first moment,µ0(t;λ), can be obtained using the integral representation
of a parabolic cylinder (Hermite-Weber) functionDv(ξ). By definition

µ0(t;λ) =

∫

∞

−∞

|x|2λ+1 exp
(

−x4 + tx2
)

dx

= 2

∫

∞

0

x2λ+1 exp
(

−x4 + tx2
)

dx

=

∫

∞

0

yλ exp
(

−y2 + ty
)

dy

=
Γ(λ+ 1)

2(λ+1)/2
exp

(

1
8 t

2
)

D−λ−1

(

− 1
2

√
2 t
)

.
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since the parabolic cylinder functionDv(ξ) has the integral representation [36,§12.5(i)]

Dv(ξ) =
exp(− 1

4ξ
2)

Γ(−v)

∫

∞

0

s−v−1 exp
(

− 1
2s

2 − ξs
)

ds, ℜ(ν) < 0.

The even moments are

µ2n(t;λ) =

∫

∞

−∞

x2n |x|2λ+1 exp
(

−x4 + tx2
)

dx

=
dn

dtn

(
∫

∞

−∞

|x|2λ+1 exp
(

−x4 + tx2
)

dx

)

,

=
dn

dtn
µ0(t;λ), n ≥ 1,

whilst the odd ones are

µ2n+1(t;λ) =

∫

∞

−∞

x2n+1 |x|2λ+1 exp
(

−x4 + tx2
)

dx = 0, n ∈ N,

since the integrand is odd.
We note that

µ2n(t;λ) =

∫

∞

−∞

x2n |x|2λ+1 exp
(

−x4 + tx2
)

dx

=

∫

∞

−∞

|x|2λ+2n+1 exp
(

−x4 + tx2
)

dx

= µ0(t;λ+ n).

Also, whenλ = n ∈ N, then

D−n−1

(

− 1
2

√
2 t
)

= 1
2

√
2π

dn

dtn
{[

1 + erf
(

1
2 t
)]

exp
(

1
8 t

2
)}

,

whereerf(z) is the error function [36,§12.7(ii)].

4.2 Recurrence coefficients of the generalized Freud polynomials

Monic orthogonal polynomials with respect to the symmetricgeneralized Freud weight (1.9) satisfy the three-term
recurrence relation

xSn(x; t) = Sn+1(x; t) + βn(t;λ)Sn−1(x; t), (4.1)

whereS−1(x; t) = 0 andS0(x; t) = 1.
Our interest is to determine explicit expressions for the recurrence coefficientsβn(t;λ) in the three-term recurrence

relation (4.1). First we relate them to solutions of PIV (1.8).

Lemma 4.1. The recurrence coefficientsβn(t;λ) in (4.1)satisfy the equation

d2βn

dt2
=

1

2βn

(

dβn
dt

)2

+ 3
2β

3
n − tβ2

n + (18 t
2 − 1

2An)βn +
Bn

16βn
, (4.2)

where the parametersAn andBn are given by

A2n = −2λ− n− 1, A2n+1 = λ− n,
B2n = −2n2, B2n+1 = −2(λ+ n+ 1)2.

Furtherβn(t;λ) satisfies the nonlinear difference equation

βn+1 + βn + βn−1 = 1
2 t+

2n+ (2λ+ 1)[1− (−1)n]

8βn
, (4.3)

which is known as discretePI (dPI).
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Proof. See, for example, [18, Theorem 6.1].

Remarks 4.2.

1. Equation (4.2) is equivalent to PIV (1.8) through the transformationβn(t;λ) = 1
2w(z), with z = − 1

2 t. Hence

β2n(t;λ) =
1
2w
(

z;−2λ− n− 1,−2n2
)

, (4.4a)

β2n+1(t;λ) =
1
2w
(

z;λ− n,−2(λ+ n+ 1)2
)

, (4.4b)

with z = − 1
2 t, wherew(z;A,B) satisfies PIV (1.8). The conditions on the PIV parameters in (4.4) are precisely

those for which PIV has (1.8) has solutions expressible in terms of the parabolic cylinder function

ψ(z) = µ0(−2z;λ) =
Γ(λ+ 1)

2(λ+1)/2
exp

(

1
2z

2
)

D−λ−1

(
√
2 z
)

,

[22, 37]; see also [13, Theorem 3.5].

2. The link between the differential equation (4.2) and the difference equation (4.3) is given by the Bäcklund
transformations

βn+1 =
1

2βn

dβn
dt

− 1
2βn + 1

4 t+
γn
4βn

, (4.5a)

βn−1 = − 1

2βn

dβn
dt

− 1
2βn + 1

4 t+
γn
4βn

, (4.5b)

with γn = 1
2n+

1
4 (2λ+1)[1− (−1)n]. Lettingn→ n+1 in (4.5b) and substituting (4.5a) gives the differential

equation (4.2), whilst eliminating the derivative yields the difference equation (4.3).

Lemma 4.3. The recurrence coefficientsβn(t;λ) in (4.1)are given by

β2n(t;λ) =
d

dt
ln
τn(t;λ+ 1)

τn(t;λ)
, (4.6a)

β2n+1(t;λ) =
d

dt
ln

τn+1(t;λ)

τn(t;λ+ 1)
, (4.6b)

whereτn(t;λ) is the Wronskian given by

τn(t;λ) = W
(

φλ,
dφλ
dt

, . . . ,
dn−1φλ

dtn−1

)

, (4.7)

with

φλ(t) = µ0(t;λ) =
Γ(λ + 1)

2(λ+1)/2
exp

(

1
8 t

2
)

D−λ−1

(

− 1
2

√
2 t
)

.

Proof. From the parabolic cylinder solutions of PIV (1.8) given in [13, Theorem 3.5], it is easily shown that the
equation

d2y

dt2
=

1

2y

(

dy

dt

)2

+ 3
2y

3 − ty2 + (18 t
2 − 1

2A)y +
B

16y
, (4.8)

has the solutions
{

y
[j]
n

(

t;A
[j]
n , B

[j]
n

)

}

j=1,2,3
,

y[1]n

(

t;λ+ 2n− 1,−2λ2
)

= 1
2 t+

d

dt
ln
τn−1(t;λ)

τn(t;λ)
, (4.9a)

y[2]n

(

t;−2λ− n− 1,−2n2
)

=
d

dt
ln
τn(t;λ+ 1)

τn(t;λ)
, (4.9b)

y[3]n

(

t;λ− n+ 1,−2(λ+ n)2
)

=
d

dt
ln

τn(t;λ)

τn−1(t;λ+ 1)
, (4.9c)

whereτn(t;λ) is the Wronskian (4.7). Comparing (4.4) and (4.9) gives the desired result.
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The first few recurrence coefficientsβn(t;λ) are given by

β1(t;λ) = Φλ,

β2(t;λ) = −2Φ2
λ − tΦλ − λ− 1

2Φλ
,

β3(t;λ) = − Φλ

2Φ2
λ − tΦλ − λ− 1

− λ+ 1

2Φλ
,

β4(t;λ) =
t

2(λ+ 2)
+

Φλ

2Φ2
λ − tΦλ − λ− 1

+
(λ+ 1)(t2 + 2λ+ 4)Φλ + (λ+ 1)2t

2(λ+ 2)[2(λ+ 2)Φ2
λ − (λ+ 1)tΦλ − (λ+ 1)2]

,

where

Φλ(t) =
d

dt
ln
{

D−λ−1

(

− 1
2

√
2 t
)

exp
(

1
8 t

2
)

}

= 1
2 t+

1
2

√
2
D−λ

(

− 1
2

√
2 t
)

D−λ−1

(

− 1
2

√
2 t
) . (4.10)

We note that

Φλ(t) =
d

dt
lnφλ(t),

whereφλ(t) = exp(18 t
2)D−λ−1

(

− 1
2

√
2 t
)

satisfies

d2φλ

dt2
− 1

2 t
dφλ
dt

− 1
2 (λ + 1)φλ = 0,

andΦλ(t) satisfies the Riccati equation

dΦλ

dt
= −Φ2

λ + 1
2 tΦλ + 1

2 (λ+ 1) = 0,

see Lemma 4.4.
Using the recurrence relation (4.1), the first few polynomials are

S1(x; t, λ) = x,

S2(x; t, λ) = x2 − Φλ,

S3(x; t, λ) = x3 +
tΦλ + λ+ 1

2Φλ
x,

S4(x; t, λ) = x4 +
2tΦ2

λ − (t2 + 2)Φλ − (λ+ 1)t

2(2Φ2
λ − tΦλ − λ− 1)

x2 − 2(λ+ 2)Φ2
λ − (λ+ 1)tΦλ − (λ+ 1)2

2(2Φ2
λ − tΦλ − λ− 1)

,

S5(x; t, λ) = x5 − 2(λ+ 3)tΦ2
λ − (λ + 1)(t2 − 2)Φλ − (λ+ 1)2t

4(λ+ 2)Φ2
λ − 2(λ+ 1)tΦλ − 2(λ+ 1)2

x3

−
[

2(λ+ 2)2 − t2
]

Φ2
λ − (λ+ 1)(λ+ 4)tΦλ − (λ+ 1)2(λ + 3)

4(λ+ 2)Φ2
λ − 2(λ+ 1)tΦλ − 2(λ+ 1)2

x.

Lemma 4.4. The functionΦλ(t) defined by(4.10)satisfies the Riccati equation

dΦλ

dt
= −Φ2

λ + 1
2 tΦλ + 1

2 (λ+ 1), (4.11)

and has the asymptotic expansion ast→ ∞

Φλ(t) =
1
2 t+

∞
∑

n=1

an
t2n−1

, (4.12)

where the constantsan are given by the nonlinear recurrence relation

an+1 = 2(2n− 1)an − 2
n
∑

j=1

ajan+1−j ,

with a1 = λ. In particular, ast→ ∞

Φλ(t) =
1
2 t+

λ

t
+

2λ(1 − λ)

t3
+

4λ(λ− 1)(2λ− 3)

t5
+O

(

t−7
)

. (4.13)
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Proof. LettingΦλ(t) =
d

dt
lnφλ(t) in (4.11) yields

d2φλ

dt2
− 1

2 t
dφλ
dt

− 1
2 (λ + 1)φλ = 0,

which has solution
φλ(t) =

{

C1D−λ−1

(

− 1
2

√
2 t
)

+ C2D−λ−1

(

1
2

√
2 t
)

}

exp(18 t
2),

with C1 andC2 arbitrary constants. Hence settingC1 = 1 andC2 = 0 gives the solution (4.10) and shows thatΦλ(t)
satisfies (4.11).

Substituting (4.12) into (4.11) gives

∞
∑

n=1

(2n− 1)an
t2n

= 1
2 t

∞
∑

n=1

an
t2n−1

+

(

∞
∑

n=1

an
t2n−1

)2

− 1
2λ

= a1 − λ+ 1
2

∞
∑

n=1

an+1

t2n
+

∞
∑

n=1

1

t2n

n
∑

j=1

ajan+1−j ,

hence, comparing coefficients of powers oft givesa1 = λ and

an+1 = 2(2n− 1)an − 2

n
∑

j=1

ajan+1−j ,

as required. Hence

a1 = λ, a2 = −2λ(λ− 1), a3 = 4λ(λ− 1)(2λ− 3),

which gives (4.13) as required.

Lemma 4.5. Lethn(t;λ) be defined by

Hn(t;λ) =
d

dt
ln τn(t;λ), (4.14)

whereτn(t;λ) is the Wronskian given by

τn(t;λ) = W
(

φλ,
dφλ
dt

, . . . ,
dn−1φλ

dtn−1

)

,

with

φλ(t) =
Γ(λ+ 1)

2(λ+1)/2
exp

(

1
8 t

2
)

D−λ−1

(

− 1
2

√
2 t
)

.

ThenHn(t;λ) satisfies the second-order, second-degree equation

(

d2Hn

dt2

)2

− 1
4

(

t
dHn

dt
−Hn

)2

+
dHn

dt

(

2
dHn

dt
− n

)(

2
dHn

dt
− n− λ

)

= 0. (4.15)

Proof. Equation (4.15) is equivalent to SIV, the PIV σ-equation

(

d2σ

dz2

)2

− 4

(

z
dσ

dz
− σ

)2

+ 4
dσ

dz

(

dσ

dz
+ 2θ0

)(

dσ

dz
+ 2θ∞

)

= 0, (4.16)

as shown in [13, Theorem 4.11]. Equation (4.15) is the same asequation (4.15) in [13]. Special function solutions of
SIV (4.16) in terms of parabolic cylinder functions have been classified in [22, 37]; see also [13, Theorem 3.5].

We remark that equation (4.16), and hence also equation (4.15), is equivalent to equation SD-I.c in the classification
of second order, second-degree differential equations with the Painlevé property by Cosgrove and Scoufis [14], an
equation first derived and solved by Chazy [7].
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Lemma 4.6. Ast→ ∞, the recurrence coefficientβn(t) has the asymptotic expansion

β2n(t;λ) =
n

t
− 2n(2λ− n+ 1)

t3
+O

(

t−5
)

, (4.17a)

β2n+1(t;λ) =
t

2
+
λ− n

t
− 2(λ2 − 4λn+ n2 − λ− n)

t3
+O

(

t−5
)

, (4.17b)

for n ∈ N.

Proof. In terms of the functionHn(t;λ) defined by (4.14), the recurrence coefficients are given as

β2n(t;λ) = Hn(t;λ+ 1)−Hn(t;λ), (4.18a)

β2n+1(t;λ) = Hn+1(t;λ)−Hn(t;λ+ 1). (4.18b)

As t→ ∞,Hn(t;λ) has the asymptotic expansion

Hn(t;λ) =
nt

2
+
nλ

t
+

2nλ(n− λ)

t3
+O

(

t−5
)

, (4.19)

for n ∈ N, see [13, Lemma 5.2]; note that the functions∆n(t) andSn(t) in [13] are the same as our functionsτn(t;λ)
andHn(t;λ), respectively. Substituting (4.19) in (4.18) immediatelygives the result.

4.3 The differential-difference equation satisfied by generalized Freud polynomials

In this section we derive a differential-difference equation satisfied by generalized Freud polynomials using our results
in §2.

Lemma 4.7. For the generalized Freud weight(1.9) the monic orthogonal polynomialsSn(x; t) satisfy
∫

∞

−∞

K(x, y)S2
n(y; t)w(y; t) dy = 4

(

x2 − 1
2 t+ βn + βn+1

)

hn, (4.20)

∫

∞

−∞

K(x, y)Sn(y; t)Sn−1(y; t)w(y; t) dy = 4xhn, (4.21)

where

K(x, y) =
v′(x; t)− v′(y; t)

x− y
,

with v(x; t) = x4 − tx2 and

hn =

∫

∞

−∞

S2
n(y; t)w(y; t) dy. (4.22)

Proof. For the generalized Freud weight (1.9) we have

w(x; t) = |x|2λ+1 exp
(

−x4 + tx2
)

,

i.e.v(x; t) = x4 − tx2, and so
K(x, y) = 4x2 + 4xy + 4y2 − 2t.

Hence for (4.20)
∫

∞

−∞

K(x, y)S2
n(y; t)w(y; t) dy = (4x2 − 2t)

∫

∞

−∞

S2
n(y; t)w(y; t) dy

+ 4x

∫

∞

−∞

yS2
n(y; t)w(y; t) dy + 4

∫

∞

−∞

y2S2
n(y; t)w(y; t) dy

= (4x2 − 2t)hn + 4x

∫

∞

−∞

Sn(y; t)
[

Sn+1(y; t) + βnSn−1(y; t)
]

w(y; t) dy

+ 4

∫

∞

−∞

[

Sn+1(y; t) + βnSn−1(y; t)
]2
w(y; t) dy

= (4x2 − 2t)hn + 4hn+1 + 4β2
nhn−1

= 4
(

x2 − 1
2 t+ βn + βn+1

)

hn,
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sinceβn = hn/hn−1, the monic orthogonal polynomialsSn(x; t) satisfy the three-term recurrence relation (4.1), and
are orthogonal, i.e.

∫

∞

−∞

Sm(y; t)Sn(y; t)w(y; t) dy = 0, if m 6= n. (4.23)

Also for (4.21)
∫

∞

−∞

K(x, y)Sn(y; t)Sn−1(y; t)w(y; t) dy

= (4x2 − 2t)

∫

∞

−∞

Sn(y; t)Sn−1(y; t)w(y; t) dy + 4x

∫

∞

−∞

ySn(y; t)Sn−1(y; t)w(y; t) dy

+ 4

∫

∞

−∞

y2Sn(y; t)Sn−1(y; t)w(y; t) dy

= 4x

∫

∞

−∞

Sn(y; t)
[

Sn(y; t) + βn−1Sn−2(y; t)
]

w(y; t) dy

+ 4

∫

∞

−∞

[

Sn+1(y; t) + βnSn−1(y; t)
][

Sn(y; t) + βn−2Sn−2(y; t)
]

w(y; t) dy

= 4xhn,

using the recurrence relation (4.1) and orthogonality (4.23).

Theorem 4.8.For the generalized Freud weight(1.9)the monic orthogonal polynomialsSn(x; t) satisfy the differential-
difference equation

x
dSn

dx
(x; t) = −Bn(x; t)Sn(x; t) +An(x; t)Sn−1(x; t), (4.24)

where

An(x; t) = 4xβn(x
2 − 1

2 t+ βn + βn+1), (4.25a)

Bn(x; t) = 4x2βn + (λ + 1
2 )[1− (−1)n], (4.25b)

with βn the recurrence coefficient in the three-term recurrence relation (4.1).

Proof. Corollary 2.3 shows that monic orthogonal polynomialsSn(x; t) with respect to the weight

w(x; t) = |x|2λ+1 exp{−v(x; t)},

satisfy the differential-difference equation (4.24), where

An(x; t) =
x

hn−1

∫

∞

−∞

K(x, y)S2
n(y; t)w(y; t) dy, (4.26a)

Bn(x; t) =
x

hn−1

∫

∞

−∞

K(x, y)Sn(y; t)Sn−1(y; t)w(y; t) dy + (λ+ 1
2 )[1 + (−1)n]. (4.26b)

For the generalized Freud weight (1.9), using Lemma 4.7 yields the result.

4.4 The differential equation satisfied by generalized Freud polynomials

Now we derive a differential equation satisfied by generalized Freud polynomials.

Theorem 4.9. For the generalized Freud weight(1.9)the monic orthogonal polynomialsSn(x; t) satisfy the differen-
tial equation

x
d2Sn

dx2
(x; t) +Rn(x; t)

dSn

dx
(x; t) + Tn(x; t)Sn(x; t) = 0, (4.27)
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where

Rn(x; t) = −4x4 + 2tx2 + 2λ+ 1− 2x2

x2 − 1
2 t+ βn + βn+1

, (4.28a)

Tn(x; t) = 4nx3 + 16xβn(βn + βn+1 − 1
2 t)(βn + βn−1 − 1

2 t)

+ 4x[1 + (2λ+ 1)(−1)n]βn − 8βnx
3 + (2λ+ 1)[1− (−1)n]x

x2 − 1
2 t+ βn + βn+1

+ (2λ+ 1)[1− (−1)n]x

(

t− 1

2x2

)

. (4.28b)

Proof. In Theorem 2.6 we proved that the coefficients in the differential equation (2.14a) satisfied by polynomials
orthogonal with respect to the weight

w(x; t) = |x− k|γ exp{−v(x; t)},
are given by (2.14b) and (2.14c). For the generalized Freud weight (1.9) we use (2.14b) and (2.14c) withk = 0,
γ = 2λ+ 1, v(x; t) = x4 − tx2, andAn andBn given by (4.25) to obtain the stated result.

Remark 4.10. We note that if{Pn(x)}∞n=0, is a sequence ofclassicalorthogonal polynomials (such as Hermite,
Laguerre and Jacobi polynomials), thenPn(x) satisfies second-order ordinary differential equation

σ(x)
d2Pn

dx2
+ τ(x)

dPn

dx
= λnPn, (4.29)

whereσ(x) is a monic polynomial with deg(σ) ≤ 2, τ(x) is a polynomial with deg(τ) = 1, andλn is a real number
which depends on the degree of the polynomial solution, see Bochner [5]. For classical orthogonal polynomials, the
polynomialsσ(x) andτ(x) are the same as in the associated Pearson equation (1.3). In contrast the coefficients in
second-order ordinary differential equation satisfied by the polynomials for the generalized Freud weight given in
Theorem 4.9 are not the same as the polynomialsσ(x) = x andτ(x) = −4x4+2tx2+2λ+1 in the Pearson equation
(1.3) satisfied by the generalized Freud polynomials since

w′(x; t)

w(x; t)
=
τ(x) − σ′(x)

σ(x)
= −4x3 + 2tx+

2λ+ 1

x
, x ∈ R\{0}.

4.5 An alternative method due to Shohat

It is shown in [35] and [40] that the monic orthogonal polynomialsSn(x; t) orthogonal with respect to the generalized
Freud weight (1.9) are quasi-orthogonal of orderm = 5 and hence we can write

x
dSn

dx
(x; t) =

n
∑

k=n−4

cn,kSk(x; t), (4.30)

where the coefficientcn,k is given by

cn,k =
1

hk

∫

∞

−∞

x
dSn

dx
(x; t)Sk(x; t)w(x; t) dx, (4.31)

for n− 4 ≤ k ≤ n andhk 6= 0.
Integrating by parts, we obtain forn− 4 ≤ k ≤ n− 1,

hkcn,k =
[

xSk(x; t)Sn(x; t)w(x; t)
]

∞

−∞

−
∫

∞

−∞

d

dx
[xSk(x; t)w(x; t)] Sn(x; t) dx

= −
∫

∞

−∞

[

Sn(x; t)Sk(x; t) + xSn(x; t)
dSk

dx
(x; t)

]

w(x; t) dx −
∫

∞

−∞

xSn(x; t)Sk(x; t)
dw

dx
(x; t) dx,

= −
∫

∞

−∞

xSn(x; t)Sk(x; t)
dw

dx
(x; t) dx

= −
∫

∞

−∞

Sn(x; t)Sk(x; t)
(

−4x4 + 2tx2 + 2λ+ 1
)

w(x; t) dx

=

∫

∞

−∞

(

4x4 − 2tx2
)

Sn(x; t)Sk(x; t)w(x; t) dx, (4.32)
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since

x
dw

dx
(x; t) =

(

− 4x4 + 2x2 + 2λ+ 1
)

w(x; t).

Iterating the three-term recurrence relation (4.1), the following relations are obtained

x2Sn = Sn+2 + (βn + βn+1)Sn + βnβn−1Sn−2, (4.33a)

x4Sn = Sn+4 + (βn + βn+1 + βn+2 + βn+3)Sn+2

+
[

βn(βn−1 + βn + βn+1) + βn+1(βn + βn+1 + βn+2)
]

Sn

+ βnβn−1(βn−2 + βn−1 + βn + βn+1)Sn−2 + (βnβn−1βn−2βn−3)Sn−4. (4.33b)

Substituting (4.33) into (4.32) yields the coefficients{cn,k}n−1
k=n−4 in (4.30).

cn,n−4 = 4βnβn−1βn−2βn−3, (4.34a)

cn,n−3 = 0, (4.34b)

cn,n−2 = 4βnβn−1(βn−2 + βn−1 + βn + βn+1 − 1
2 t), (4.34c)

cn,n−1 = 0. (4.34d)

Lastly we consider the case whenk = n. Integration by parts in (4.31) yields

hncn,n =

∫

∞

−∞

x
dSn

dx
(x; t)Sn(x; t)w(x; t) dx

= − 1
2

∫

∞

−∞

S2
n(x; t)

[

w(x; t) + x
dw

dx
(x; t)

]

dx

= − 1
2hn +

∫

∞

−∞

S2
n(x; t)

(

2x4 − tx2 − λ− 1
2

)

w(x; t) dx

=

∫

∞

−∞

(

2x4 − tx2
)

S2
n(x; t)w(x; t) dx − (λ+ 1)hn. (4.35)

From the three-term recurrence relation (4.1), we have

x2S2
n = (Sn+1 + βnSn−1)

2

= S2
n+1 + 2βnSn+1Sn−1 + β2

nS
2
n−1

x4S2
n = x2

(

S2
n+1 + 2βnSn+1Sn−1 + β2

nS
2
n−1)

= x2S2
n+1 + 2βn(xSn+1)(xSn−1) + β2

nx
2S2

n−1

=
(

Sn+2 + βn+1Sn

)2
+ 2βn

(

Sn+2 + βn+1Sn

)(

Sn + βn−1Sn−2

)

+ β2
n

(

Sn + βn−1Sn−2

)2

= S2
n+2 + 2(βn+1 + βn)Sn+2Sn + (βn+1 + βn)

2S2
n + 2βnβn−1Sn+2Sn−2

+ 2βnβn−1(βn + βn+1)SnSn−2 + β2
nβ

2
n−1S

2
n−2

and so by orthogonality
∫

∞

−∞

x2S2
n(x; t)w(x; t) dx = hn+1 + β2

nhn−1 = (βn+1 + βn)hn, (4.36)

∫

∞

−∞

x4S2
n(x; t)w(x; t) dx = hn+2 + (βn+1 + βn)

2hn + β2
nβ

2
n−1hn−2

= βn+2βn+1hn + (βn+1 + βn)
2hn + βnβn−1hn

=
[

(βn+1 + βn + βn−1)βn + (βn+2 + βn+1 + βn)βn+1

]

hn

= 1
2

[

t(βn+1 + βn) + n+ λ+ 1
]

hn, (4.37)

usinghn+1 = βn+1hn and dPI (4.3). Hence from (4.35), (4.36) and (4.37) we have

cn,n = t(βn+1 + βn) + n+ λ+ 1− t(βn+1 + βn)− (λ+ 1)

= n. (4.38)
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Combining (4.34) with (4.30), we write

x
dSn

dx
(x; t) = cn,n−4Sn−4(x; t) + cn,n−2Sn−2(x; t) + cn,nSn(x; t). (4.39)

In order to expressSn−4 andSn−2 in (4.39) in terms ofSn andSn−1, we iterate (4.1) to obtain

Sn−2 =
xSn−1 − Sn

βn−1
, (4.40)

Sn−3 =
xSn−2 − Sn−1

βn−2
=
x2 − βn−1

βn−1βn−2
Sn−1 −

x

βn−1βn−2
Sn, (4.41)

Sn−4 =
xSn−3 − Sn−2

βn−3
=
x3 − (βn−1 + βn−2)x

βn−1βn−2βn−3
Sn−1 −

x2 − βn−2

βn−1βn−2βn−3
Sn. (4.42)

Substituting (4.34), (4.38), (4.40) and (4.42) into (4.39)yields

x
dSn

dx
(x; t) = −Bn(x)Sn(x; t) +An(x; t)Sn−1(x; t), (4.43)

whereAn(x) andBn(x) are given by (4.25).

5 Conclusion

In this paper, for the generalized Freud weight (1.9) we haveobtained explicit expressions for the coefficients of the
three-term recurrence relation and differential-difference equation satisfied by generalized Freud polynomials. We
also proved that the generalized Freud polynomials satisfya linear ordinary differential equation. We note that the
closed form expressions for the coefficients provided allowinvestigation of other properties, including properties of
the zeros such as monotonicity, convexity and inequalitiessatisfied by the zeros. However, although the expressions
for the coefficients given in this paper are explicit, they are rather complicated and given in terms of special function
solutions of the fourth Painlevé equation which does not necessarily lead to elegant results in applications. For this
reason, a natural extension of this work would be an investigation of asymptotic properties using limiting relations
satisfied by the polynomials as the parameterst and/orλ tend to∞.
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[10] Y. Chen and A. Its, Painlevé III and a singular statistics in Hermitian random matrix ensembles, I,J. Approx.
Theory, 162(2010) 270–297.
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Asymptotics and Physical Applications, D. Levi and P. Winternitz (Editors), NATO Adv. Sci. Inst. Ser. B Phys.,
vol. 278, pp. 33–47 (Plenum, New York, 1992).

[22] P.J. Forrester and N.S. Witte, Application of theτ -function theory of Painlevé equations to random matrices:
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