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Abstract

Image enhancement and creation, particularly for aesthetic purposes, are tasks for

which the use of interactive evolutionary algorithms would seem to be well suited.

Previous work has concentrated on the development of various aspects of the interac-

tive evolutionary algorithms and their application to various image enhancement and

creation problems. Robust evaluation of algorithmic design options in interactive

evolutionary algorithms and the comparison of interactive evolutionary algorithms

to alternative approaches to achieving the same goals is generally less well addressed.

The work presented in this thesis is primarily concerned with di�erent inter-

active evolutionary algorithms, search spaces, and operators for setting the input

values required by image processing and image creation tasks. A secondary con-

cern is determining when the use of the interactive evolutionary algorithm approach

to image enhancement problems is warranted and how it compares with alterna-

tive approaches. Various interactive evolutionary algorithms were implemented and

compared in a number of speci�cally devised experiments using tasks of varying

complexity. A novel aspect of this thesis, with regards to other work in the study of

interactive evolutionary algorithms, was that statistical analysis of the data gath-

ered from the experiments was performed. This analysis demonstrated, contrary

to popular assumption, that the choice of algorithm parameters, operators, search

spaces, and even the underlying evolutionary algorithm has little e�ect on the qual-

ity of the resulting images or the time it takes to develop them. It was found that

the interaction methods chosen when implementing the user interface of the inter-

active evolutionary algorithms had a greater in�uence on the performances of the

algorithms.
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Chapter 1

Introduction

Digital images have become ubiquitous over the past two decades. Infrastructure

engineering vice president of social networking website Facebook Jay Parikh said in

an interview in 2012 that Facebook gets �300 million photos up every day� [103].

Digital images are encountered in many forms and are created for varying purposes

and from various sources. Digital images can be created for utilitarian reasons; two

examples of which are medical images to aid the diagnosis and treatment of diseases

and architectural models which provide an indication of what a project will look

like once it has been completed. Digital images can also be created for aesthetic

reasons � to create an image for artistic reasons but using a computer as opposed

to traditional artist materials. The majority of the images people see are created

with both utilitarian and aesthetic concerns taken into account. For example, people

capture photographs in order to make a record of events, but they also try to make

such photographs aesthetically pleasing.

Digital images require various degrees of human input in their creation. Digital

illustrations and architectural models require a lot of human input as they are given

form from the thoughts and ideas of the person creating them. Modern compact

cameras, on the other hand, are designed such that in most cases there is no need for

human input beyond pointing the camera at the scene to be captured and pressing

a button. There are situations in which images require, or could bene�t from,

some small amount of human input. The amount of human input required for an

image enhancement or image creation tool can be as little as setting a few input

values. Such a tool may be an image enhancement tool like the contrast enhancement

processes of Chapter 6 or a piece of software that creates images using mathematical

algorithms such as the facial composites of Chapter 7.

1



CHAPTER 1. INTRODUCTION

In order for an image enhancement or an image creation tool to take user input

there needs to be a user interface. User interfaces are designed to be as simple

as possible whilst at the same time delivering an appropriate degree of control.

However, it can still be di�cult for novice users to identify the tools they need and

the user may only wish to use the software in order to perform a single task on only

a few occasions. It can be frustrating to spend more time learning how to use a piece

of software than actually using the tools to perform the intended task. Alternatively,

a user may know how to set values explicitly to achieve a desired result but they

do not know what their desired result is; the user may simply wish to explore the

options provided by the tool.

The approach explored in this thesis is to relieve the user of the burden of

setting the input values of an image creation or image enhancement tool by having

a computer algorithm determine multiple sets of input values, creating a number of

images from these values, and having the user evaluate the resulting images. The

input values which correspond to the images preferred by the user are adjusted in a

stochastic manner and the resulting values are then used to create more images. The

underlying algorithms used to do this are a special form ofevolutionary algorithms

(EAs). EAs are a group of problem solving algorithms which are:

metaheuristic EAs solve problems using trial and error as opposed to using a

deterministic method.

population-based The algorithm maintains a number of potential solutions to the

problem which are replaced over time with better solutions.

biologically-inspired The operators used in an EA super�cially mimic evolution-

ary processes found in nature.

More information is given about EAs in Section 2.1.1.

EAs have been used to tackle image enhancement problems. A method for

contrast enhancement in monochrome images was described by Munteanu and Rosa

[85]. Hoseini and Shayesteh [56] used a hybrid of an EA and other nature-inspired

algorithms for the same purpose. In image segmentation Harvey et al. [50] used

an EA to develop an automated feature detection/classi�cation system to segment

multichannel satellite images. Ghosh and Mitchell [40] built upon the work of Harvey

et al. and used an EA to develop a method for segmenting computed tomography

(CT) images. Singh et al. [111] used an EA to develop a process for segmenting cells

in biological images.

Joseph James Mist 2



CHAPTER 1. INTRODUCTION

EAs rely on �tness functions (objective measures of goodness) to decide which

potential solutions are the best from those created. There are problems in image

enhancement and creation for which the use of an objective function may not be

suitable. This is likely to be the case when the purpose of an image is aesthetic (such

as in art photography) rather than utilitarian (such as a medical scan). It is human

evaluation which ultimately determines how good an image is, so it is also reasonable

that human evaluation should form a part of the image development process. The

EA approach can be modi�ed to include human evaluation by replacing, or at least

partially replacing, the �tness function with human evaluation. An EA adapted to

use human input in this way is called aninteractive evolutionary algorithm(IEA).

IEAs have been applied to image enhancement and creation problems. In the

�eld of image enhancement, Poli and Caponi [100] used an IEA to develop a pseudo-

colouring scheme for echocardiographic image enhancement. In image segmentation,

Otobe et al. [88] used an IEA to segment foreground plant matter from background

dirt in photographs of plants growing in a �eld. Examples of IEAs being used in de-

sign tasks include Fons et al. [142] who used an IEA/EA hybrid in the construction

of a tool which provides novelty in architectural design. Gong and Guo [42] used an

IEA in a tool for designing ladies' out�ts. IEAs can also be applied to fractal based

art tasks such as the development of virtual landscapes as demonstrated by Walsh

and Gade [140].

There is a good deal of variation with regards to the amount of content in papers

published in the �eld of IEAs that is not purely due to paper length restrictions.

Ideally, a paper should contain:

� A description of the task to be undertaken using the IEA and details of how

the process by which the input values are used to achieve the task can be

implemented.

� Details of the IEA used, including the interface, with particular detail to novel

aspects of the IEA.

� Comparison of the IEA approach to other methods of performing the same

task, or for work in which new algorithmic design options1 are introduced,

comparisons to existing algorithmic design options.

1Algorithmic design option is a term used in this thesis to cover the various options available
when implementing an IEA. For example, if a paper presents a new mutation operator (see Section
2.1.1) then it is presenting a new algorithmic design option.

Joseph James Mist 3



CHAPTER 1. INTRODUCTION

� Statistical analysis of the data gathered when making the comparison.

A description of the task and how it can be implemented is desirable because it

allows other people to use the task for their own work. In practice the details are

usually limited to the required inputs; the process by which the inputs are used to

achieve the task is omitted. This is generally because the implementation of the

process is too involved to be covered in the space available. For example, Walsh and

Gade [140] applied an interactive genetic algorithm (IGA) to set the input values of

a process which generated virtual landscapes. Whigham et al. [142] applied an IEA

to a �ag design task, the details of the process that turned the inputs into �ags were

too involved to be included. The process that turned the input values into colours

in the colour matching task of Breukelaar et al. [10] was simple enough to be fully

described in the paper.

Details of the IEA. including the interface used, should be provided because it

enables others to reproduce the algorithms used. Work in the �eld is very strong in

this regard and so there is no need to critique its de�ciencies here.

If the focus of the work is the application of an IEA to a new task then a

comparison to an existing approach to performing the task should be performed. If

the focus is the introduction of a new algorithmic design option, then a comparison

should be made to equivalent design options. Comparisons are important because

it is desirable to know if the new application or algorithmic design option represents

an improvement. Comparisons are often omitted if the work presented in the paper

is considered preliminary and is only intended to provide proof of concept. This is

more commonly the case when an IEA is applied to some new task. The papers

by Walsh and Gade [140] and Whigham et al. [142] do not provide comparisons as

the intent of the papers is to provide proof of concept. Ueda et al. [133] applied

an IEA to an image enhancement task and although they gathered user satisfaction

data they did not actually compare the IEA approach with other methods. Poli and

Cagnoni [100] applied an IEA to the task of highlighting the di�erences between two

medical images using pseudocoluring. No comparison was made to other methods

nor was any evaluation performed beyond a visual inspection of the images by the

authors.

When making comparisons between IEAs or between IEAs and alternative meth-

ods appropriate measures (ideally more than one) need to be used. Comparisons on

multiple measures are important; choosing to compare on only one measure can lead

to a comparison between algorithms or approaches that is misleading. For example,
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if only user satisfaction of the �nal images created by the participants is measured,

the measure may marginally favour Algorithm A over Algorithm B in which case it

may be concluded that Algorithm A is preferable. It may be that if time taken was

compared also and it was found that this measure favours Algorithm B signi�cantly

then the conclusion is likely to be that Algorithm B is preferable.

In most instances, participant satisfaction with the �nal images and time taken

to achieve a satisfactory image are appropriate measures. If the experiment also in-

cludes visible di�erences between the interfaces, such as when an IEA is compared to

a direct input approach, then some measure of the usability of the interfaces is also

appropriate. Work involving IEAs is generally satisfactory in this regard, though

there are examples of experiments that fail to provide comparisons on some mea-

sures when the data required for these comparisons could have easily been collected.

Lee and Cho [70] developed a smartphone application for image enhancement and

compared two IEAs to a piece of commercial image enhancement software. Usability

data was gathered and compared but the time taken to enhance the photographs

and satisfaction with the �nal images was not. Yoon and Kim [145] used a photo-

graph e�ects task to compare the performances of three scales for rating the images.

User satisfaction scores (it is not clear if this means satisfaction with the images

or usability of the scales) were compared but not the time taken. Oinuma et al.

[87] compared four recombination (see Section 2.1.1) methods using a face image

beauti�cation task. Time taken was not recorded, nor was participant satisfaction

with the images. Time taken is not always an appropriate measure of comparison.

This normally the case if an IEA is being compare to some automated approach

such as in [83, 62]. Other measures of evaluation may be appropriate. Gong et al.

[44] used a fashion design task to compare three surrogate models for users. The

number of generations the IEAs required to achieve a satisfactory design and the

number of evaluations required by the participants were compared.

If comparisons have been performed stating that, for example, the approach or

algorithm with the greatest mean participant satisfaction rating is the best is not

satisfactory. It is important to perform statistical analysis of the data to establish

whether any observed di�erences between algorithms and approaches are genuine

or if they are due to chance before concluding that one algorithm or approach

has outperformed another on some measure. The data collected in experiments

involving human participants are generally noisy and so what may appear to be a

large di�erence between mean values could be due to chance. Very little of the work
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related to the use of IEAs for image enhancement, image creation, or design tasks

uses statistical analysis to compare the performances of the algorithms. Most of

those that could be found are considered here.

It is common practice in Psychology to apply statistical methods, such as t-

tests and ANOVA [116], which are appropriate only for data that meet particular

requirements on data that do not. It is likely that authors of the work in which this

practice is evident derived their methodology from the �eld of Psychology. There

is also the possibility that the data were in fact suitable for parametric tests and

so this practice shall not be criticised. Another practice that was observed was

the use of statistical tests designed to compare the data from two treatments being

used in a pairwise manner to compare data from more than two treatments. This

was done in [66] where three treatments were compared in a pairwise manner. The

novel algorithmic design options introduced in [123] and [122] were compared in a

pairwise manner to three other algorithmic design options. The correct practice is

to perform a multiple comparison test, which tests for statistical signi�cance over all

treatments, and then perform an appropriate post hoc test on pairs of treatments.

Two examples were found of a multiple comparison test being used when a test

for comparing two sets should have been used instead [62, 17]. Two papers were

found which used statistical tests correctly: [77] which used the Wilcoxon signed

rank test to analyse ratings given by participants to two images and [126] which

used Friedman's test with Sche�e's post hoc criterion to analyse the data on four

measures used to compare three interface/algorithm combinations.

The consequence of these de�ciencies is that conclusions drawn in much of the

existing work are not well founded and should be treated with caution, particularly

when it is stated that one IEA or method is preferable to another when in fact

statistical analysis would reveal no signi�cant di�erence.

The main contribution of this thesis is to make robust comparisons between algo-

rithmic design options in IEAs, such as choice of mutation operator, and, to a lesser

extent, between IEAs and alternative methods. The comparisons are made robust

by the use of an adequate number of participants, ensuring that comparisons are

made according to multiple appropriate measures (where possible), and performing

appropriate statistical analysis on the data. A minor contribution is the introduc-

tion (and testing) of a simple method designed to shape search spaces based on user

rejection of un�t images.

In Chapter 2 points raised by Takagi [124] and Lewis [72] and observations re-
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ported in IEA papers are brought together into a formal summary of the basic parts

of an IEA presented in a similar manner to the summary of the parts of an EA

in the textbook by Eiben and Smith [29]. Suitability considerations to assess the

applicability of EAs laid out by Mitchell [81] are adapted to form a similar list for

IEAs. Arguments are laid out as to why some EAs are likely to be better suited for

use in IEAs than others. In Chapter 3 a select multiply mutate interactive evolution

strategy (SMM-IES), an implementation of an SMM-IEA [41] is used to develop

weighted vector directional �lters [132] which are compared to one developed using

an EA [74] and the basic vector directional �lter. In Chapter 4 a novel extension

to the SMM-IES, the hyperplane-IES is introduced and compared to the SMM-IES

using a colour matching task very similar to those used in [10] and [16]. A vir-

tual user is developed and used to set the parameters of the hyperplane-IES in a

similar manner to those used in [91] and [34]. Chapter 5 reports an experiment

using the colour matching task in which a hyperplane interactive genetic algorithm

(hyperplane-IGA) is compared to a simple IGA based on that used in EvoFIT [34].

Two search spaces are also compared, one implemented for its convenience and the

other for its perceptual uniformity in a similar manner to the comparison made

by Sugimoto and Honda [121]. The experiment is performed both with the target

colour present as in [10] and without. In Chapter 6 the simple IGA is compared to

a bespoke slider based interface for setting the input values to two image contrast

enhancement processes: an intensity transfer function process [106, 51] and a simple

compound process. In Chapter 7 a facial composite creation task based on the same

principles as EFIT-V [115] is used to compare the performances of two established

mutation and two recombination operators for the simple IGA [29]. The same task

is used to compare three search spaces one of which is constructed based on human

prioritisation as in [59].
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Chapter 2

General theory

2.1 Evolutionary algorithms

As stated in Chapter 1, an evolutionary algorithm (EA) is a population-based meta-

heuristic nature-inspired optimisation algorithm. EAs are so named because they

loosely mimic the processes of biological evolution. EAs are general problem solving

algorithms meaning that they can be applied to a wide range of problems, though

the use of an EA may not necessarily be the best approach to a particular problem.

2.1.1 Aspects of an EA

A short summary of the basic aspects of an EA is given here. As this thesis is

concerned with IEAs, only the parts of an EA which di�er from the equivalent parts

of an IEA are described in any detail. This summary is adapted from Eiben and

Smith [29] and Mitchell [81]. The basic structure of an EA is given in Algorithm 1.

INITIALISE population with initial candidate solutions;
EVALUATE each candidate;
while termination condition is not satis�ed do

SELECT parents;
RECOMBINE pairs of parents;
MUTATE the resulting o�spring;
EVALUATE new candidates;
SELECT individuals for the next generation;

end
Algorithm 1: Basic structure of an objective evolutionary algorithm (after Eiben
and Smith [29])
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Representation

If an EA is to be used to solve a problem, the problem needs to be expressed in a

form that allows an EA to be used. In an EA candidate solutions to a problem are

known asphenotypes. What exactly constitutes a phenotype is a little ambiguous

in image enhancement and creation. Otobe et al. [88], using an IEA to perform an

image segmentation task, referred to the developed segmentation processes as pheno-

types. Poli and Cagnoni [100], using an IEA to �nd a pseudocolouring scheme which

highlights the di�erences between two images, referred to the images themselves as

phenotypes. Munteanu and Rosa [86], who used an EA to optimise intensity transfer

functions for contrast enhancement of greyscale images, did not refer to phenotypes

at all but the term `individuals' was used to refer to the transfer functions, not the

images. Hashemi et al. [51], in similar work, also refer to the transfer functions as

individuals. In neither [86] nor [51] were the transfer functions applied to images

other than those they were developed on; whether the phenotype was the process or

the image was irrelevant. Breukelaar et al. [10], in a colour matching task, referred to

the colour panels which were displayed to the user as individuals; not the red, green,

and blue values of the colours. There is no standard de�nition for what constitutes

the phenotype when using EAs for image enhancement and creation; whether it is

the image process or the resulting image itself. It is for this reason that it is neces-

sary to de�ne what a phenotype is in the context of this thesis. In this thesis, if a

process is developed on an image which can be taken and applied, whether success-

fully or not, to another image then that process is the phenotype. If there is no such

process then the output image is de�ned as the phenotype.For example, the �lters

of Chapter 3 and the contrast enhancement processes of Chapter 6 are phenotypes.

If no such process is created then the image itself is the phenotype. For example,

the colours generated in Chapters 4 and 5 and the faces generated in Chapter 7

are phenotypes. Whilst it is the best phenotypes that are if interest, the search

is conducted by manipulatinggenotypes in a search space. EAs require genotypes

to represent the phenotypes during a search, mainly because genotypes provide a

means of reducing the search from an infeasibly high number of dimensions to a

more manageable number. An element of the genotype such as a single dimension

in a vector representing an input value is known as agene. The genotypes of the

�lters in Chapter 3 are ten-dimensional vectors with nine dimensions to represent

the �lter weights and the tenth for the step size parameter. The genotypes of the

colours in Chapter 4 consist of four-dimensional vectors with three of the dimensions
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representing colour and one representing the step size parameter. How the pheno-

types are represented as genotypes, therepresentation, depends on the EA being

used. In an EA each genotype maps to exactly one phenotype, although the reverse

is not necessarily true; it is possible for one phenotype to be the phenotype of many

genotypes. The genotype, phenotype, or both together (depending on context) are

referred to as anindividual.

Fitness

In the simplest of EAs the genotypes in the search space are mapped to phenotypes

which are in turn mapped to a�tness valueusing a�tness function. The �tness value

of an individual is the measure of `goodness' of that individual. Fitness values are

derived by evaluating phenotypes (not genotypes) on some objective criteria. Fitness

values are used to compare individuals during an EA to see which are retained and

which are used to create new individuals.

Population

The collection of individuals forms apopulation. A new population of individuals

is formed with each iteration of the EA. The population within each iteration is

known as ageneration. The initial population forms the �rst generation.One of the

decisions to be made when implementing an EA is selecting the optimal population

size. The most appropriate population size depends on the problem being solved

and the speci�cs of the algorithm being used. A large population is more likely

to maintain a high diversity and thus searches more of the search space and has a

greater chance of �nding a globally optimal solution. However, a large population

requires many �tness evaluations per generation. If a single �tness evaluation takes

a long time then a search with a large population may take a prohibitively long

time. Using a small population means that fewer �tness evaluations are required

per generation and, if the problem is amenable, a solution can be found quicker than

when a large population is used. However, a small population has a greater risk of

converging on a suboptimal solution.

Parent selection

The main point of an EA is that existing individuals are used to generate more

individuals, some of which provide better solutions to the problem to be solved.

Individuals from which new individuals are derived are calledparents. Individuals
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selected as parents are typically added to amating pool. In most EAs it is possible for

an individual to be added to the mating pool multiple times in a single generation.

There are number of di�erent parent selection methods and each EA has some parent

selection methods that are conventionally preferred over others. The IEAs used in

this thesis are based on two EAs:genetic algorithms(GAs) and evolution strategies

(ESs). Common selection methods used in these algorithms includetournament

selection, roulette wheel selection, and stochastic universal sampling. In tournament

selection,k members are drawn at random from the population and the �ttest of

them is chosen to be a parent. The individuals may or may not be returned to

the population afterwards. The process is repeated until the mating pool has as

many parents as are needed. A larger value ofk means that less �t individuals

are less likely to be selected as parents as they will generally lose tournaments to

�tter individuals. The term `Roulette wheel selection' is somewhat inaccurate and

requires modi�cation to provide an appropriate analogy for the selection method

that bears its name. A roulette wheel has a number of equally sized slots into which

the ball can go. When the wheel is spun, the ball has an equal chance of �nishing

in each slot. If the ball is replaced by a long thin arm which is spun over the slots,

which are now �xed, instead of using a ball then a better analogy can be derived.

This new wheel allows for slots of uneven sizes in which the probability of the arm

pointing to a particular slot is directly proportional to the size of the slot.The wheel

is spun as many times as there are parents needed. If one individual has a much

higher �tness value than the rest of the population, that particular individual is

likely to dominate subsequent generations which can lead to premature convergence

on a suboptimal solution. An adjustment which addresses this issue is to sort the

individuals and assign proportions of the wheel according to their ranks in a rank

based scheme. There is also a chance with roulette wheel selection, particularly

in small populations, that the �ttest individuals are over or under represented.

Stochastic universal sampling addresses this issue by using a number of equally

spaced arms on the arm wheel. The wheel is spun once only and each individual is

added to the mating pool once for every arm that lands on its corresponding slot.

Variation

Once the mating pool is �lled, the parents are used to create more individuals. At

the simplest level the parents are paired and one or two new individuals are made

by taking parts from each parent, a process known asrecombination. Each new
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individual may then be altered in some manner, in a process known asmutation.

Not all EAs use both recombination and mutation; some use one but not the other.

The operators, which de�ne the ways in which the parents are combined and the

o�spring mutated, depend primarily on the algorithm used and the problem being

solved. As no modi�cation is required to the operators to make them suitable for

use in an IEA, no details of operators are given here.

Survivor selection

If � o�spring are formed in each generation then a corresponding number of individu-

als need to be removed from the population in order to maintain a steady population

size. The process of choosing which individuals survive is called survivor selection.

The simplest approach, known aselitism, is to deterministically remove the least

�t � individuals from the new population (parents and o�spring combined). The

operators used for parent selection: tournament selection, roulette wheel selection,

and stochastic universal sampling, can also be used. Age can also be integrated into

the survivor selection process so that the oldest individuals are automatically elimi-

nated each generation. Setting an age limit on individuals helps to prevent searches

becoming stuck at local optima. Elitism may also be added to stochastic survivor

selection methods (those methods in which the �ttest individuals are not guaranteed

to survive into the next generation) so that the �ttest individuals from the previous

generation are guaranteed to be carried forward into the next generation along with

the stochastically selected individuals.

Initialisation

An EA has to have some individuals with which to start the evolutionary process.

The most popular means of determining the initial population is to create individuals

at random. This approach has the advantage that there is no chance that the EA

neglects parts of the search space due to preconceived ideas concerning the nature of

the solution. Conversely, if some prior knowledge exists, or there is some information

or heuristic which enables the initial population to have a better average �tness

than a random population would have, then the search can be given a `head start'.

However, as EAs generally make rapid progress in the �rst few generations the e�ort

required to �nd a �tter starting position is seldom rewarded.
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Termination

An EA has to stop at some point. There are a number of criteria that may be used for

termination of a search using an EA. The most obvious terminating condition is that

the EA should stop when it obtains a solution that exceeds a particular �tness value.

More deterministic �nishing criteria could be used: the EA could terminate after a

certain number of generations, after a set amount of time has passed, or a particular

number of �tness evaluations have been performed. The EA may terminate when

the same solution is the �ttest for a certain number of generations. The EA may

terminate when the diversity of the population drops below a certain threshold. In

practice, a combination of these criteria are used to ensure that the EA does not

terminate whilst better solutions can be found easily or continue searching when the

EA can �nd no better solutions.

2.1.2 For what problems are EAs suitable?

EAs are robust and can be used to solve many problems of various forms provided

that the particular EA and associated operators chosen and the values of any pa-

rameters that need to be set are appropriate to the problem. There are problems for

which it is better not to employ an EA but to use an alternative approach instead.

Mitchell [81] identi�es �ve questions which should be considered before using an EA

to solve a problem.

� Is the measure of quality used to evaluate solutions, the �tness function, noisy?

� Is the �tness function unimodal in the search space?

� Is there an approach tailored to the problem available?

� Is the search space large?

� Is a suboptimal solution satisfactory?

A noisy �tness function is one in which repeated evaluation of the �tness of an

individual gives multiple �tness values. EAs are generally more robust to noisy

�tness functions than deterministic optimisation methods [71, 134]. If the �tness

function is noisy then the use of an EA becomes a valid approach to solving a

problem, even if the other considerations listed here suggest the use of an alternative

approach.
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If the �tness function is known to be unimodal, that is, if it has no optima other

than the global optimum then an appropriate hill climbing method is guaranteed to

�nd the optimum solution unless the �tness function is noisy.

If the problem is known to not be unimodal but still well understood such that

some knowledge exists about the shape of the �tness landscape (the relationship

between the genotypes and the �tness values) then a tailored approach will provide

a more satisfactory solution.

If the search space is not large then a search which tries every possible solution

can be used. Such a search is guaranteed to return the best solution.

EAs are not guaranteed to �nd globally optimal solutions. An EA's chances of

�nding a globally optimal solution are increased if the EA is combined with other

search methods. An example of this approach is using an EA to explore a search

space and then using the best solution found by the EA as the starting point for a

hill climbing method.

2.2 Interactive Evolutionary Algorithms

IEAs di�er from EAs in one major aspect: human evaluation replaces the �tness

function. This human evaluation is not necessarily of the phenotypes directly, but

may be of the results of applying the phenotype to the problem to be solved. For

example, Chapter 3 deals with the development of �lters that remove salt and pep-

per noise from photographs. The genotypes are vectors of ten real numbers: nine of

which are the �lter weights and one is the step size mutation parameter. The phe-

notypes are the weighted vector directional �lters, but it is the �ltered photographs

that are subjected to human evaluation. The termstimulus is appropriate for what

the users actually evaluate as stimuli need not be still images; for example, IEAs

have also been used to develop music [65] and animations [30]. However, this thesis

deals only with images (which includes the colour panels used in the experiments of

Chapters 4 and 5), and thus the comparison between IEAs and EAs in Section 2.2.3

refers to images only.

2.2.1 Aspects of an IEA

The basic structure of an IEA is similar but not identical to that of an EA and is

given in Algorithm 2.
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INITIALISE population with random individuals;

EVALUATE all individuals using human evaluation;

while termination condition is not satis�ed do

SELECT parents;

SELECT individuals to survive into the next generation;

RECOMBINE pairs of parents;

MUTATE the resulting o�spring;

EVALUATE new individuals;

end
Algorithm 2: Basic structure of an interactive evolutionary algorithm

The e�ects of using human evaluation instead of a �tness function on the various

aspects of an EA are summarised below. Much of the following discussion is an

expansion on that which precedes the survey of the �eld of IEAs by Takagi [124].

Some of these points are also touched upon by Lewis [72].

Representation

The representation of the genotypes remains dependent on what is appropriate for

the problem and the algorithm to be used; no special adjustments are needed just

because human evaluation is used instead of a �tness function.

Fitness

The evaluation process is the principal di�erence between EAs and IEAs. Fatigue

(see Section 2.2.2) is an important consideration when choosing the evaluation pro-

cess to be used.The way in which �tness values are to be used in parent and survivor

selection depends upon how they are assigned during the evaluation process. In the

broadest of terms there are two ways of evaluating a population: rating and ranking.

In a rating system each image is given a rating on some scale. The advantage of a

rating system is that it a�ords the user the ability to provide information on how

much better some images are compared with others. This information gives an IEA's

designer more options when it comes to parent selection and survivor selection. Pro-

viding a rating for each individual in a population is time consuming and thought

must also be given to the scale used. If there are too few graduations then some of

the information that could have been provided is lost. For example, two images that

would be rated as equal on a �ve point scale may have di�erent ratings on a ten
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point scale. If there are too many graduations then the user spends time making

�ne distinctions which are probably of no use. For example, deciding whether a

image warrants a 62 or a 63 on a 100 point scale. Yoon and Kim [145] compared a

continuous scale (in the form of a slider), a �ve point scale, and a two point scale

(good/bad) in an IEA used to enhance photographs and found that the two point

scale was preferred by the participants of the experiment.This result would indicate

that sacri�cing the precision a�orded by using a number of graduations in favour of

simplicity is justi�ed. The other problem with rating systems is that if there is no

clear objective means for rating images then an image's rating can change relative

to the other images in the population. A user using an algorithm which generates

images may give their favoured image a high rating because it is good relative to the

other images. A few generations later, after the population as a whole has improved,

the same image may receive a poor rating. In this situation the user has e�ectively

ranked the images and used the rankings to assign ratings. Ranking can require less

e�ort than rating as it is only necessary to decide which images are better and not

the degree to which they are better. The drawback of ranking compared to rating

is that the user is not a�orded the ability to, for example, rate the two best images

as equally good and the remainder as equally poor. Also, ranking every member

of even a moderate sized population requires considerable e�ort. Partial rating and

ranking can be used to make the process easier. For example, rating only the best

three in a population (e�ectively assigning all other members of the population the

lowest possible rating) or ranking only the best three (e�ectively ranking all other

members of the population as equal last). It is possible to combine rating and rank-

ing. For example, Frowd [34] developed an evaluation method in which the user

selects a single best image (a ranking process) and other images they consider to

be good (a rating process with two levels). The lack of guaranteed consistency in

ratings due to users being inclined (or required) to rate images based on other im-

ages in the population means that the survivors from the previous generation would

need to be re-evaluated alongside the o�spring. This has a signi�cant e�ect on the

survivor selection step of the interactive evolutionary process and is the reason why

in an IEA it is generally performed at the same time as parent selection.

Population

The population size is signi�cantly a�ected by using human evaluation. If ranking is

used as the evaluation method then it is better if the entire population is displayed
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at once in order to allow convenient comparison between the individuals. If rating

is used then evaluating a large population takes a long time as it would be necessary

for the user to �ip between screens of images. It would also be necessary that a

user be able to evaluate images without reference to all of the other images in the

population. Another consideration is that if each image takes, for example, a third

of a second to create then a population size of nine means that each new generation

takes about three seconds to create. To generate a population of 18 individuals would

require about six seconds. The longer the user has to wait for each generation to be

generated, the more bored they will become and the less likely they are to continue

the process to a satisfactory solution.

Parent selection

There is no inherent reason why the parent selection method chosen needs to be

dictated by the use of an IEA. However, if the designer has chosen to implement a

simple evaluation method in order to minimise fatigue (see Section 2.2.2) then this

does a�ect the choice of parent selection method. A simple rating system of three

graduations would likely cause many ties in ak = 2 tournament selection system and

for larger values ofk a single �ttest member of the population could dominate the

mating pool. Roulette wheel selection may have a problem with a small population

size even if a rank based method is used; if few spins of the wheel are being used to

�ll the mating pool then there is an increased likelihood that some members of the

population are under or over represented in the mating pool.

Variation

As with EAs, the ways in which the parents are combined and the o�spring mutated

depend primarily on the algorithm used and the problem being solved. It has been

established that EAs with small population sizes bene�t from higher mutation rates

than those with larger populations [117, 52]. IEAs typically have small population

sizes due to the restrictions imposed by human evaluation. For this reason, IEAs

generally depend on mutation to a greater extent than EAs.

Survivor selection

Survivor selection in an IEA is di�erent to that of a EA. Algorithm 2 shows survivor

selection as being just after the parent selection stage. Survivor selection in an IEA

typically happens in parallel with parent selection. This is because unlike in an EA,
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in which the �tness values of the previous generation can be reused, it is generally

the case in an IEA that the images from the previous generation need to be assessed

alongside the new images as the user's opinion of them may have changed. A case

can be made for placing survivor selection in the same place in an IEA as in a EA

if users are capable of evaluating the quality of images without comparison to other

images, that is, users are capable of evaluating the quality of images objectively, but

it is unlikely that the users will be capable of doing so. Given that the population

� is likely to already be limited to how many images can �t on the screen,� + �

images would not all �t on the screen at once and therefore comparison between

the new images and the old would become burdensome due to not being able to

view all of the images at the same time. A simple way to avoid this problem is to

select the � � � �ttest members of the current population to be carried through

into the next generation based on their �tness relative to the current population

only. Any individuals that survive from one generation to the next do so because of

elitism but they survive not because they are superior to the o�spring but because

they are superior to the other members of the current generation. The advantage of

using this form of elitism is that although it is possible for a generation as a whole

to be worse than the previous generation, the best individual(s) from the previous

generation will always be present.

Initialisation

Creating the initial population can be done in the same way as is prevalent in EAs

� through random generation. However, because of the time each generation takes

to evaluate (and perhaps generate) it is worth considering beginning a search in an

area of the search space likely to lead to useful solutions. For example, EFIT-V

[139], a piece of commercial software for creating facial composites, starts the search

in a more likely part of the search space by having the operator ask the witness

questions about details of the appearance such as the shape of the chin of the

person whose face is to be recreated using the software.Image enhancement tasks

may start with genotypes corresponding to processes known to provide generally

satisfactory results. It may even be possible to roughly evenly spread the genotypes

throughout the search space � enabling a greater exploration of the search space

than a random initial population would allow.

Termination
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As is the case with an EA, an IEA requires some criteria according to which the

IEA should be stopped. The most obvioustermination point for an IEA is simple:

the user stops when they choose to. The reasons for a user choosing to stop are

similar to those listed for EAs. The user may choose to stop when they are satis�ed

with one of the images. The user may decide that �ve minutes is all the time they

are willing to spend on developing an image or process. The user may observe that

the same image has been the best one for the previous few generations and has

decided to settle for that image. The user may decide that the average quality of

the images is getting worse and conclude that it is not worth continuing. In reality

a user is likely to stop for a combination of these reasons. At the beginning it is

likely that the user will not stop for anything other than a good solution. As time

passes fatigue becomes a factor and the user becomes more likely to stop due to one

of the other reasons.

2.2.2 Fatigue

The most signi�cant limitation imposed by the use of human evaluation is fatigue.

The term fatigue is used to cover both mental exhaustion (the tiredness that can

be brought on by the cognitive demands of the IEA task and inhibits cognitive

functioning)and boredom (the lack of interest in performing the IEA task). They

are slightly di�erent factors and it is possible for a user to be a�ected by one but not

the other. Assuming that the EA the IEA is based on is appropriate for the problem

being solved, the degree of both boredom and exhaustion experienced depends on

the user interface and the user's enthusiasm for the task to be undertaken. An

interface in which the user has to repeatedly select the best one of two images will

more likely bore the user than exhaust them. An interface in which the user has

to rate every member of a population of nine individuals on a scale of 0�100 will

exhaust the user more than bore them. The task undertaken also has a bearing on

whether it is more exhausting or boring. A witness of a crime using facial composite

software such as EFIT-V [139] or EvoFIT [36] which is based on the same principles

as the software used for the experiments of Chapter 7to recreate the face of a suspect

is more likely to become exhausted than bored as they are likely to be motivated

to see the process through to a satisfactory conclusion. A user trying to develop an

aesthetically pleasing pattern using generative art software is more likely to become

bored than exhausted because the task is not particularly demanding.

The most elementary methods of minimising user fatigue are to present an ap-
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propriate number of individuals for evaluation and to use a suitable user evaluation

system. There are other approaches which have been used in an attempt to gather

more information from the user for the same amount of user e�ort, though not all

of these are appropriate to image enhancement or creation. Gong et al. [45] used

a three point scale: `promote', `neutral', and `demote'. The user rated all eight

individuals in the population. The time it took for a user to promote or demote an

individual was also used. The reason behind this approach is that if a user promotes

an individual quickly then that individual is likely to be particularly good. Con-

versely, if a user demotes an individual quickly then that individual is particularly

poor. Kamalian et al. [62] developing an IEA to optimise a micromachine resonating

mass used an expert in the �eld of micromachine resonating masses to develop a

virtual user which would pre-rate the individuals for the user. When the individu-

als were displayed for evaluation they were already rated, the idea being that the

user would only need to adjust the ratings assigned to a minority of the popula-

tion. Pallez et al. [92] used an eye tracker as the user's only method of evaluating

the individuals. The theory is that a user will pay more attention to those images

that they �nd aesthetically pleasing and thus the algorithm uses user attention to

evaluate the individuals in the population.

User evaluations of some of the individuals in the population can be used to

infer �tness values of the rest of the population. This approach enables the use of

population sizes comparable to those used in EAs. Gong et al. [46] used clustering

to group the population into clusters in the genotype space and have the users

evaluate the phenotypes corresponding to the centres of the clusters. An individual

was assigned a �tness interval (as opposed to a single �tness value) according to

their genotype's proximity to the centre of its cluster and the �tness value of the

genotype at the centre of the cluster. It is also possible to use interpolation methods

to assign �tness values to individuals not rated by a user. Quiroz et al. [102] used

a human evaluation method whereby the user would choose the best and worst

individuals from a subset of the total population. The remainder of the population

were assigned human ratings based on interpolation between the best and worst

individuals in the genotype space.

Hybrid EAs that use both human evaluation and an objective �tness function

have also been explored. Quiroz et al. [102] used a hybrid EA to develop user

interfaces. The user would select a best and worst as stated above but an objective

�tness function was also used which evaluated phenotypes based on their adherence
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to good design practices. Gong et al. [44] developed a means of building a model

of the current user by using not only evaluations made by the user but evaluations

made by previous users who generally agreed with the current user. The model was

then used to perform the �tness evaluations until the algorithm dictated that the

model needed updating.

2.2.3 For what problems are IEAs suitable?

The �ve questions of Section 2.1.2 need to be revisited in the light of the limita-

tions imposed by using human evaluation as the �tness function. The questions are

restated here for convenience:

� Is the measure of quality used to evaluate solutions, the �tness function (which

in an IEA is human evaluation), noisy?

� Is the �tness function (human evaluation) unimodal in the search space?

� Is there an approach tailored to the problem available?

� Is the search space large?

� Is a suboptimal solution satisfactory?

In IEAs human evaluation, which can be thought of as asubjective �tness func-

tion is certainly noisy. If the user does not have a speci�c target in mind then their

preferences can change during the course of the search thus causing individuals pre-

viously considered desirable to no longer be so. Even if the user does have a speci�c

target in mind fatigue or exposure to new images can cause them to change their

minds about the �tness of previously evaluated images.

Whether a subjective �tness function is unimodal or not depends on two fac-

tors. The �rst is user intent. For example, consider a system that generates facial

composites such as EvoFIT or EFIT-V. If the user was trying to recreate a face of a

particular person they have pictured in their mind then the subjective �tness func-

tion would be unimodal � faces that bear a closer resemblance to the one they have

in their mind, and are therefore �tter, would have genotypes closer to the genotype

of the face they are trying to recreate. If they were trying to create a face that

is `attractive' then there are likely be regions of the search space consisting of less

attractive faces separating attractive faces. In this case the task is not unimodal

despite the search space being identical. A system that generates art may have
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complicated mappings between the values in the genotype and the phenotypes that

lead to similar phenotypes having dissimilar genotypes and thus even a search with

a particular goal may have a non-unimodal subjective �tness function. Assuming

that the subjective �tness function is unimodal, then why not use a hill climbing

method? Well, in general a user cannot look at an image and specify the direction

in which the variables in the genotype need to be altered in order to improve the

phenotype, for if they could then the use of an IEA is a poor way of searching for a

solution and sliders or number boxes should be used instead.

In the context of EAs, alternative approaches typically refer to other problem

solving or optimisation methods such as neural networks. In this thesis the term

`alternative approaches' is taken to mean other means for users to supply input values

to image enhancement and creation processes. Examples of alternative approaches

would include colour swatches for the colour matching task of Chapters 4 and 5 and

the slider based interface introduced for comparison purposes in Chapter 6.Typically,

the alternative approaches follow the currently favoured paradigm of direct input of

values using sliders and numeric text boxes. Direct input should be favoured if the

problem is easily separable, that is, if the desired result can be obtained by setting

the values for each input one at a time without the need to adjust an input value

once it has been set.

Given the limitations concerning the number of images that can be presented to

the user at once and the number of times a user is likely to be willing to evaluate

a screen full of images it can be deduced that the number of possible solutions to a

problem required for it to be considered as having a large search space is likely to

consist of relatively few individuals in comparison to problems which can be solved

using objective �tness functions. The number of distinct individuals required before

a search space can be considered large depends upon how di�cult the images are to

evaluate, how many can be presented at once, and the patience of the user. If ten

images are presented at once and a user is capable of reliably picking the best one

of any ten images and they can do this about 100 times then the search space can

consist of a maximum of a little under 1000 individuals. This is a rather optimistic

estimate but it serves as an approximate upper limit to the number of individuals

over which a complete search can be conducted.

The noisy nature of human evaluation and the limitations of human perception

mean that a search using an IEA is a search for a solution in an optimal region as

opposed to a search for a single optimum point. As with EAs, a di�erent search

Joseph James Mist 22



CHAPTER 2. GENERAL THEORY

method can be used to �nd the best solution near to the current best solution found

by the IEA. There is, however, no guarantee that this will be a global optimum.

In the light of this discussion, it can be assumed that for all image processing and

creation problems that the subjective �tness function will be noisy to some degree. It

can also be assumed that due to limits on the human ability to distinguish between

images that a suboptimal solution has to be acceptable for any approach to the

problem. Due to the noise in the subjective �tness function, unimodality may not

render the use of an IEA inappropriate but it may a�ect some of the choices made

when implementing an IEA as some design options may not be suitable for non-

unimodal subjective �tness functions. Combining Mitchell's suitability criteria [81]

with the unimodality question provides a list of three suitability questions which

should be considered before employing an IEA:

� Is the subjective �tness function, the �tness function that is assumed to exist

in the user's mind),unimodal in the search space?

� What other approaches to the problem are available?

� Is the search space large?

It should be noted that the �rst question is less about the suitability of using an

IEA and more about the design options that are likely to be suitable.

2.2.4 Which EAs are most suitable for adaptation to IEAs?

The limitations imposed on the IEAs by the use of human evaluation have some

e�ect on the suitability of the various EAs and other nature inspired metaheuristic

algorithms for conversion to use with human evaluation. A list of a few of the

more well known metaheuristic algorithms is presented along with any aspects of

each algorithm that may render it less suitable than other algorithms for use with

human evaluation. For the purposes of this discussion suitability is not determined

by consideration of the properties of the algorithm itself, for that will depend on

the problem to be solved, only the demands placed on the user during the �tness

evaluation process. This list brie�y discusses the demands that would be made of

the user to provide the information needed for parent and survivor selection for each

of the algorithms.
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Genetic algorithms

Genetic algorithms (GAs) were introduced by Holland in 1973 [54] (as cited in [29])

and are by far the most commonly used EA in image processing. This is likely to be

because they are the most well known form of EA but also they are the most versatile

due to representation options a GA a�ords; the genotype representation in a GA is

a vector of bit-strings, integers, or real numbers. A GA's representation makes it

suitable for use in image processing problems where the form of the solution is �xed

but the input values need to be optimised. The limitations detailed in Section 2.2.1

do not lead to any particular problems beyond those already discussed with regards

to population size and evaluation e�ort.

Evolution strategies

Evolution strategies (ESs) were introduced by Rechenberg in 1965 [104] (as cited in

[7]). The genotype of an ES is a vector of real numbers which also includes mutation

parameters. As GAs have more representation options they can be applied to a

wider variety of problems than ESs, but most image processing input optimisation

problems lend themselves to real valued genotypes as the inputs to image processes

are generally real numbers. As with GAs, ESs have no extra limitations imposed by

human evaluation.

Genetic programming

Genetic programming (GP) was introduced by Koza in 1989 [67]. GP uses a tree

of nodes for its genotypes. GP is not suitable for input value optimisation but

it is suitable for problems where the goal is to �nd an optimal way to combine a

number of operators to accomplish a particular task. For example, Poli and Cagnoli

[100] used GP to combine two images using operators such as `+ ', `� ', and `min' to

highlight di�erences between the images. GP has no extra limitations other than

those already discussed when using human evaluation.

Evolutionary programming

Evolutionary programming (EP) was �rst conceived by Fogel in the mid 1960's [32]

(republished in [31]). EP has changed since it was �rst conceived; early EP used state

machines to represent genotypes. Modern EP uses a vector of real numbers which

include the mutation step size parameter in the same way as the genotypes of an
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ES. The di�erence, however, is the way in which EP procreates. In EP each member

of the population is parent to one o�spring, which is a mutant of the parent. At the

survivor selection stage there are� parents plus� o�spring. Half of the individuals

are chosen to survive into the next generation. This leads to the problem of the

parents needing to be compared to the o�spring. In this case the images need to

be compared over multiple screens, or the population size needs to be half of the

number of images that can �t on the screen, or the task needs to be such that the

user's opinion of the images does not change over the generations so that the �tness

values previously assigned to the parents can be used to compare the parents to the

o�spring. Therefore an ES or a GA would be a preferable option to EP.

Di�erential evolution

Di�erential evolution (DE) was introduced by Storn and Price in 1997 [119]. DE is

not an EA but like an EA it is a population based metaheuristic problem solving

algorithm and as such its appropriateness for use as an alternative to other methods

of setting input values can be assessed with the IEA suitability questions above.

DE uses a vector of real numbers for its genotype and so can be considered as an

alternative to an ES or GA in terms of having a representation appropriate to the

problem. At the variation stage, DE takes each individual in the population and

applies recombination with a `temporary' individual constructed from three other

individuals in the population which are randomly chosen except for the constraint

that they must be distinct. At the survivor selection stage, each parent is compared

with its o�spring and the �ttest survives. If human evaluation is to be used in DE

the survivor selection must occur at the same point as it does on a EA as parents

need to be compared to o�spring. This comparison can be in the form of a pairwise

comparison between every parent/o�spring pair or, if the task is such that the user's

opinion of the images does not change over the generations, by using rating system

to apply �tness values to the phenotypes. If the pairwise approach is used then

� pairwise comparisons must be performed each generation, which is a lengthier

process than, for example, a three point rating scale. From this point of view, a GA

or an ES is a preferable approach to DE.

Particle swarm optimisation

Particle swarm optimisation (PSO) was introduced by Eberhart and Kennedy in

1995 [28]. PSO is another non-EA population-based metaheuristic problem-solving
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algorithm. The solutions in PSO are represented as vectors of real numbers and so

can be considered as an alternative to using an ES or a real valued GA. In PSO the

representation of the solutions (what would be called genotypes in an EA) in the

search space are referred to asparticles. PSO works by having a �xed number of

particles in the search space which are then moved around on a generational basis,

that is, all of the particles are moved at once. Every generation, each particle's

motion in the search space is de�ned by three aspects: a random motion, movement

toward the position of that particle's best �tness up until that point, and motion

toward the position of the best �tness found amongst all of the particles up until

that point. PSO requires each particle's previous �ttest position and the globally

�ttest position to be recorded. This poses a problem when using human evaluation

the subjective �tness value of a point in the search space is liable to change during

the search because of the changing text in which it is evaluated. Mádar et al.

[79] addressed this problem by having the user compare each particle's most recent

solution to the particle's �ttest solution until to that point to determine whether

the position of the �ttest solution needed to be updated. This was performed by the

user in a series of pairwise comparisons. The user would then select a global �ttest

output from the �ttest output of each particle. If the population size is n then it can

be seen that this requires the user to performnpairwise comparisons each generation

followed by selecting their preferred output from� outputs, a lengthier process than,

for example, than evaluating an entire population on a three point rating scale. From

the point of view of user interaction a GA or an ES is a preferable approach over

PSO. A variation of PSO called accelerated PSO does not use the particles' �ttest

positions in the particle motion part of the algorithm and thus only requires that

the current �ttest particle be chosen from the population. It can be seen that with

regards to human evaluation accelerated PSO may be a viable alternative to an ES

or DE.

Fire�y algorithm

Fire�y algorithms (FAs) were introduced by Yang in 2009 [144]. An FA has similar-

ities to accelerated PSO in that the particles, now called�re�ies move around the

search space searching for the �ttest position. The motion of a �re�y is governed

by two aspects: random motion and motion toward any �re�ies that appear to be

brighter. The perceived brightness of a �re�y depends on the �tness value of the

�re�y and its distance from the viewing �re�y. If there are two �re�ies of equal
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�tness the one farther away will appear to be dimmer than the nearer one. In order

to be e�ective, an FA requires that �re�ies are at least ranked for �tness. From

a human evaluation point of view, the entire population needs to be ranked every

generation. This makes an FA a less appealing choice than PSO, an ES, or an EA.

2.3 Statistical methods used

A major weakness in much of the work with regards to IEAs, and to EAs too, is the

lack of statistical analysis of the data collected. To ensure that the conclusions drawn

from the experiments presented in this thesis are robust the data were subjected to

statistical analysis.

The most appropriate statistical method to employ to analyse data depends on

the form of the data collected. A variable is categorised as belonging to one of four

types, in ascending order of the stringency the of requirements to belong to each

category these categories are: categorical, ordinal, interval, and ratio. A categorical

variable requires no form of ordering, it is only necessary that it is possible to state

that for two values x and y that x = y or x 6= y. An example of a categorical variable

is blood group. An ordinal variable has an ordering such that it is possible to state

x > y , x = y, or x < y . An example of an ordinal variable is the place of a runner at

the end of a race. Interval variables have the property that the di�erence between

valuesx and y is equal to the di�erence between valuesx + z and y + z. An example

of an interval variable is temperature of an object measured in degrees Celsius. A

ratio variable is measured on a scale such that a value of2x on the scale has twice

the magnitude of a value ofx. An example of a ratio variable is temperature of an

object measured in Kelvin.

It is possible to recast data in one form to another whose qualifying criteria

are less stringent. Data in ratio form can be transformed to interval form, which

can be transformed to ordinal form, which can be transformed to categorical form.

Statistical tests for data in ratio or interval form are more likely to �nd statistical

signi�cance than tests for the same data transformed to ordinal or categorical form.

It can be seen that it is seldom desirable to make such transformations but it is

however sometimes necessary. If a comparison needs to be made between ordinal

data and interval data the interval data need to be transformed to, or treated as,

ordinal data. It may also be the case that interval or ratio data do not meet the

requirements for analysis using particular statistical tests for interval or ratio data
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and so need to be transformed to, or treated as, ordinal data so that statistical

analysis can be performed.

A summary of the tests used, what they are used for, and (where appropriate)

why they were chosen over other tests is presented in this section.

2.3.1 The binomial test

The binomial test is a test of signi�cance for categorical data which can hold one of

two values. In Chapter 6, a binomial test is used to compare participant preferences

when they have two user interfaces to compare on a number of aspects. If there is

no or little di�erence between the preference counts for each of the interfaces then it

is concluded that there is no di�erence between the interfaces on that aspect. If one

interface is preferred far more often than the other then it is concluded that that

interface is generally preferable. More details about binomial tests can be found in

[57].

2.3.2 The Friedman test

The Friedman test is a test to establish if the di�erence between treatments is sig-

ni�cant when they are compared using a variable on an ordinal scale. The Friedman

test is best used on experiments with a one-way design, that is, there is only a sin-

gle independent variable; if used to analyse multivariate data it can fail to detect

interaction e�ects. Of particular note is that the Friedman test ranks all of the data

from each participant such that each participant will have a treatment ranked `1',

a treatment ranked `2' and so on (unless there are ties). This is in contrast to the

Wilcoxon matched-pairs test in which the data is ranked over all of the participants.

The Friedman test can also account for multiple evaluations of each treatment from

each participant. The Friedman test is therefore suitable for those sets of data in

which participants were asked to rank images or other stimuli in order of preference.

The preferred method for comparing treatments according to interval or ratio

data gathered in an experiment with a one-way design is to use analysis of vari-

ance (ANOVA [116]). There are some criteria that data needs to satisfy beyond

being interval or ratio for ANOVA to be appropriate, notably that the data for each

treatment have a Gaussian distribution and that the variances of the data for each

treatment should be the same. If either of these criteria is not met then a statistical

test for ordinal data should be used instead. The ratio data gathered in the experi-
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ments in this thesis (such as time taken to complete a run of the experiment) fails

to satisfy at least one of these criteria and so to analyse the data from experiments

with a one-way design the data are transformed to sets of rankings and the Friedman

test is used instead of one-way ANOVA.

If a statistically signi�cant di�erence between treatments is found using Fried-

man's test, a suitable post hoc test is required to identify which treatments are

signi�cantly di�erent to which others. The post hoc test used for the Friedman test

in this thesis is Fisher's least signi�cant di�erence (LSD) test for ranks. More details

of the Friedman test and Fisher's LSD post hoc test for ranks can be found in [19].

2.3.3 Aligned rank transform with multivariate analysis of

variance

An aligned rank transform (ART) [143] is a method which allows multivariate ordinal

data, or interval data which fails to meet the ANOVA criteria, to be analysed using

multivariate ANOVA (MANOVA). In essence, an ART removes all variation in a

measured variable due to all e�ects except one; the data are said to be aligned to

this e�ect. The transformed variable is then converted to ranks and MANOVA is

performed on the ranked data. Only the statistical signi�cance of the e�ect the

data was aligned to is recorded. The process is repeated for all main and interaction

e�ects. No post hoc tests were necessary for the ART MANOVA as all multivariate

experimental designs were2� 2 or 2� 2� 2 and so the direction of any e�ects could

be discerned from the mean ranks of the data.

2.3.4 The chi-square test for independence

The chi-square, or� 2, test for independence, abbreviated here to chi-square test, is a

test of association between two or more variables in which the data are categorical. A

theoretical distribution of frequencies for each combination of variables is established

for the case in which there is no interaction between the variables. The further the

actual frequencies di�er from this theoretical distribution the more likely that it is

that there is a relationship between the variables. More details about the chi-square

test can be found in [8].

2.3.5 Spearman's correlation coe�cient
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The Spearman coe�cient of correlation, or Spearman's� , is a measure of correla-

tion between two ranked variables. It is used to investigate the relationship between

the measured variables in the experiments. Pearson's coe�cient of correlation, or

Pearson'sr is the equivalent method to Spearman's� for ratio and interval data.

Pearson'sr requires that both variables to be compared are normally distributed,

which the data gathered during the experiments in this thesis tends not to be.

Consequently, all correlations to investigate the relationships between the measured

variables are calculated using Spearman's� with interval and ratio data being trans-

formed to ranked data if necessary.

2.3.6 Kendall's coe�cient of concordance

Kendall's coe�cient of concordance, or Kendall'sW, is a measure of correlation

used to measure the level of agreement between a number of judges who each assign

ranks to a number of treatments such that each judge ranks then treatments from

1 to n. A value of W = 0 signi�es that there is total discord amongst the judges,

a value ofW = 1 indicates that the judges are in total agreement. In this thesis,

Kendall's W is applied to the ranks awarded by the participants to provide extra

information about the generality of the results.

2.4 Summary

There are a number of considerations that need to be borne in mind when imple-

menting an IEA to solve a problem, the most important being whether the use of

an IEA is appropriate for the problem � something which is not always apparent.

Mitchell's [81] considerations to test the appropriateness of using an EA to solve a

problem were adapted for testing the appropriateness of using an IEA. As with EAs,

the problem to be solved usually suggests an appropriate representation which in

turn aids in the selection of an appropriate algorithm. The �tness evaluation needs

of the underlying algorithm need to be balanced against the capabilities of the user

to ensure an e�cient and e�ective search. An IEA is less likely to become trapped

in a local optimum and can explore more of the search space if the population size

is large. However, a small population is easier for a user to evaluate. An evalua-

tion method that uses �ne rating scales can provide more information to the EA

which gives the algorithm developer more options on aspects like parent selection.

However, a simple evaluation system is less burdensome on the user. From a user
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evaluation e�ort point of view, GAs, ESs, and accelerated PSO were identi�ed as

the most suitable algorithms for use in solving problems for which the use of an IEA

is appropriate.

Statistical methods appropriate for the data gathered in the experiments of this

thesis were summarised. The binomial, Friedman (with Fisher's LSD test), and

ART with MANOVA tests were selected for evaluating the statistical di�erence

between treatments in categorical, one-way ordinal, and multi-way ordinal data re-

spectively. The chi-square test for independence, Spearman's correlation coe�cient,

and Kendall's coe�cient of concordance were selected for determining associations

between categorical, two-way ordinal, and two-way ordinal with repeated measures

data respectively.
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Chapter 3

Optimisation of weighted vector

directional �lters using an interactive

evolutionary algorithm

3.1 Introduction

A common image processing task is to remove noise from, or suppress noise in,

an image. One type of noise is salt and pepper noise. Salt and pepper noise gets

its name from its appearance in grey-scale images � as grains of salt and pepper

scattered across the image. Salt and pepper noise can be introduced to an image

by data transmission errors, by �aws in analogue to digital converters when the

image is captured, or by dirt between the scanner and the source if the image was

digitised. Salt and pepper noise is normally treated using order statistic �lters such

as the median �lter. The application of (scalar) order statistic �lters in grey-scale

image processing has been studied extensively [94]. More recent work includes the

alpha trimmed mean �lter [76], the fast and e�cient median �lter [58], and �ltering

based on the stationary wavelet transform [68].

The treatment of salt and pepper noise in colour images has received less atten-

tion than the grey-scale case. This is not surprising as the most popular approach

to treating salt and pepper noise in colour images is to separate the red, green, and

blue channels in the image, use an order statistic �lter to treat each channel as a

grey-scale image, and then recombine the channels.

Vector �ltering is an approach to colour image �ltering that uses data from all

three channels at the same time. The pixel values of an image are treated as points
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in the sRGB colour space (more detail about colour spaces is given in Section 5.2.1).

In a vector �lter, the colours of the pixels around the pixel of interest are plotted as

points in the sRGB colour space. The median pixel is the pixel in this set that is

closest, in colour, to all of the other colours of the other pixels (see Section 3.2.1).

Vector �ltering requires the use of some distance metric in order to measure the

distances between the pixels and thus de�ne the pixel that is closest to the others.

The original paper by Astola et al. [5] used the Euclidean distance. Trahanias

and Venetsanopoulos [132] used the angle between the points as measured from the

origin. Plataniotis et al. [96] used a combination of distance and angle. Plataniotis

et al. [97, 99] added weighting to the distances based on local image statistics. Cree

[22] provides a single framework for the various approaches and some evaluation

of their e�ectiveness. Lukac at al. [75] provide a more detailed overview of vector

�ltering but with no comparison of the e�cacy of the various �avours.

The particular vector �lter this experiment is focused on is theweighted vector

directional �lter (WVDF). The WVDF is not an adaptive �lter � the weights are

�xed so that they are the same for every �ltering window. The problem then is to

determine what these weights should be in order to achieve the optimal result. To

address this problem Lukac et al. [74] applied a genetic algorithm (GA) to optimise

the weights. In [74], the GA develops a �lter on a training image which is then used to

denoise previously unseen images from the same imaging pipeline. A training image

is created from an image which is considered to be noise-free. Noise of a known type

and quantity is added to the noise-free image to create a training image. The e�cacy

of a �lter can then be measured by �ltering the training image and comparing the

�ltered image to the original uncontaminated image using animage quality measure

(IQM).

Numerical IQMs are used to assess the e�ectiveness of various image compres-

sion and restoration techniques [141]. The most commonly used and most developed

IQMs are full reference measures. Full reference IQMs compare a clean original im-

age to one that has undergone compression or has been corrupted and then restored.

The more similar the processed image is to the original, the more e�ective the process

is judged to be.

Two assumptions are made when using the training image approach. The �rst

assumption is that the e�ectiveness of the �lter is to some extent independent of the

image object scene. However, it is accepted that the training image chosen should

be similar to the contaminated image, although what is meant by similar is open
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to interpretation. The second assumption is that the noise pro�le (both type and

quantity) can be estimated reliably and can therefore be applied to the training

image.

An alternative approach, the one explored in this experiment, is to use an IEA to

optimise the �lter weights. To assess whether the IEA approach may be appropriate

to the problem, the IEA suitability questions of Section 2.2.3 are addressed:

� Is the subjective �tness function unimodal in the search space?No, the way

in which the WVDF uses the values from the genotypes ensures that virtually

every image output could originate from any one of an in�nite number of sets

of weights.

� What other approaches to the problem are available?It is possible to use sliders

or number boxes to input the �lter weights, but it is not possible to optimise

the inputs one weight at a time as the relationship between the weights is

di�cult to predict. It is also possible, for images with a low amount of noise,

to manually edit any individual pixels using even the most basic of graphics

software packages. As has already been seen, an EA can be used to develop a

�lter on a atraining image [74].

� Is the search space large?It is very likely but it is di�cult to be sure. There

are nine weights but the smallest change in a �lter weight that produces a

noticeable di�erence in the �ltered image depends on the values of all of the

�lter weights.

Consideration of the suitability questions indicates that there is su�cient justi�ca-

tion for the use of an IEA to tackle the noise removal problem

EAs are generally quicker and more convenient to use than IEAs but require a

�tness function which, in the context of perceptual image enhancement, is di�cult

to de�ne mathematically. Therefore an appealing idea is to emulate perceptual

image quality using an IQM. Whilst the development of IQMs and the assessment

of their relative performances has been studied [6], little work has been done to

compare them with human evaluations of image quality, though one notable example

of such a comparison is provided by Sheikh et al. [109] who developed an extensive

database of human evaluations. The database was used to test the suitability of

many IQMs when considering the impact of compression artefacts on images [108].

In this experiment the opportunity was taken to compare �ve IQMs with human

evaluation of image quality when considering the speci�c image processing task of
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denoising. If a suitable IQM can be found, and the assumptions of the training

image approach hold, then the use of an EA is warranted and is indeed preferable

to the use of an IEA.

3.2 Theory

3.2.1 Vector medians

The common de�nition of the median of a set ofN scalars is that if the scalars

are sorted numerically then the median is the scalar in the(N + 1=2)-th position

(if N is odd) or the mean of the scalars in theN=2-th and N=2 + 1-th positions

(if N is even). This de�nition cannot easily be generalised for multivariate data.

The optimality property of a median [120] provides a basis for a solution. Under

the optimality property, x j is the median of a setS only if x j minimises the mean

absolute error with respect toS. Written mathematically:

xmedian = argmin
x j 2 S

nX

I =1

jx j � x i j (3.1)

where x1; x2; : : : ; xn are members ofS. This de�nition can be extended to the

multivariate, or vector, case [5]:

xmedian = argmin
x j 2 S

nX

I =1

kx j � x i k2 (3.2)

In this particular case the median of the setS of vectors is taken to be the vector

with the smallest aggregate Euclidean distance between itself and the other vectors

in the set. The Euclidean distance is not the only dissimilarity measure that can be

used; the de�nition of the vector median can be generalised [22]:

xmedian = argmin
x j 2 S

nX

I =1

jd (x j ; x i )j (3.3)

whered(x j ; x i ) is the dissimilarity betweenx i and x j according to some dissimilarity

measure. Weighting can be included to place more importance on some elements in
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the set than others [97]:

xmedian = argmin
x j 2 S

nX

I =1

wi jd (x j ; x i )j (3.4)

wherewi are scalar weights that can be �xed or dependent on the members ofS.

3.2.2 Vector �ltering

In the vector �ltering approach values of the pixel of interest and the surrounding

pixels are represented as points in a three-dimensional space. Vectors are constructed

from the origin to these points. The axes of the three-dimensional space correspond

to the red, green, and blue colour channels. Each colour channel value lies in the

range [0; 255]. A value of 0 in one of the colour channels at a particular pixel

indicates that the colour is not present at that pixel. A value of255 indicates that

the maximum amount of that colour possible is present. It can be seen, for example,

that, (0; 0; 0) corresponds to black and(255; 255; 255) corresponds to white. In the

context of vector directional �ltering the distance between two colours is de�ned as

the angle between their corresponding vectors (Figure 3.1). The angle is not de�ned

for black pixels. This problem is easily overcome by recognising that all shades of

grey are represented by vectors with identical direction from the origin and so black

pixels are mapped to the triplet(255; 255; 255). The output of the �ltering window

is the pixel that has the smallest weighted sum of the angles between it and the

other pixels in the window. The �ltering window W is n pixels in size (in our case

W is a 3� 3 window son = 9). The weight of the i -th position in the window is wi .

Using a vector representation, thei -th and j -th pixels in the window arex i and x j

respectively. The outputxWVDF is the vector that satis�es

xWVDF = argmin
x j 2 W

nX

i =1

wi arccos
�

x i � x j

kx i k kx j k

�
: (3.5)

The basic vector directional �lter (BVDF) is a special case of the WVDF in

which all of the weights (wi ) in Equation 3.5 are equal:

xWVDF = argmin
x j 2 W

nX

i =1

arccos
�

x i � x j

kx i k kx j k

�
: (3.6)
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Figure 3.1: The distance between two colour vectorsx i and x j in the vector direc-
tional �lter is the angle � between them

3.2.3 Image quality measures

The IQMs that were compared to human evaluations of image quality were the

mean absolute error (MAE), mean square error (MSE), mean quartic error (MQE),

normalized colour index (NCD), and structural similarity index (SSIM). The MAE,

MSE, and MQE have very similar mathematical forms:

Error =
1

c n

cX

k=1

nX

i =1

jx i;k � oi;k jm

where c is the number of colour channels (three � red, green, and blue),n is the

number of pixels in the image,x i;k and oi;k are the values of the of thei -th pixel on

the k-th colour channel of the processed and original (pristine) images respectively.

It is the value of m (the norm) that di�erentiates these measures. For the MAE

m = 1, for the MSE m = 2, and for the MQE m = 4.

The NCD is de�ned by Plataniotis et al. [98] as

NCD =
P n

i =1 k� i k
P n

i =1

q
(oL � ;i )

2 + ( ou � ;i )
2 + ( ov� ;i )

2
(3.7)
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where

k� i k =
q

(xL � ;i � oL � ;i )
2 + ( xu � ;i � ou � ;i )

2 + ( xv� ;i � ov� ;i )
2 (3.8)

and n is the number of pixels in the image;xL � ;i , xu � ;i , and xv� ;i are the values of

the i -th pixel of the processed image in the CIELUV colour space; andoL � ;i , ou � ;i ,

and ov� ;i are the values of thei -th pixel of the original image in the CIELUV colour

space.

A general framework for the SSIM is detailed in Wang and Bovik [141]. The

particular details of an implementation of the SSIM are selected according to the

user's requirements and expertise. There is no standard adaptation of the SSIM for

colour images. The approach that is used in this work is to convert the images to

the Y0 channel in theY0UV colour space in order to use the SSIM. This conversion

is given by Y0
i = 0:299x i; red + 0:587x i; green + 0:114x i; blue where x i; red, x i; green, and

x i; blue are the red, green, and blue values respectively of thei -th pixel of the image.

A local weighted SSIM with an11� 11 pixel sliding window is used. The weights

are obtained from a discrete 2-D Gaussian distribution with a standard deviation

of 1.5 and peak (mean) located at the centre of the window. The SSIM for a local

window is given by

SSIM (x; y) =
(2� x � y + C1) (2� xy + C2)

�
� 2

x + � 2
y + C1

� �
� 2

x + � 2
y + C2

� (3.9)

where � x and � y are the weighted mean pixel values of the original and processed

images,� 2
x and � 2

y are the weighted variances of the original and processed images,

and � xy is the weighted covariance between the two images. ConstantsC1 and

C2 are included to prevent instability when � 2
x + � 2

y or � 2
x + � 2

y is close to zero.

C1 = (0 :01� 255)2 and C2 = (0 :03� 255)2.

3.2.4 The select, multiply, mutate method

The select, multiply, and mutate (SMM) method is the name given by Gibson et al.

[41] to a combination of particular parent selection, variation, and survivor selection

operators designed to minimise user fatigue. The SMM method is not an IEA in its

own right; it still requires the choice of an underlying IEA when it is implemented.

When interacting with an IEA that implements the SMM method the user selects

a single preferred member of the population, which is multiplied enough times so

as to �ll the population, with all but one individuals being mutated. It can be
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seen that an IEA that implements the SMM method, an SMM-IEA, is elitist as the

parent is carried forward into the following generation. It can also been seen that

the crossover operator is not used and that there is no separate parent and survivor

selection stages. The encoding of the problem and the details of the mutation

operator are de�ned by the problem itself. With regards to the EAs summarised

in Section 2.2.3 it can be seen that PSO, DE, EP, and FAs are not suitable for use

with the SMM method because of the need to at least rank the members of the

population or because of the need for separate parent and survivor selection stages.

In this experiment, the SMM method is implemented using an IES to form what

shall be referred to as theSMM-IES. In the SMM-IES each �lter is represented

as a chromosome consisting of ten genes. Nine of the genes are the �lter weights

w1; : : : ; w9, are real coded, and have values in the range0 � wi � 1. Values of

wi < 0 could lead to some of the pixel positions in the �ltering window providing

a negative contribution to the aggregated distances. Not putting a suitable upper

limit on the values of the wi could lead to one or more pixel positions dominating

the �lter and the IEA being unable to reduce the weights of those positions so as to

enable the search to �nd more desirable �lters. The tenth gene is the mutation step

size,� , and is subject to the condition� � 0:075. The minimum value of � was set

to ensure that the IEA could not stagnate, that some mutation would always occur

when a new generation of �lter weights was created.

An uncorrelated mutation with one step size was used for the mutation compo-

nent of the algorithm. During the mutation stage, the step size gene was mutated

by

� 0 = � � e� �N (0;1) (3.10)

where� 0and � are the new and old step sizes respectively,N (0; 1) is a number taken

at random from the standard normal distribution, and� is a constant equal to 0.5.

As the SMM method is working above an ES, the step size parameter is self adapting;

it is evolved alongside the �lter weights. The reasoning is that appropriate step sizes

are more likely to generate desirable �lter weights. After the step size parameter

has been mutated, the �lter weights are then mutated by what shall be be referred

to in this thesis asGaussian addition:

w0
i = wi + � 0 � N (0; 1) (3.11)

wherew0
i and wi are the new and old weights respectively at positioni in the window.
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The mutation component of the algorithm is described in more detail in Eiben and

Smith [29].

3.3 Method

3.3.1 The user interface

The user interface for the algorithm consisted of four image panels, each with a

selection button underneath and two other buttons: `Con�rm selection and continue'

and `Con�rm selection and �nish'. The WVDF �lters are computationally expensive;

in the Java implementation used it takes a little less than 2 seconds to �lter a

256� 256pixel image. For a population size ofn, n � 1 images need to be �ltered

each generation (one image is carried forward from the previous generation). It is

burdensome to have to wait more than a few seconds for each new generation of

images to be created. A wait of around �ve seconds was considered acceptable,

hence a population size of four was chosen. At each iteration the participant was

required to make a visual inspection of four �ltered images displayed in the panel

and select the one they judged to be �ttest in the sense of image quality. After

choosing a preferred image, the participant would select the image they thought

was best by clicking the `Select image' button underneath it. If the participant

wished to continue developing their �lter they would press the `Con�rm selection

and continue' button. If the participant was satis�ed or decided that no further

improvement was forthcoming they would press the `Con�rm selection and �nish'

button. A screenshot of the interface is provided in Figure 3.2.

3.3.2 Test set-up

Thirty participants were used in this experiment. A large minority of the partici-

pants were postgraduate students in the School of Physical Sciences at the University

of Kent. The others were a combination of undergraduate students and sta� from

the School of Physical Sciences and people not a�liated with the university in any

way. The simplicity of the user interface meant that no particular skills were re-

quired of the participants other that they were familiar with basic computer use.

At the very start of the experiment each participant was read a script. The script

told the participants their task was to �improve the appearance of an image that

has been contaminated by noise.� The script also explained how to use the interface
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Figure 3.2: Screenshot of the user interface for the development of the �lters in the
noise removal experiment
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(a) Image I1: 2% noise (b) Image I2: 8% noise

Figure 3.3: The noisy images used for developing WVDFs

and that the experimenter wanted to know the reasons for their decisions during

the development and evaluation of their �lters. Using the script ensured that each

participant was given exactly the same information. The popular Lena test photo-

graph scaled to a size of 256� 256 pixels was the image used in this work. Two

contaminated versions of the Lena photograph, which are referred to as I1 and I2,

were created. Salt and pepper noise was applied to each of the red, green, and blue

channels of each image. The probability of a particular pixel being contaminated

on any channel was 2% for I1 and 8% for I2. Each participant was given the task

of developing two �lters to remove noise from images using the SMM-IES. Half of

the participants developed a �lter on I1 �rst and the other half developed a �lter

on I2 �rst. This was done to eliminate the possibility of systematic bias due to user

fatigue or practice e�ects.

The Lena photograph and 2% salt and pepper noise were chosen because they

were used in the development of the W2 �lter [74] and therefore allowed a direct

comparison between the SMM-IES optimised �lters and the previously studied GA

optimised �lter. Lukac et al. [74] claimed that �The optimal GA-WVDF [W2] �lters

are consistent in performance even when the image corrupting noise di�ers quanti-

tatively from the assumed during training noise model.� To test the veracity of this

assertion, both for the W2 �lter and for �lters developed using an IEA, the Lena

image was contaminated by salt and pepper noise of a di�erent level. In [74] the

other noise levels used were 5% and 10%. It was decided that 8% was an appropriate

level of noise for the second image.The noisy images are shown in Figure 3.3

The initial population in each run consisted of four mutants of the identity �lter
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(w5 = 1; wi = 0 for other values of i ). The identity �lter has no e�ect when

applied to an image. The identity �lter was chosen as the starting point because of

its mathematical simplicity and to encourage the development of �lters that were

e�ective at removing noise but did not introduce many visible �lter artefacts. It is

likely that if stronger �lters were used in the �rst generation, participants would be

satis�ed with the noise removal properties of the �lters and neglect the e�ect of the

artefacts introduced by the �lters. This would lead to participants not developing

optimal �lters for the images, particularly for I1. The initial step sizes for the

�rst generation were drawn uniformly randomly from the rangeU[0:075; 1]. Every

generation thereafter consisted of the �ttest �lter of the previous generation and

three mutant o�spring spawned from it. The position of the image �ltered by the

selected member of the previous generation, the parent of the current generation,

was determined randomly and placed amongst its o�spring. This was done to ensure

that any eye gaze positional bias would not a�ect the development of the �lters.

3.3.3 Data gathered

The participants were instructed to give reasons for their choices of images whilst

they were developing their �lters; for example �Images 1 and 3 have less noise than

2 and 4, image 1 has an annoying pixel on Lena's nose hence I choose image 3.�

There were two reasons for having the participants do this; the �rst is that it en-

couraged participants to give more thought to their selections, the second is to aid

in explaining the performances of the IQMs.

Asking the participants for their thoughts undoubtedly made them think more

about their selections and elicited useful information regarding the criteria they used

for adapting their IEA �lters. Questioning also increased user fatigue and possibly

reduced the number of generations a participant was willing to assess. However, it is

important to realize that users of real world applications based on the IEA method

would not be required to verbalize their thoughts.

After they had developed their �lters, the participants were asked to compare

the performance of four �lters: their own �lter developed on I1 (which is referred to

as F1), their own �lter developed on I2 (which is referred to as F2), the BVDF, and

the GA optimised W2 �lter (which has weights 0.1526, 0.2610, 0.2007, 0.2059, 1,

0.1992, 0.2115, 0.2581, 0.1435) developed by Lukac et al. [74]. The four �lters were

applied to one of the images (I1 or I2) and the results displayed in a2 � 2 image

array similar to the one used for developing the �lters. A screenshot of the interface
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Figure 3.4: Screenshot of the user interface for the ranking of the �lters in the noise
removal experiment

is provided in Figure 3.4.The positional order in which the images were displayed to

the participant was determined randomly. The images were not labelled so that the

participant did not know which image corresponded to which �lter. The participant

was asked to rank the images in order of image quality, giving reasons for their

preferences as they did when developing their �lters. The ranking process was then

repeated on the other image.

3.4 Results

3.4.1 Examples of �ltered images

Figure 3.5 shows the result of applying the BVDF and W2 �lters to the noisy

images. Figure 3.6 shows the result of applying some of the participant developed

�lters which were ranked as 1 (best) at the comparison stage. It can be seen from

Figure 3.6 that participants varied in their opinions of what constitutes a favourable

�lter. For example, Figure 3.6 (a) exhibits more noisy pixels but fewer visible image

artefacts than Figure 3.6 (b).Table 3.1 gives the weights of the �lters used on the
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(a) W2 �lter, I1 (b) W2 �lter, I2

(c) BVDF, I1 (d) BVDF, I2

Figure 3.5: Sections of the results of applying the W2 and BVDF �lters to the noisy
images

images in Figure 3.6.

3.4.2 Analysis of the participant rankings

Kendall's W (see Section 2.2.4) was calculated for the participants' rankings over

each of the two sets of ranked images. For I1,� 2(3; N = 30) = 25 :08; p < 0:001,

Kendall's W is 0.28 indicating weak agreement among the participants. For I2,

� 2(3; N = 30) = 68 :64; p < 0:001, Kendall's W is 0.76 indicating strong agreement

among the participants.

The means and standard deviations of the participant awarded ranks are sum-

marised in Table 3.2. Performing the Friedman test on the participant rankings

on I1 showed that the di�erence between the performances of the �lters was sig-
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(a) Participant 4, F1 on I1 (b) Participant 25, F1 on I1

(c) Participant 15, F2 on I2 (d) Participant 29, F2 on I2

Figure 3.6: Sections of images �ltered using participant developed �lters. In all
cases the participants had rated the images as the best of the four presented at the
ranking stage. Note how (b) and (d) have more �lter artefacts than (a) and (c).
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Table 3.1: The weights of the WVDFs used to �lter the images in Figure 3.6

Weights

Participant Image 1 2 3 4 5 6 7 8 9

4 I1 0.4331 0.7122 0 1 1 0.1304 0.1338 0.3185 0.4507

25 I1 1 0.8171 1 1 1 1 1 0 0

15 I2 0.6779 0.8310 0.2161 1 1 1 0.0318 1 0.3992

29 I2 1 0.5047 0.7742 0.7747 0.5194 0.9620 0.8870 0.7555 0.9620
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Table 3.2: Means (standard deviations) of the participants' rankings of the �ltered
images

Filter

Image F1 F2 BVDF W2

I1 1.97 (0.85) 2.27 (1.01) 2.27 (0.83) 3.50 (1.14)

I2 2.70 (0.54) 2.20 (0.61) 1.20 (0.55) 3.90 (0.55)

Table 3.3: Contingency table of participant preferences for �lters F1 and F2 applied
to images I1 and I2

Image

Preferred �lter I1 I2 Total

F1 19 8 27

F2 11 22 33

Total 30 30 60

ni�cant � 2(3) = 25:08, p < 0:001. Post hoc analysis using Fisher's LSD post hoc

test indicated that the W2 �lter performed signi�cantly worse than the BVDF, the

F1 �lters, and the F2 �lters (for the smallest signi�cant di�erence, t(87) = 4:283,

p < 0:001). For I2 the di�erence was also signi�cant� 2(3) = 68:04, p < 0:001. The

BVDF performed signi�cantly better than the F2 �lters t(87) = 5:971, p = 0:001

which in turn outperformed the F1 �lters t(87) = 2:986, p = 0:004 which in turn

outperformed the W2 �lter t(87) = 7:166, p < 0:001.

These results do not give a clear indication on whether or not the �lters developed

for speci�c images perform better on those images. Table 3.3 provides preference

counts of the participant developed �lters F1 and F2 applied to I1 and I2. A chi-

square test (see Section 2.2.4) performed on the data in Table 3.3 indicates that the

�lters developed for a particular image performed better on that image than they

did on the other image� 2(1) = 8 :148, p = 0:004.

3.4.3 Objective measures of image quality

To assess the e�cacy of the IQMs, Spearman's� (see Section 2.2.4) between the

ranks each participant assigned to the �ltered images and the IQMs for the same �l-

tered images were calculated. The means of the� values over all of the participants

were calculated (see Table 3.4). Performing the Friedman test on the Spearman
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Table 3.4: Mean (standard deviations) of the Spearman's correlation coe�cients
between the participant rankings and the IQMs

Measure I1: 2% Noise I2: 8% Noise

MAE -0.253 (0.568) -0.420 (0.346)
MSE -0.287 (0.548) 0.867 (0.248)
MQE 0.400 (0.520) 0.900 (0.253)
NCD -0.240 (0.537) 0.713 (0.291)
SSIM -0.227 (0.527) 0.800 (0.257)

Table 3.5: Mentions of image selection considerations when developing and ranking
the �lters

I1: 2% noise I2: 8% noise
Consideration Developing Ranking Developing Ranking

General noise 30 29 30 30
Single pixel 11 9 9 3

Filter artefacts 16 20 17 10

correlation coe�cients for the IQMs on I1 showed that the di�erence between the

performances of the IOMs was signi�cant,� 2(4) = 48:734; p < 0:001. Post hoc anal-

ysis using Fisher's LSD post hoc test indicated that the MQE provided a signi�cantly

better model of human opinion than the other IQMs,t(116) = 6:454; p < 0:001 in

comparison to the next best IQM; the SSIM. For I2 the di�erence was also signif-

icant, � 2(4) = 84:854; p < 0:001. The di�erence between the MQE and MSE was

not signi�cant t(116) = 0:793; p = 0:430. Both the MQE and the MSE performed

signi�cantly better than the SSIM, t(116) = 2:730; p = 0:007, which in turn per-

formed signi�cantly better than the NCD t(116) = 2:730; p = 0:007, which in turn

outperformed the MAE, t(116) = 8:719; p < 0:001.

3.4.4 Selection considerations

When the participants were explaining the reasons for their image selections whilst

developing and ranking their �lters it was quickly found that the majority of their

reasons could be summarised and placed into one of three categories: general noise,

single pixels, and �lter artefacts. The remaining comments were about how some im-

ages looked brighter than others, something which could not be attributed to the �l-

ters. It was realised that this e�ect was due to the variation with viewing angle of the

perceived brightness of LCD displays. The three category observation allowed par-
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(a) Section of I1 (b) Example of single
pixel. The participant re-
jected this image because
of the noise pixel on Lena's
nose

(c) Example of �lter arte-
fact. The participant
rejected this image be-
cause of the rough edge on
Lena's hair

Figure 3.7: A section of I1 (a) with examples of single pixel (b) and �lter artefacts
(c)

ticipant comments to be recorded quickly using a simple code. For example, �Images

1 and 3 have less noise than 2 and 4, Image 1 has an annoying pixel on Lena's nose

hence Image 3 is best. Lena's hair is more jagged here [participant points to Lena's

hair near the eye on the viewer's right] on number 2 than on number 4 so I prefer

4 to 2� is written � (1 + 3)=(2 + 4) GN; 3=1 SP (Nose); 4=2 IA (hair right near eye)�.

General noise refers to many noisy pixels, either over the entire image or a par-

ticular part (e.g. Lena's face). Single pixel refers to a particular noisy pixel that

the participant has noticed, generally a pixel in an otherwise noise free part of the

image and often in a prominent place such as on Lena's nose. Filter artefacts refer

to parts of the image that have been worsened because uncontaminated pixels had

been altered by the �lter. Examples of single pixel and �lter artefacts are given in

Figure 3.7. The noticeable �lter artefacts were normally introduced at boundaries

between di�erent parts of the image such as between Lena's upper arm and the mir-

ror. Table 3.5 shows a count of the number of participants who mentioned each of

the three considerations when developing their �lters and when ranking the �lters.

A participant had to mention a consideration only once whist developing a �lter for

the consideration to be included in the counts of Table 3.5.

It can be seen from Table 3.5 that general noise was the most important con-

sideration for the participants. This is to be expected as the goal is to improve

the appearance of noise contaminated images. Single pixels were a more important

consideration to the participants when ranking the �lters applied to I1 than when

ranking the �lters applied to I2. This was because noisy regions in I1 were more

likely to contain only a single noisy pixel after �ltering than was the case for I2 which
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was more likely to have many noisy pixels. The di�erence between the number of

participants who cited �lter artefacts as a consideration at the ranking stage can be

explained by the fact that as I2 was a noisier image, more of the participants found

the introduction of �lter artefacts to be of less concern than the removal of noise.

For this reason, the participants gave more weight to the noisy pixels than to the

�lter artefacts.

The noisy pixels tended to have a larger deviation from the original values than

the �lter artefacts, thus a single noisy pixel tends to provide a greater contribution

to an IQM value than a single image artefact pixel. The MQE gives more weight to

the noisy pixels than any of the other IQMs, the MAE gives the least. This is why

the MQE was the IQM which most closely modelled human opinion. There were

more noisy pixels on I2 than I1 and in general this remained the case after �ltering.

This meant that the noisy pixels in I2 had a greater e�ect than the �lter artefacts on

the IQMs than was the case in I1. This explains why the IQMs (except the MAE,

which does not give as much weight to noisy pixels as the other IQMs) performed

better on I2 than on I1.

It was also observed that participants had a tendency to concentrate on a primary

region of interest, only paying attention to other parts of the image once they were

satis�ed with the part they were focusing on. For example, a participant may choose

to focus on Lena's face until they are satis�ed that it is free from noise. They may

then choose to focus on a particular noisy pixel in the background until that has

been removed.

3.5 Conclusion

It has been demonstrated that the weights of a vector directional �lter can be ob-

tained using a simple IEA in which assessments of image quality are made by a

human user. The method was more e�ective for improving perceptual image qual-

ity than a �lter previously developed using a EA [74]. In the presence of 2% salt

and pepper noise, the IEA �lter developed on the 2% noise image was also more

successful at improving image quality than the well known BVDF.

The assertion made in [74] that the WVDF �lters were robust to changes in the

noise level of the image is cast into doubt by the observation that �lters tend to

perform better on the images they developed on.

The poor performance of the EA based W2 �lter in the experiment can be
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attributed to the use of the MAE as the �tness function used for its development.

Five objective IQMs were evaluated and it was found that whilst all IQMs except

the MAE provided a good model of human opinion on the noisier image, none of

the image quality measures were satisfactory for both 2% and 8% noise. Of the �ve

IQMs, the MAE was least similar to human perception of image quality. The nearly

adequate performance of the MQE and the poor performances of the remaining IQMs

provides evidence to support the use of human evaluation and the IEA approach.

The descriptive feedback provided indicates that the meaning participants assign

to the image composition results in behaviour whereby they focus their attention

on salient image regions. It would be di�cult to design a numerical IQM that was

capable of adapting its behaviour to re�ect human interpretation of the image scene.
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Chapter 4

Making use of rejection information

using a hyperplane algorithm

4.1 Introduction

Minimising user fatigue is one part of ensuring that an interactive optimisation

process performs as well as possible. An SMM-IEA, in which the user selects a single

member of the population to seed the following generation, is relatively e�ortless

compared to other assessment methods. Comparisons have been made between

rating scales and evaluation methods to try to �nd evaluation methods that enable

IEAs to present satisfactory results with minimal user e�ort. Yoon and Kim [145]

compared a two point, a �ve point, and a continuous scale for rating individuals in

an IEA. It was found that the participants preferred the two point scale. Takenouchi

et al. [126] compared three methods of soliciting �tness ratings in an IGA: simple

pairwise `choose the best', pairwise with levels of disparity, and full scale rating of

the entire population. It was found that the simple pairwise method was preferred

by the participants. The approach explored in this experiment is to give users the

option of explicitly rejecting individuals, essentially introducing a two point rating

scale. The algorithm developed extends the SMM-IEA approach to use hyperplanes

to segment the search space. This extension to the SMM-IES used in Chapter 3 will

be referred to as thehyperplane-IES. In order for the use of the hyperplane-IES to

be appropriate the subjective �tness function, the �tness function that is assumed to

exist in the user's head, needs to be unimodal; the subjective �tness function should

have no local optima. If the subjective �tness function is not unimodal, there is a

good chance that the search will be directed toward a local optimum. There should
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be a single small region of the search space which produces optimum individuals,

the farther the genotype of an individual is from this region, the less satisfactory its

corresponding image should be.

When a new EA, or more commonly, a modi�cation of some aspect of an existing

EA, is developed its performance is compared to those of other algorithms using a

suite of benchmark �tness functions such as those presented by Li et al. [73]. The

benchmark functions are representative of the sorts of problem the EA would be used

to solve. For example, He et al. [53] proposed a new �tness evaluation mechanism

for multiobjective problems which was compared to the standard mechanism with

the use of nine benchmark functions. There are no equivalent benchmark functions

for IEAs. If IEAs are to be compared then some contrived task, for which an IEA

may not even be a suitable approach, is devised and used.

A simple colour matching task was used by Breukelaar et al. [10] to compare

the e�ectiveness of the self adaptive step size aspect of IESs to �xed step size pa-

rameters. A similar task was used by Cheng and Kosorako� [16] for comparing the

performances of IGAs to those of a variant called human-based GAs in which the

user takes an active part in the recombination and mutation operations. The colour

matching task is chosen for three reasons:

� The task can be explained, or demonstrated, quickly and with little chance

of misunderstanding. This is important as participant misunderstanding of

the task can add noise to the data gathered which is used to compare the

performances of the algorithms.

� The task is not computationally intensive. The colour panels can be generated

very quickly so that the participants to not have to wait between generations.

� The search space can be made perceptually uniform. This perceptual unifor-

mity is achieved using the CIELAB [2] colour space. If a colour is chosen in

the CIELAB colour space then all colours that lie on a sphere centred on that

colour will, in theory, be perceived to be equally di�erent from the chosen

colour. The search space used in this experiment consisted of those colours in

the CIELAB colour space which could be mapped to the sRGB colour space

and thereby displayed on a monitor.

To discuss the suitability and the limitations of using the colour matching task

as a trial task for evaluating IEAs, the IEA suitability questions of Section 2.2.3 are

addressed:
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� Is the subjective �tness function unimodal in the search space?Yes, a colour

that is near the target colour in the search space will be perceived to be

similar to the target colour. A colour that is farther from the target colour in

the search space will be perceived to be less similar. It is for this reason that

the colour matching task was chosen to test the hyperplane-IES.

� What other approaches to the problem are available?This question is not

really relevant as the colour matching task is contrived for the purpose of

testing IEAs. In reality a direct interface in which values are adjusted using

three sliders would be a better approach for obtaining a colour match.

� Is the search space large?Large enough, though not very large. The search

space has only three dimensions, but the di�erence between colours that can

be distinguished by human perception is such that the search space consists

of tens of thousands of colours.

Consideration of the IEA suitability questions indicates that the colour matching

task is a reasonable approximation for a realistic task, weakened perhaps by the low

dimensionality of the problem.

The purpose of this experiment is to see if there is any advantage in using the

hyperplane-IES over the SMM-IES. A third IES was also used, what shall be referred

to as thedummy-IES. The dummy-IES uses the same interface as the hyperplane-IES

but in fact makes no use of the rejection information and is in fact the SMM-IES

under the interface. The purpose of the dummy-IES is to see if any di�erences

observed between the algorithms are due to the algorithms themselves or whether

they are due to the di�erence between the interfaces.

4.2 Theory

In the SMM-IES, a user must choose the closest match to their target image to

seed the next generation. In the hyperplane-IES extension to the SMM-IES the

user may also, if they wish, choose to explicitly reject images, and thereby their

corresponding genotypes, that are a particularly poor match for the target. Each

of these rejected individuals is used to create a hyperplane which is used to make it

less likely that genotypes will be generated in certain parts of the search space. The

genotypes are represented by real-valued,N -dimensional vectorsc = ( c1; c2; � � � ; cN )

and there exists a target vector corresponding to the `ideal' solution denoted by
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ct = ( ct
1; ct

2; � � � ; ct
N ). In each generation, the user selects a preferred image with

corresponding genotypecs = ( cs
1; cs

2; � � � ; cs
N ). The user may optionally reject one

or more images with thei -th rejected image having corresponding genotypecr i =

(cr i
1 ; cr i

2 ; � � � ; cr i
N ).

Consider a pointP lying on the line w = cs � cr i with distance � jwj from point

cr i . We construct an (N � 1)-dimensional hyperplane which passes through point

P and which is orthogonal to the linew. The hyperplane de�nes a discriminant

function f (c) which has the form

f (c) = w � c + ! 0 (4.1)

where

! 0 = �
�
w � cr i + � jwj2

�
: (4.2)

The discriminant function divides the space into two mutually exclusive regions:

RN
s , the region in whichcs is located andRN

r i
, the region in whichcr i is located. In

general, for an arbitrary genotypec, we have

f (c) > 0 , c 2 RN
s

f (c) � 0 , c 2 RN
r :

(4.3)

For every hyperplane a generated genotypec is behind, that is for every dis-

criminant function for which f (c) � 0, the genotype has a probabilitypr where

0 � pr � 1 of being rejected. Ifc is behind n hyperplanes the its probability of

being rejected is1� (1 � pr )n . In this way, the probability landscape is successively

modi�ed to favour the generation of genotypes from within particular regions of the

search space lying closer tocs. The essentials of a hyperplane-IEA are given in

Figure 4.1.

The fundamental assumption in the hyperplane approach is that the user selected

preferred image in the generation, which has genotypecs, will lie closer to the target

vector ct than the rejected vectorcr i . If this assumption was valid we could set

� = 0:5, that is, place the hyperplane corresponding to rejected pointcr i exactly

halfway betweencs and cr i with no possibility of placing the hyperplane betweencs

and ct . It follows that as there would be no chance of any hyperplanes being placed

that caused ct to be in RN
r . Any genotypes generated inRN

r could be rejected

safely by the algorithm without impeding the search, hence we could setpr = 1.

This assumption does not always hold, however. There are two reasons for this.
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(a) The current
preferred individ-
ual and a genotype
explicitly rejected
by the user.

(b) A hyperplane is
placed perpendicu-
lar to the vector be-
tween the preferred
individual and the
genotype.

(c) Two more geno-
types (for exam-
ple) are rejected
by the user, hence
two more hyper-
planes are added to
the search space.

(d) A genotype gen-
erated in region `a'
has no chance of be-
ing rejected by the
algorithm. A geno-
type generated in
a region `b' is re-
jected with a prob-
ability pr . A geno-
type generated in a
region `c' is rejected
with probability 1�
(1 � pr )2.

Figure 4.1: The essentials of a hyperplane-IEA in a simple 2D space.

The �rst is that in general the search space is not likely to be perceptually uniform

� though this is less of a problem with colour matching in the CIELAB colour

space than it would be for most problems � so that two images may seem to

be equally similar to the target image when their genotypes are not equidistant

from the target genotype in the search space. The second reason is that due to

the human threshold of perception there is uncertainty in the perceptual distance

between images. As well as accounting for these factors by settingpr to be less than

unity, the hyperplane approach can be made more `forgiving' by setting a lifetime,

l , for each hyperplane so that afterl generations the hyperplane is removed. For

example, if l = 4, a hyperplane added after the evaluation of generation 3 would

remain in place when the populations of generations 4, 5, 6, and 7 are created.

The hyperplane would be removed before the 8-th generation is created. It is also

sensible to remove hyperplanes when an individual whose genotype lies behind one

or more hyperplanes is selected as the preferred individual. If such hyperplanes are

not removed then new individuals that are similar to the current preferred individual

could be rejected by the algorithm when in fact they should be accepted. Therefore,

if the preferred genotype lies behind any hyperplanes, the hyperplanes are removed

before cloning and mutation.

The hyperplane-IEA bears a passing resemblance to support vector machines

(SVMs). SVMs are supervised learning models that use hyperplanes to, at the most
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basic level, classify data into one of two classes [118]. An SVM uses data of a known

classi�cation to place a hyperplane between the data of the two classes so as to

maximise the separation between the classes and the hyperplane, or, minimise the

error if it is impossible to place a hyperplane without some data points being mis-

classi�ed by the hyperplane. The hyperplane-IEA places a hyperplane between a

single point belonging to the classacceptableand single point of the classrejected.

The position of the hyperplane is determined by a �xed parameter� . In an SVM

multiple hyperplanes are used to classify the data into more than two groups. In

the hyperplane-IEA multiple hyperplanes are used to divide the search space into a

region of acceptablewhich is at least partially surrounded by a region (or regions)

rejected. In an SVM any new unclassi�ed data points are classi�ed according to

which side of the hyperplane(s) they are. In the hyperplane-IEA the genotypes of

potential members of the next generation are classi�ed as beingacceptableif they

lie in the acceptableregion, however, if they lie in therejected region they may still

be classed asacceptable. The goal of an SVM is to classify the unclassi�ed data as

accurately as possible. The goal of the hyperplane-IEA classi�cation process in to

ensure that the search for a satisfactory solution can be completed in as few gener-

ations as possible, that is, the accuracy of individual classi�cations is unimportant

as long as the hyperplanes as a whole help the IEA to attain a satisfactory solution.

4.2.1 Finding the optimal values of l , pr , and �

The values ofl , pr , and � should be set to appropriate values in order to make best

use of the hyperplane-IES. As it was not feasible to test even a few combinations

of the parameters properly using human evaluation a virtual user was employed. A

virtual user is a model of a human user used to aid in the testing of IEAs. A virtual

user may be an ideal user which always chooses the individual closest to the global

optimum, never tires, is consistent in its behaviour, and will not stop until it has

attained a solution very close to the global optimum. The virtual user may instead

be designed to provide a more realistic model of human behaviour by, for example,

being inconsistent in its opinions of the individuals, stopping long before an optimal

solution is attained, or being inconsistent in how the individuals are rated. Virtual

users have been used to provide proof of concept when pioneering new algorithms.

In these cases, the IEA is e�ectively an EA in which the limitations imposed by

the use of human users have been imposed, most notably the population size and

the number of generations the algorithm will run for. Takagi and Pallez [125] used
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an ideal user to investigate the feasibility of interactive di�erential evolution (IDE)

using Gaussian mixture models as a �tness function. Hornby and Bongard [55]

developed a hybrid algorithm which would model the user and be used to evaluate

individuals on their behalf in order to reduce fatigue; an ideal user was used to

evaluate the e�ectiveness of the algorithm. Virtual users have also been used as a

preliminary step in experiments involving human participants. Breukelaar et al. [10]

used an ideal user to measure the di�erence between performances of the participants

and the best possible performance when using an IEA to perform a colour matching

task. Tanaka et al. [128] developed an IEA which was designed to converge upon

multiple optima in a multimodal search space; to con�rm that the algorithm could

achieve this an ideal user was tasked with �nding multiple optima in 2, 4, and 6

dimensions.

Virtual users have also been used to compare the e�ects of di�erent parameter

settings in IEAs. Kelly et al. [63] used an ideal user to compare the e�ect of chang-

ing the relative weighting of the wheels in a dual roulette wheel parent selection

algorithm. Frowd [34] used a virtual user to con�rm that the choices made for mu-

tation probability, population size, and the way in which elitism was used in EvoFIT

were appropriate. The decisions made by the virtual user were found to correlate

well with those made by participants in previous experiments. Pallares-Bejarano

[90] used data from previous experiments to help set the behaviour of the virtual

user which was then used to compare the impact of various mutation probabilities,

population sizes, and search space dimensions on various IEAs.

Developing the virtual user

The virtual user developed in this experiment was designed to account for three

particular aspects of user behaviour:

� How a user perceives the distances between the target colour and the colours

in the population.

� The distance from the target colour at which a user would be satis�ed with a

colour match.

� How a user decides how many colours they are going to reject.

The development of the virtual user was considered a minor aspect of the work

and as such did not warrant the time-consuming process of gathering data from a
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number of participants. the data used to set the parameters of the virtual user were

gathered over 21 runs of the algorithm during which a total of 457 generations of

colours were evaluated by the author. The hyperplane-IES was not used for these

runs, the rejected colours were recorded, but no use was made of the information.

During the recording of the user behaviour the following data were recorded:

� The distances from the target colour to all of the colours for each generation.

� The distance between the target colour and the user selected colour for each

generation.

� The number of colours,n, rejected for each generation.

From the gathered data the following values were calculated for developing the

virtual user:

� The mean (� hf = 0:875) and standard deviation (� hf = 0:545) of the �nal

distances over the 21 runs.

� The means (� d) and standard deviations (� d) of the distances between the

colours in the population and the target colour for each generation.

� The mean (� he = 0:812) and standard deviation (� he = 1:807) of the error

over all of the generations, the error for any one generation being the di�erence

between the distance of the user selected closest colour match and the distance

of the actual closest colour match in the CIELAB colour space.

� The mean (� hr = 5:611) and the standard deviation (� hr = 2:436) of the

number of colours rejected over all of the generations.

The virtual user was constructed based on four assumptions:

� A user does not become fatigued during the course of a run as the colour

matching task is undemanding and quick to accomplish; the virtual user's

behaviour does not account for fatigue.

� It was assumed that the number of colours rejected,n, depended on the mean

� d and the standard deviation� d of the distances between the colours in the

population and the target colour in some way. The assumed form was

n = round(mn � f (� d; � d) + qn ) (4.4)
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where f (� d; � d) is some simple, as yet unde�ned, function of� d and � d, and

mn and qn are constants to be found through a series of calculations.

� Users are not capable of identifying which of two colours is closest to the target

if the di�erence in the distance between the colours is small in comparison to

the distances of the colours from the target. The virtual user perceives all of

the colours in the population (but not the target colour) to be slightly di�erent

to their actual colours. A colourc = ( cL � ; ca� ; cb� ) is perceived to be at position

c0 = ( c0
L � ; c0

a� ; c0
b� ) having been translated according to

c0
f L � ;a� ;b� g = cf L � ;a� ;b� g + ( � d � ms + ks) � N (0; 1) (4.5)

where(� d � ms + ks) is the translation factor andN (0; 1) is a random number

from the Gaussian distribution. Theks term is to account for human threshold

of perception as below a certain threshold two colours are impossible for a user

to distinguish. � d is the mean distance of the colours from the target andms

is a constant of proportionality. ms and ks are constants to be found though

experimentation.

� The virtual user is satis�ed with a colour match when the closest perceived

colour to the target is at a distance less than some thresholdt.

A number of simple functionsf (� d; � d) were tested. The values of eachf (� d; � d)

were calculated for each generation and the Pearson's correlation coe�cients between

n and the f (� d; � d)s were calculated. It was found that that the correlation coef-

�cient of greatest magnitude was -0.538 and was forf (� d; � d) = � d=� d. A plot

of number of colours rejected versus� d=� d was used to �nd an approximate linear

function for the number of colours rejected depending on� d=� d. This function is

number of hyperplanes= round
�

14:484� 3:209�
� d

� d

�
(4.6)

The values ofms, ks, and t were found heuristically by adjusting the values of

ms, ks, and t and observing their e�ects on� vf , � vf , � ve, � ve, � vr and � vr . For each

set of estimated values ofms, ks, and t the virtual user was run 500 times. The

virtual user's output values of the mean (� vf ) and standard deviation (� vf ) of the

�nal distances over the 500 runs, the mean (� he) and standard deviation (� he) of the

error over all of the generations, and the mean (� vr ) and standard deviation (� vr ) of

the number of colours rejected were recorded and compared to the equivalent user
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Table 4.1: Developing the virtual user: the �nal measured scores

Virtual user user

� vf = 0:853 � hf = 0:875

� vf = 0:472 � hf = 0:545

� ve = 0:831 � he = 0:812

� ve = 1:712 � he = 1:807

� vr = 5:611 � hr = 5:543

� vr = 2:330 � hr = 2:436

outputs � hf , � hf , � he, � he, � hr , and � hr respectively. The values ofms, ks, and t

that were �nally chosen werems = 0:205, ks = 0:043, and t = 0:66. These values

gave the output values shown in Table 4.1, which were deemed to be satisfactory.

Using the virtual user to �nd l, pr , and �

The virtual user was used to perform the colour matching task 2000 times for various

combinations of l , pr , and � . The mean of the number of generations required to

achieve a colour match over each set of 2000 runs was recorded.Table 4.2 shows the

mean number of generations required for variousl and � when pr = 1. Table 4.3

shows the mean number of generations required for variouspr and � when l = 1 .

With reference to Tables 4.2 and 4.3 it can be seen that the likely optimal number

for l is 3 or 4, with 0:45 � pr � 0:6, and 0:25 � � � 0:75. With reference to Table

4.4 it can be seen that settingl = 4, pr = 0:6, and � = 0:55 enabled the virtual user

to achieve a colour match, on average, in the fewest number of generations.

4.2.2 The IEAs used

Three IEAs are used in this experiment: the hyperplane-IES, the SMM-IES upon

which it is based, and the dummy-IES which uses the same interface as the hyperplane-

IES but works identically to the SMM-IES, that is, it ignores the rejection infor-

mation provide by the user. In all three algorithms each colour is represented by a

genotype consisting of four genes. Three of the genes are theL � , a� , and b� colour

components, are real coded, and have values limited to those which can be mapped

to the sRGB colour space. The fourth gene is the mutation step size,� , and is

subject to the condition � � 1
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Table 4.2: Virtual user: mean number of generations required to achieve a colour
match for various values of plane lifetimel and plane distance� from the rejected
pointwith pr = 1

�

l 0 0:25 0:5 0:75

1 25:41 24:08 22:24 21:65

2 22:54 19:91 18:75 21:39

3 20:17 18:36 18:24 23:60

4 19:92 18:20 19:58 26:75

5 19:99 18:73 21:59 31:35

6 20:39 19:39 23:40 35:88

7 20:81 20:55 25:44 40:57

8 21:24 21:42 28:25 45:11

9 22:25 22:94 30:13 53:13

10 23:05 23:85 32:58 58:48

11 23:46 25:14 36:98 66:11

12 24:58 27:37 40:96 72:12

13 26:08 29:87 43:89 80:83

14 26:21 30:95 49:57 93:22

15 27:56 32:43 54:15 101:54
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Table 4.3: Virtual user: mean number of generations required to achieve a colour
match for various values of rejection probabilitypr and plane distance� from the
rejected pointwith l = 1

�

pr 0 0:25 0:5 0:75

0:05 26:26 26:33 25:86 26:01

0:10 25:44 25:22 24:32 24:98

0:15 25:21 23:58 22:89 22:84

0:20 24:06 22:98 21:46 22:58

0:25 23:65 21:95 20:15 21:44

0:30 23:15 21:28 19:63 20:77

0:35 22:41 20:18 18:55 20:59

0:40 21:71 19:49 18:21 21:53

0:45 21:34 19:07 17:89 21:71

0:50 21:06 18:80 18:19 22:53

0:55 20:70 18:36 18:13 24:77

0:60 20:21 17:80 19:48 27:19

0:65 20:22 18:18 19:97 30:66

0:70 20:54 18:68 21:74 36:66

0:75 20:81 18:93 24:49 47:19

0:80 20:61 21:99 26:00 55:68
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Table 4.4: Virtual user: mean number of generations required to achieve a colour
match

pr

l = 3 l = 4

� 0:45 0:50 0:55 0:60 0:45 0:50 0:55 0:60

0:25 22:55 21:89 21:10 20:46 21:09 20:56 19:66 19:09

0:30 22:06 21:30 20:73 20:12 20:82 19:92 19:14 18:56

0:35 21:76 20:88 20:48 19:69 20:07 19:25 18:64 18:24

0:40 21:15 20:50 19:76 19:19 19:91 19:08 18:54 18:00

0:45 20:99 20:24 19:33 19:04 19:20 18:94 17:96 17:85

0:50 20:38 19:70 19:14 18:71 19:35 18:75 18:24 17:86

0:55 20:32 19:68 19:18 18:54 19:02 18:60 17:98 17:76

0:60 20:50 19:52 18:94 18:70 19:21 18:83 18:23 18:22

0:65 20:22 19:55 19:00 18:90 19:53 18:99 18:83 18:73

0:70 20:15 19:59 19:21 19:02 19:25 19:06 19:06 19:17

0:75 20:42 19:97 19:66 19:45 19:80 19:71 19:72 19:53

4.3 Method

4.3.1 The user interfaces

Two slightly di�erent interfaces were used for the colour matching experiment. Inter-

face A (Figure 4.2) was the simpler of the interfaces and was used for the SMM-IES.

Interface B was used for the hyperplane-IES and the dummy-IES. Each interface

consisted of a main panel and a smaller panel to the right. The main panel itself

consisted of nine colour panels. Each colour panel had an inner and an outer colour.

The outer colour was the target colour. The outer colour was the same for all panels

and did not change during the course of a run. The inner colours were changed by

the algorithm according to the participant's input. The participant's goal was to

make the inner colour of any one of the panels match the outer colour.

The SMM-IES required the participant to select the colour panel with the inner

colour which, in the participant's opinion, had the closest match to the outer colour.

When a colour was selected, its panel's border would turn green. The participant

could change their mind and select another panel, but they could only select one.

After a panel was selected the participant could either end the run by clicking the
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`Finish' button if they were satis�ed with the colour match or proceed to the next

generation of colours by clicking the `Next' button if they were not.

Interface B (Figure 4.3) was the interface used for the hyperplane-IES and the

dummy-IES. Interface B had all of the functionality of Interface A but with added

controls to enable the rejection of particularly dissimilar colours. A participant could

right click a panel to explicitly reject a colour. The border of the panel of a rejected

colour would turn red. Right clicking the panel a second time would `un-reject' a

colour. Two extra buttons were added to the right panel: `Reject all' and `Reject

none'. Reject all would reject all of the colours, that is, turn all of the borders

red with the exception of the selected colour. Reject none would clear all of the

rejections, that is turn all of the borders black with the exception of the selected

colour. The participant could reject anything from zero to eight colours, though

they still had to select one colour.

Nine colour panels were presented to the participant at each generation. There

were two reasons for this. The main reason is that in a genuine image processing

task it would be unlikely that there would be space on the screen for any more than

nine images of reasonable size. The other reason is to limit the e�ects of fatigue.

The burden of selecting a single best individual from a population ofn scales linearly

with n, however, the burden of choosing to select or reject the remaining members

of the population scales with2(n� 1).

4.3.2 Test set-up

Twenty-four participants were used in this experiment. The participants were pre-

dominantly postgraduate students in the School of Physical Sciences at the Uni-

versity of Kent, the remainder were undergraduate students or sta�. As the task

was cognitively simple, no knowledge was required except a very basic level of com-

puter literacy. However, because of the nature of the colour matching task, it was

important that participants were not colour blind.

At the start of the experiment the participants were read a script detailing what

the experiment consisted of. There then followed a practice run using the SMM-IES

and a second practice run using the dummy-IES. The colour used on these runs was a

shade of cyan (CIELAB values(53:02; 5:12; � 45:05), sRGB values(69; 128; 204)).The

point of these runs was to ensure that the participants knew how to use the interfaces

and could ask questions about the experiment. No data were recorded for these runs.

After any questions were answered the recorded experiment began. Each participant
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completed six runs in the recorded part of the experiment, one run for each of the

algorithms trying to match a shade of orange (CIELAB values(65:12; 23:36; 57:74),

sRGB values(220; 140; 50)), and one run for each algorithm to match a dark shade

of green (CIELAB values(45:43; � 27:94; 34:81), sRGB values(75; 118; 45)). Half of

the participants performed the task using the orange target colour �rst, the other

half the green target colour �rst.

The usual approach to generating the initial population in an EA is to generate

the individuals at random. With the colour matching task this would have consisted

of drawing nine colours at random from the search space. The drawback of using a

random initial population is that the results would have been severely a�ected by

whether one of these random colours happened to be close to the target colour, as the

search space was not particularly large. Therefore, the initial population of colours

were chosen and coded into the algorithm as opposed to being generated randomly.

It is desirable, though not important, that the initial population of colours has

the property that each colour in the population has an equal chance of being the

closest colour to any other colour selected at random from the search space. The

search space used for this experiment had a shape not conducive to �nding initial

colours that had this property. The sRGB colour space, however, does. If the initial

population of colours are chosen such that one is at the centre of the sRGB cube

and the remainder are on the diagonals from the centre to each of the eight vertices

then �nding a suitable initial population of colours becomes relatively easy. Of

course, the initial population will only approximately satisfy the equal probability

property but the initial population as de�ned is more evenly spread that a random

initial population would be. The initial distribution is of less concern than trying

to ensure that the target colours are the same distance from their respective closest

colours in the initial population. To clarify, it should not be the case that one target

colour is close to one of the initial colours whilst the other target colour is not close

to any of the initial colours. If one target colour was closer to an initial colour than

the other target colour it would introduce a bias. The distance between two colours

x and y in the CIELAB colour space is

d =
q

(xL � � yL � )2 + ( xa� � ya� )2 + ( xb� � yb� )2: (4.7)

The distance between the orange target colour (CIELAB values(65:12; 23:36; 57:74))

and the yellow initial colour (CIELAB values (79:76; � 17:16; 70:85) is 45.03. The dis-

tance between the dark green target colour (CIELAB values(45:43; � 27:94; 34:81))
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and the middle grey initial colour (CIELAB values (53:19; 0; 0)) is 45.80.

4.3.3 Data gathered

Three kinds of objective data were collected: the time taken for the participant to

complete a run, the number of generations they took, and the accuracy of the �nal

colour match as measured in the CIELAB colour space.

Although objective measures can be used to measure the e�ectiveness of the al-

gorithm, the participants' perceptions are also important. If a participant perceived

one algorithm to take less time than another, even if it in fact took longer, this is of

interest. After the �rst three runs (one for each of the IESs) the participants were

asked the following questions:

1. Which run did you feel took the least amount of time?

2. Which run did you feel took the most amount of time?

3. Which run did you feel was easiest?

4. Which run did you feel was hardest?

5. In which run did you feel you had the most control?

6. In which run did you feel you had the least control?

For example, a participant may say that the �rst run took the least amount of time

and the second one the most, that the �rst run was easiest and the third one the

hardest, and that the second run o�ered most control and the third run the least.

After the second three runs, the participants were asked the same questions again

but only in reference to the fourth, �fth, and sixth runs.

4.4 Results

4.4.1 Comparisons between the IESs

Each participant performed two runs using each of the SMM-IES, hyperplane-IES,

and the dummy-IES. Following the advise given by Byron Morgan of the statistics

help-desk at the University of Kent to not treat repeated evaluations of a single

treatment by a single participant as having been performed by di�erent participants,

the average of each of the measured variables (�nal distances, number of generations,
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time taken, ease of use, perceived speed, and perception of control) over the two runs

performed by a participant on a single treatment was used. These averages were

treated as a single run for the purposes of �nding the means and standard deviations

of the measured variables, so that each participant was treated as having performed

only one run using each of the algorithms. The means and standard deviations of

the measured variables over all of the runs for each of the algorithms are presented

in Table 4.5.

Performing the Friedman test (see Section 2.2.4) on the distances between the

participants' �nal colours and the target colours for the three IESs showed that

the di�erences between the �nal distances were not signi�cant,� 2(2) = 2 :583; p =

0:2748. The Friedman test performed on the number of generations taken to achieve

a colour match showed that the di�erences between the SMM-IES, the hyperplane-

IES, and the dummy-IES were also not signi�cant,� 2(2) = 3 :935; p = 0:140. Per-

forming the Friedman test on the time taken showed that the di�erence in between

the algorithms was signi�cant, � 2(2) = 39:857; p < 0:001. Post hoc analysis using

the Fisher LSD post hoc test for ranks indicated no signi�cant di�erence between

the hyperplane-IES and the dummy-IES,t(118) = 1:196; p = 0:236 but the SMM-

IES was signi�cantly faster than the hyperplane-IES,t(118) = 5:958; p < 0:001, and

the dummy-IES, t(118) = 7:149; p < 0:001.

Performing the Friedman test on the ranks awarded by participants on the ease of

use between the SMM-IES, the hyperplane-IES, and the dummy-IES showed that the

di�erences between the algorithms were not signi�cant,� 2(2) = 4 :740, p = 0:0935.

The Friedman test performed on perceived speed of the algorithms showed that the

di�erences between algorithms were also not signi�cant,� 2(2) = 2 :5552, p = 0:279.

Performing the Friedman test on the participants' perception of control showed that

the di�erences between the algorithms were signi�cant,� 2(2) = 19:844, p < 0:001.

Post hoc analysis indicated a statistically signi�cant greater level of perceived control

for the hyperplane-IES over the dummy-IES,t(118) = 2:229, p = 0:0277, and a

statistically signi�cant greater level of perceived control for the dummy-IES over the

SMM-IES, t(118) = 4:830, p < 0:001. The above results show that the participants

felt they had more control over the process when they were using the hyperplane-

IES than when they were using the dummy-IES and the SMM-IES and more control

when they were using the dummy-IES than they did when they were using the SMM-

IES. The SMM-IES provided a quicker colour match than the hyperplane-IES and

the dummy-IES, even though the participants did not perceive this to be the case.
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Table 4.5: Means (standard deviations) of the dependent variables in the evaluation of the e�ectiveness of the hyperplane-IES

Algorithm Generations Time taken Final distance Perceived speed Ease of use Control

SMM 20.81 (8.93) 96.5s (59.7s) 2.96 (2.00) 1.90 (0.72) 1.88 (0.68) 2.42 (0.65)

Hyperplane 17.88 (7.84) 168s (105s) 3.29 (3.20) 1.94 (0.66) 1.90 (0.75) 1.60 (0.61)

Dummy 22.75 (12.19) 181s (116s) 3.38 (1.96) 2.17 (0.60) 2.23 (0.59) 1.98 (0.60)
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4.4.2 Correlations between the measures

The Spearman's correlation coe�cients between the dependent variables were cal-

culated for each of the IESs. Table 4.6 shows the correlation coe�cients and their

p-values. To avoid treating a single participant as two participants, the averages

of the measured variables over the two runs performed by each participant for each

IES were used.

Table 4.6 shows that the �nal distance was not signi�cantly correlated with any

of the other measured variables. The time taken and the number of generations have

a strong correlation. The perceived speed and ease of use were strongly correlated.

The strong correlation between the perceived speed and the ease of use does suggest

that participants felt that the algorithm that was easiest to use was the one that

participants felt enabled a colour match in the quickest time.

4.4.3 Discussion

The large variances in the data, particularly in the objective measurements, are

worth remarking upon. The large variances could be explained by di�erences in

the participants' ability to distinguish between colours, or perhaps because some

participants became fatigued before the end of a run. If either, or a combination,

of these cases accounted for the entirety of the variation then one would expect to

see a negative correlation between the number of generations or the time taken and

the �nal distance. This would be because the algorithms would be moving toward

an optimal colour match and a participant who was satis�ed with a relatively poor

colour match would �nish sooner and after fewer generations. An observation was

made during the experiment that sometimes a colour would be selected that was a

close match to the target colour but the step size would still be large. This colour

would be selected repeatedly over subsequent generations as no closer match would

be generated because the large mutation step size meant that o�spring colours were

generated that were farther from the target colour than the preferred colour was.

Eventually the algorithm would generate a closer match or the participant would

give up. This tendency of the IEA to get stagnate in this way suggests that the

use of a self adaptive mutation step size is not an appropriate way of adjusting

mutation in an IEA. Self adaptive step sizes are the de�ning characteristic of an ES,

it is therefore reasonable to question the suitability of using an ES in an IEA. A

comparison of the standard deviations of the number of generations that participants
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Table 4.6: Correlations between the dependent variables in the evaluation of the e�ectiveness of the hyperplane-IES

Spearman's correlation coe�cients

IES Generations Time taken Final distance Perceived speed Ease of use Control

p-values

G
enerations

SMM � 0.787 -0.014 -0.069 -0.012 0.137

Hyperplane � 0.774 -0.437 0.580 0.698 0.445

Dummy � 0.746 -0.172 0.413 0.228 -0.041

taken
T

im
e

SMM < 0:001 � -0.167 0.061 -0.020 -0.142

Hyperplane < 0:001 � -0.123 0.520 0.585 0.411

Dummy < 0:001 � 0.015 0.230 0.146 -0.033

distance
F

inal

SMM 0.950 0.618 � 0.276 0.245 0.020

Hyperplane 0.033 0.567 � 0.027 -0.088 -0.132

Dummy 0.423 0.947 � 0.237 0.456 0.265

sp
eed

P
erceived

SMM 0.968 0.777 0.192 � 0.704 -0.012

Hyperplane 0.003 0.009 0.900 � 0.884 0.615

Dummy 0.045 0.279 0.264 � 0.800 0.585

of
use

E
ase

SMM 0.957 0.926 0.249 < 0:001 � 0.066

Hyperplane < 0:001 0.003 0.683 < 0:001 � 0.532

Dummy 0.284 0.495 0.025 < 0:001 � 0.671

C
ontrol

SMM 0.524 0.507 0.926 0.955 0.761 �

Hyperplane 0.029 0.046 0.539 0.001 0.008 �

Dummy 0.850 0.877 0.211 0.003 < 0:001 �
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used to achieve a colour match as presented in Table 4.5 with the average number of

generations required by the virtual user to achieve a colour match for various values

of p and � as presented in Table 4.4 suggests that the e�ort involved in �ne tuning

the parameters of an IEA using a virtual user is not rewarded.

4.5 Conclusion

A simple colour matching task was used to see whether the SMM-IES could be

improved by making use of a user's ability to identify images which are particularly

unlike their target image. Hyperplanes were introduced to the search space to reduce

the number of images presented to the user which were likely to be less desirable

than those the user had already rejected.

Providing users with the ability to reject individuals gives the users a feeling

of greater control over the algorithm. The hyperplane-IES did not improve the

proximities of the �nal colours to the target colours and in fact the SMM-IES was

signi�cantly quicker than the hyperplane-IES and the dummy-IES. This adds sup-

port to the conclusions of Yoon and Kim [145] and Takenouchi et al. [126] that the

simplest evaluation methods are the most desirable.

The di�erences between the ways the participants used the IEAs means that

the use of a virtual model of user behaviour such as the virtual user used to set the

parameters for the hyperplane-IES is unlikely to possess any advantages over the use

of the designer's own evaluation of the suitability of the parameter values. It also

calls into question the validity of any experiments in which comparisons between

algorithms are based solely on data gathered from virtual users such as those of

Hornby and Bongard [55] and Tagaki and Pallez. [125].
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Chapter 5

Comparison of search spaces and

search algorithms

5.1 Introduction

When implementing an IEA to perform some task the nature of the task determines

how the phenotypes are represented as genotypes. The form of the genotypes, and

the values they are permitted to take, determines the search space. The choice of

genotype, and hence search space, is usually determined by convenience of imple-

mentation. Takagi [124] identi�es a di�erence between the genotype space, which

he refers to as the parameter space, and the psychological space, which exists in a

user's mind. For some problems it may be possible to use a search space which bet-

ter corresponds to the psychological space and hence the requirements of the users.

Sugimoto and Honda [121] used multidimensional scaling to create a search space

which better approximated human perceptual distances between cartoon faces. Five

participants were used to perform a cartoon face matching task in the implemen-

tation convenient search space and in the psychologically based search space. The

only comparison between the performances of the search spaces was a visual in-

spection by the authors who concluded that the psychologically based search space

produced faces more like the target face. There appears to have been no other work

in developing or evaluating perceptually uniform search spaces.

The colour matching task lends itself to a comparison between ease of implemen-

tation based and psychologically based search spaces. The CIELAB colour space

[2] is a well established psychologically based colour space which is designed to be

perceptually uniform. A more convenient colour space to use for the colour match-
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ing task is the sRGB colour space [1] developed by Microsoft and Hewlett Packard

amongst other companies. It is relatively easy to convert between the CIELAB and

sRGB colour spaces which is why the CIELAB colour space was used in the experi-

ment reported in Chapter 4. In this chapter an experiment is reported in which the

colour matching task is performed in both the CIELAB and sRGB colour spaces

to determine whether using the CIELAB colour space confers any advantage over

using the sRGB colour space.

The experiment of Chapter 4 introduced an IEA which made use of user evalu-

ation beyond selecting the single best individual from the population. It was found

that the time taken to gather the rejection information was not rewarded with a

reduction in the overall time taken to achieve a colour match. It is possible that the

approach of using information beyond the choice of the single best individual pro-

vides an objective pay-o�; it might be that the hyperplane-IES as implemented was

ine�ective but another algorithm may perform better given the same information

at the user interface. There has been some work done in the comparison of IEAs

and other biologically-inspired metaheuristic algorithms. Akbal et al. [4] developed

a facial composite task to compare the performances of �ve biologically-inspired

metaheuristic algorithms but decided that their work was not rigorous enough to

draw any conclusions. Lee and Cho [70] used an image enhancement task to compare

an IDE algorithm to an IGA and to a direct input manipulation method and found

that participants generally favoured the IDE algorithm for usability. Cheng and

Kosoruko� [16] compared what they called human-based GAs to more conventional

IGAs using a colour matching task and found that human-based GAs achieved the

target colour in less than half the number of generations of the conventional IGAs.

In these experiments the interfaces for each of the algorithms compared were dif-

ferent; any di�erences observed could have been due to the rating method of the

interface as opposed to the choice of algorithm.

The colour matching task of Chapter 4 was used to make comparisons between

IEAs because all of the participants could be given the same objectives starting from

the same initial population. The target colour that the participants were trying to

match was visible at all times; such a task shall be referred to here as beingwith

target. Breukelaar et al. [10] used the same colour matching task to compare di�erent

mutation step size parameters in an IES. Sugimoto and Honda [121] had the target

visible at all times in a task in which participants had to attempt to recreate a

cartoon face. An experiment in which there is a well de�ned target but in which
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that target is not visible to the participant during the evolutionary process shall be

referred to here as beingwithout target. In the continuing development of both EFIT-

V and EvoFIT, without target facial composite tasks were used to test the e�cacy

of the software [37, 114]. A without target task requires the participant to already

know or to memorise a target. The ability of the participants to memorise and/or

recall the target adds noise to the data gathered as the participants will vary in the

ability to do this making it more di�cult to distinguish between the performances

of whatever algorithmic design options are being tested. Without target tasks are

also more realistic than with target tasks as if a visual representation of the target

exists then the use of an IEA is unlikely to be the best way of reproducing that

target. If no di�erence between the performances of the algorithmic design options

can be detected when performing a comparison using a without target task then

it demonstrates that any di�erences between the design options are insigni�cant in

comparison to the variation in human ability to complete the without target task.

In this chapter the performances of searches conducted in the sRGB and CIELAB

colour spaces using a hyperplane-IEA and a simple IGA are compared using both a

with target colour matching task and a without target colour matching task.

5.2 Theory

5.2.1 Colour spaces

Colour spaces are a means of representing colours with simple numerical values.

In an RGB colour space each colour is described by the amounts of red, green,

and blue light present. The sRGB colour space was designed as a standard means

for computers to tell display devices which colours to display and is therefore the

simplest colour space to use as the genotype space in the colour matching task.

The sRGB colour space is not perceptually uniform to the human visual system;

distances between colours in the sRGB colour space do not necessarily correspond

to their perceptual di�erence. The CIELAB colour space was designed such that

the Euclidean distance between two colours as represented by points in the CIELAB

colour space corresponds to their perceptual di�erence. A colour in the CIELAB

colour space is represented by three values:L � , a� , and b� . L � is the luminosity value

and is a measure of how light a colour is,a� is a red-green axis with positive values

meaning the colour is more red and negative values meaning the colour is more green,

and b� is a yellow-blue axis with positive values meaning that the colour is more
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yellow and negative values meaning that the colour is more blue. The genotypes

can be stored as CIELAB values such that the colour matching task is conducted

in the CIELAB colour space as in the previous colour matching experiment. The

CIELAB colour space extends beyond the sRGB colour space and therefore it is

possible for colours to be generated by the algorithm which cannot be rendered in

the sRGB colour space and therefore cannot be displayed on a typical monitor [14].

This is not necessarily due to the physical limitations of the monitor but because

of the limitations imposed by the sRGB colour space. When performing the colour

matching task in the CIELAB colour space, the colours need to be checked to see if

their values are valid, that is, to ensure that ther , g, and b values are in the range

[0; 255]. When performing the colour matching task, if a genotype is generated which

cannot be mapped to the sRGB colour space the genotype is discarded, the parents

are returned to the mating pool, and the o�spring generation process goes back to

selecting parents from the mating pool.

The mapping between the CIELAB colour space and sRGB colour space is rel-

atively simple but involves mapping via the CIEXYZ colour space. The mapping

processes for both sRGB to CIELAB and CIELAB to sRGB are given here.

sRGB to CIELAB

The mapping from the sRGB to CIEXYZ colour spaces takes the red, green, and

blue values to be in the range[0; 1] so it may be necessary to �rst linearly scale the

values from[0; 255] to [0; 1] by dividing the r , g, and b values by 255. The sRGB to

CIEXYZ process starts with a form of inverse gamma correction:

C =

( �
c+0 :055

1:055

� 2:4
for c > 0:003928

c
12:92 for c � 0:003928

(5.1)

wherec 2 f r; g; bg and C 2 f R; G; Bg. Then, the X , Y, and Z values are calculated:

2

6
6
4

X

Y

Z

3

7
7
5 =

2

6
6
4

0:4124 0:3576 0:1805

0:2126 0:7152 0:0722

0:0193 0:1192 0:9505

3

7
7
5

2

6
6
4

R

G

B

3

7
7
5 : (5.2)
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The L � , a� , and b� values are calculated from theX , Y, and Z values:

L � = 116 � f 1
�

Y
100

�
� 16

a� = 500 �
�
f 1

�
X

95:047

�
� f 1

�
Y

100

��

b� = 200 �
�
f 1

�
Y

100

�
� f 1

�
Z

108:883

��
(5.3)

where

f 1(c) =

(
c

1
3 if c >

�
6
29

� 3

1
3

�
29
6

� 2
c + 4

29 if c �
�

6
29

� 3 (5.4)

CIELAB to sRGB

The process of mapping from the CIELAB colour space to the SRGB colour space

begins with mapping from the CIELAB colour space to the CIEXYZ colour space:

X = 95:047� f 2
�

a�

500 + L � +16
116

�

Y = 100 � f 2
�

L � +16
116

�

Z = 108:883� f 2
�

L � +16
116 � b�

200

�
(5.5)

where

f 2(c) =

(
c3 if c > 6

29
c� 16=116

7:787 if c � 6
29

(5.6)

Then convert from the CIEXYZ colour space to the sRGB colour space:

2

6
6
4

R

G

B

3

7
7
5 =

2

6
6
4

3:2406 � 1:5372 � 0:4986

� 0:9689 1:8758 0:0415

0:0557 � 0:2040 1:0570

3

7
7
5

2

6
6
4

X

Y

Z

3

7
7
5 : (5.7)

Then the r , g, and b values are calculated from theseR, G, and B values using

gamma correction:

c =

(
12:92� C for c � 0:0031308

1:055� C
1

2:4 � 0:055 for c > 0:0031308
(5.8)

where C 2 f R; G; Bg and c 2 f r; g; bg. Finally, the r , g, and b values are linearly

mapped from the range[0; 1] to [0; 255]and rounded to the nearest integer.
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5.2.2 The IEAs used

It was observed in Chapter 4 that the self adaptive step size aspect of an IES caused

the SMM-IES and the hyperplane-IES to stagnate for several generations. To avoid

this problem the hyperplane-IEA used in the experiment reported in this chapter

does not use a self adaptive mutation step size but has the mutation parameter

set externally by the user. This change reduces the length of the genotypes of the

colours from four to three as the genotypes no longer carries any information about

mutation step size. The removal of the mutation step size from the genotype means

that the IEA used is more accurately categorised as an IGA than as an IES. The

hyperplane-IEA used in this chapter is therefore referred to as thehyperplane-IGA.

The other IEA used is a simple real valued IGA referred to as thesimple IGA. The

representation of the simple IGA is the same as that used for the hyperplane-IGA.

Rather than using a single preferred individual to be the sole parent of the following

generation the simple IGA allows other individuals to be selected as parents as well.

In the simple IGA each individual in the following generation has two parents

and each pair of parents produces only one child. Eight new individuals are needed

to �ll the next generation (as the preferred individual from the previous generation

is carried through to the next generation). It follows that a mating pool of sixteen

parents is required.

In the simple IGA stochastic universal sampling is used to select parents to go

into the mating pool. The simple IGA follows Frowd's method [34] and allows only

three levels of selection: preferred, selected, and not selected. When building the

sampling wheel all of the selected individuals are assigned equal sized wedges except

the preferred individual which is assigned a double sized wedge.

Once the pool has been �lled, parents are pulled out and paired at random.

Each pair creates one o�spring usinguniform crossover (a process in which each

gene in the o�spring has an equal chance of taking its value from either parent).

After recombination the new individual is mutated.

Both the hyperplane-IGA and the simple IGA use the same mutation operator:

Gaussian addition. The new value of then-th gene of the new individual is given

by

g0
n = gn + m � s � N (0; 1) (5.9)

wheregn is the pre-mutated gene value,m 2 [0; 1] is the mutation factor set by the

user on the interface,s is the scaling factor, andN (0; 1) is a random number from
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the Gaussian distribution with a mean of 0 and a standard deviation of 1. The value

of s was set to 45 when the sRGB colour space was used and 18 when the CIELAB

colour space was used.

5.3 Method

5.3.1 The user interfaces

The interface used in the with target runs was nearly identical to the interface for the

hyperplane-IES in the previous colour matching experiment, that is, the participants

would choose a simple preferred colour from the nine colours on display and reject

any colours that were particularly unlike the target colour. A slider was added to

the interface to provide the means of adjusting the mutation parameters as it was

necessary that the mutation parameter of both the hyperplane-IGA and the simple

IGA could be adjusted by the participants during the experiment.The interface is

shown in Figure 5.1. As this experiment focused on the underlying algorithms of

the IEAs and not the interfaces the only di�erence between interfaces was due to

whether the task was with target or without target.

In the runs performing the without target task the participants had to memorise

the target colour and then try to achieve a colour match for the memorised colour.

At the start of each run a colour panel �lled with the target colour was displayed

on the monitor for 10 seconds. The target colour was not shown to the participants

during a run and so the interface used for the with target task had to be modi�ed

slightly. The without target interface is shown in Figure 5.2.

5.3.2 Test set-up

Twenty-four participants were used in this experiment. The participants were mainly

postgraduate students in the School of Physical Sciences at the University of Kent,

the remainder were sta� or undergraduate students. As the task was cognitively

simple, no knowledge was required except a very basic level of computer literacy.

However, as with the previous colour matching experiment, it was important that

participants were not colour blind.

This experiment was designed to compare two di�erent colour spaces (CIELAB

and sRGB) and two di�erent algorithms (hyperplane-IGA and the simple IGA) for

a colour matching task both with the target colour present and without.
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Figure 5.1: Screenshot of interface for the with target colour matching task in the algorithm/space experiment
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Figure 5.2: Screenshot of interface for the without target colour matching task in the algorithm/space experiment
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At the start of the experiment the participants were read a script detailing what

the experiment consisted of. There then followed a practice run performing the with

target colour matching task followed by a practice run performing the without target

colour matching task. Each participant completed eight runs in the recorded part of

the experiment, one run for each combination of colour space and IEA performing

the with target colour matching task followed by one run for each combination of

colour space and IEA performing the without target colour matching task.

The same target colours were used as in the colour matching experiment of

Chapter 4: a cyan for the practice run for both the with target and without target

tasks, and an orange and a dark green for the recorded experiment. Half of the

participants used the orange for the with target task and the dark green for the

without target task, the other half of the participants used the dark green for the

with target task and the orange for the without target task. The initial population

for each task was the same as that used in Chapter 4.

5.3.3 Data gathered

Four types of objective data were collected: the time taken for the participant to

complete a run, the number of generations they took, the accuracy of the �nal colour

match (the distance of the participants' �nal colours to the target colour) as mea-

sured in the CIELAB colour space, and the accuracy of the �nal colour match as

measured in the sRGB colour space. Testing the experiment revealed that it was

di�cult to compare the colour spaces and IEAs subjectively because they all had

the same interface and thus it was hard to remember which run seemed fastest or

provided the most control. Also, the results of the �rst colour matching experiment

suggested that the subjective data depended more upon the appearance of the in-

terface than the behaviour of the IEA. As a consequence of these observations no

subjective data were gathered in this experiment.

5.4 Results

5.4.1 Comparisons between the colour spaces and the IGAs

The means and standard deviations of the measured variables (number of genera-

tions, time taken, �nal distance to the target in the CIELAB colour space, and �nal

distance to the target in the sRGB colour space) are given in Table 5.1 for the with
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target task and Table 5.2 for the without target task. Each of the measured variables

were transformed using ART (see Section 2.2.4) and subjected to two-way ANOVA

having two colour spaces (CIELAB and sRGB) and two IEAs (hyperplane-IGA and

the simple IGA). The ART two-way ANOVA was performed for the with target task

(Table 5.3) and the without target task (Table 5.4). It can be seen that the main

e�ect of colour space was signi�cant for the number of generations on the with target

task, with the CIELAB colour space requiring fewer generations to achieve a colour

match. The main e�ects of colour space and IEA were not signi�cant for any of the

remaining measured variables for either the with target task or the without target

task. The interaction between colour space and IEA was not signi�cant for either

the with target task or the without target task for any of the measured variables.

5.4.2 Correlations between the measures

The Spearman's correlation coe�cients between the dependent variables were cal-

culated for both the with target (Table 5.5) and without target (Table 5.6) tasks. In

each case the correlations were calculated for each combination of colour space and

IGA of each task. In both the with target task and the without target task there was

a very strong correlation between the �nal distances in the CIELAB colour space

and those the sRGB colour space. There was also a strong correlation between time

taken and the number of generations. It was expected that the �nal distances would

be strongly correlated as whilst there is a noticeable di�erence between the CIELAB

and sRGB colour spaces on the large scale, on a local scale around any particular

colour they are very similar. The strong correlations between number of generations

and time taken were also expected. On the sRGB colour space hyperplane-IGA

without target runs there was a weak but signi�cant negative correlation between

the number of generations and the �nal distance in the CIELAB space suggest-

ing that those participants who had a better recollection of the target colour (and

therefore had a shorter �nal distance) would require more generations to achieve a

satisfactory colour match. This was the only signi�cant correlation found between

number of generations and �nal distance in the CIELAB colour space so no general

correlation between �nal distance and number of generations should be inferred.

5.4.3 Observations of user behaviour
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Table 5.1: Means (standard deviations) of the dependent variables in the comparison of the hyperplane-IGA and simple IGA
algorithms and the sRGB and CIELAB colour spaces for the with target colour matching task

Algorithm Colour space Generations Time taken Final distance CIELAB Final distance sRGB

Hyperplane CIELAB 16.9 (17.8) 185s (206s) 5.31 (3.07) 12.0 (7.80)

Simple CIELAB 13.5 (7.62) 148s (78.3s) 5.67 (3.61) 15.3 (11.9)

Hyperplane RGB 23.5 (23.3) 221s (167s) 4.97 (3.18) 12.0 (9.29)

Simple RGB 19.0 (11.9) 197s (113s) 5.24 (3.32) 13.2 (10.5)

Table 5.2: Means (standard deviations) of the dependent variables in the comparison of the hyperplane-IGA and simple IGA
algorithms and the sRGB and CIELAB colour spaces for the without target colour matching task

Algorithm Colour space Generations Time taken Final distance CIELAB Final distance sRGB

Hyperplane CIELAB 8.25 (3.29) 84.9s (42.3s) 18.5 (10.1) 46.7 (26.8)

Simple CIELAB 8.04 (3.48) 85.3s (50.5s) 17.0 (7.53) 42.6 (21.2)

Hyperplane RGB 8.75 (4.39) 93.2s (62.6s) 19.5 (6.48) 49.7 (18.3)

Simple RGB 9.29 (5.10) 102s (72.2s) 18.8 (9.81) 44.5 (20.9)
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Table 5.3: ART with two-way ANOVA for the dependent variables in the comparison of the hyperplane-IGA and the simple IGA
and the sRGB and CIELAB colour spaces for the with target colour matching task

Colour space Search algorithm Interaction

Variable F (1; 92) p-value F (1; 92) p-value F (1; 92) p-value

Generations 6:953 0:010 0:445 0:112 0:048 0:828

Time taken 3:551 0:063 0:008 0:931 0:028 0:867

Final distance CIELAB 0:263 0:609 0:141 0:708 0:021 0:886

Final distance sRGB 0:266 0:607 0:208 0:650 0:004 0:948

Table 5.4: ART with two-way ANOVA for the dependent variables in the comparison of the hyperplane-IGA and the simple IGA
and the sRGB and CIELAB colour spaces for the without target colour matching task

Colour space Search algorithm Interaction

Variable F (1; 92) p-value F (1; 92) p-value F (1; 92) p-value

Generations 0:264 0:609 0:008 0:931 0:354 0:553

Time taken 0:101 0:751 0:017 0:897 0:084 0:772

Final distance CIELAB 0:892 0:348 0:879 0:351 0:318 0:574

Final distance sRGB 1:063 0:305 1:191 0:278 0:424 0:517
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Table 5.5: Correlations between the dependent variables: with target

Colour space Spearman's correlation coe�cients

and IGA Generations Time taken Final distance CIELAB Final distance sRGB

p-values

G
enerations

CIELAB hyperplane � 0.786 -0.091 -0.083

CIELAB simple IGA � 0.621 0.187 0.247

sRGB hyperplane � 0.695 0.175 0.164

sRGB simple IGA � 0.764 -0.57 0.022

taken
T

im
e

CIELAB hyperplane < 0:001 � -0.135 -0.134

CIELAB simple IGA 0.001 � 0.178 0.265

sRGB hyperplane 0.002 � 0.047 0.036

sRGB simple IGA < 0:001 � -0.226 -0.177

C
IE

LA
B

distance
F

inal

CIELAB hyperplane 0.673 0.529 � 0.958

CIELAB simple IGA 0.381 0.403 � 0.966

sRGB hyperplane 0.412 0.828 � 0.957

sRGB simple IGA 0.792 0.287 � 0.965

sR
G

B
distance

F
inal

CIELAB hyperplane 0.700 0.531 < 0:001 �

CIELAB simple IGA 0.245 0.210 < 0:001 �

sRGB hyperplane 0.445 0.869 < 0:001 �

sRGB simple IGA 0.918 0.408 < 0:001 �
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Table 5.6: Correlations between the dependent variables: without target

Spearman's correlation coe�cients

IES Generations Time taken Final distance CIELAB Final distance sRGB

p-values

G
enerations

CIELAB hyperplane � 0638 0.003 0.015

CIELAB simple IGA � 0.694 -0.027 -0.039

sRGB hyperplane � 0.732 -0.483 0.167

sRGB simple IGA � 0.737 -0.188 -0.131

taken
T

im
e

CIELAB hyperplane < 0:001 � 0.177 0.050

CIELAB simple IGA < 0:001 � 0.077 0.106

sRGB hyperplane < 0:001 � -0.286 -0.074

sRGB simple IGA < 0:001 � -0.077 -0.087

C
IE

LA
B

distance
F

inal

CIELAB hyperplane 0.990 0.408 � 0.847

CIELAB simple IGA 0.901 0.722 � 0.816

sRGB hyperplane 0.017 0.175 � 0.731

sRGB simple IGA 0.380 0.719 � 0.877

sR
G

B
distance

F
inal

CIELAB hyperplane 0.945 0.818 < 0:001 �

CIELAB simple IGA 0.856 0.621 < 0:001 �

sRGB hyperplane 0.434 0.731 < 0:001 �

sRGB simple IGA 0.544 0.685 < 0:001 �
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Every participant completed all of the with target runs trying to match one single

target colour and all of the without target runs matching a di�erent single target

colour. The same initial population of colours was used for every run. These exper-

imental decisions were intended to eliminate noise in the data due to randomness

in the initial population or any e�ects from variation in the target colours. The

user interface was also identical for all runs of the experiment, with the exception

of the di�erence between the with target and without target tasks. These factors

combined meant that the participants perceived that they were performing exactly

the same task, with the same starting population, target colour, and algorithm four

times in a row. It was observed that sometimes participants would change their

behaviour between runs in an attempt to achieve a quicker colour match. This

change in behaviour was most apparent when participants chose to select or reject

di�erent colours when evaluating the initial population from one run to the next.

From comments made by the participants it was apparent that a few of them devel-

oped models of what was happening in the algorithm and made decisions based on

their expected behaviour of the algorithm as opposed to their instructions. In such

cases a colour other than the perceived closest match may be preferred because the

participant thought that the selection would lead to a quicker colour match. These

behaviours undoubtedly contributed noise to the data collected.

Many of the participants did not make e�ective use of the mutation slider to

adjust the degree of mutation in the algorithm � the participants would fail to

reduce the mutation value when the IEA produced colours closer to the target

colour and so there would be a problem where the same individual was the best

in the population for several generations. This is probably the main cause of the

large variances in the measured variables. This problem can be addressed by having

the mutation slider decrement slightly each generation automatically. Ideally this

would cause the algorithm to converge on a good colour match but it could also

cause users to become more aware of the mutation slider because they can see the

e�ect of altering its value.

Participants who did make frequent use of the slider were generally making

di�cult minute adjustments at the low value end of the slider. This problem can

be addressed by using a power or exponential scaling on the values input using the

slider. For example, if the values input by the slider are in the range[0; 1], squaring

these input values before setting the mutation value would change the e�ect of the

slider on the IEA; a change in the slider position at low slider values would result in
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a smaller change in the mutation value than the same change at larger slider values.

5.5 Conclusion

A simple colour matching task was used to compare the performances of two IEAs

which used identical interfaces: a simple IGA and a hyperplane-IGA. The same task

was used to compare two search spaces, the convenient sRGB colour space and the

perceptually uniform CIELAB colour space.

The lack of signi�cant di�erence between the hyperplane-IGA and the simple

IGA suggests that for a unimodal subjective �tness function neither of these algo-

rithms has an advantage over the other. This lends weight to the idea that the

di�erences between algorithms reported in [16] and [70] are due to di�erences be-

tween the interfaces and the rating method rather than the underlying algorithms.

The lack of di�erence between the colour spaces with regards to the �nal dis-

tances to the target colour, particularly for the with target, task does not support

the assertion of Sugimoto and Honda [121] that using a more perceptually uniform

search space leads to a better match to the target.

The signi�cant di�erence of the number of generations (and `marginally signif-

icant' di�erence of time taken) between the colour spaces for the with target task

suggests that the use of a psychologically based search space can help the IEA to

attain a solution more quickly. The lack of di�erences between the colour spaces for

the without target task, however, suggests that for more realistic tasks the use of

a psychologically based search space makes no di�erence. This �nding is taken to

indicate that the e�ort of constructing a psychologically based search space is only

warranted if the search space is easy to construct (or already exists) or if the pa-

rameters in the implementation based search space are particularly non-linear with

respect to the psychologically based search space. A sensible compromise may be

to use non-linear scaling to render non-linear variables approximately linear.
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Chapter 6

Comparison of interactive methods

for contrast enhancement of images

6.1 Introduction

Over the past decade digital cameras have become ubiquitous. Their low cost has

led to virtually all mobile telephones, themselves having become commonplace, in-

corporating a digital camera. This prevalence of digital cameras, combined with the

convenience and negligible cost of capturing photographs using digital cameras in

comparison to �lm cameras, has enabled casual photography to become a part of

daily life [26].

The cameras used for casual photography, low end dedicated cameras and par-

ticularly cameras included in mobile telephones, are prone to noise. This noise is

due to the drive to increase the resolution of digital cameras without increasing the

size of sensor arrays [15]. Individual sensors have therefore become smaller. This

has led to greater statistical variation in the number of photons detected by neigh-

bouring sensors, particularly in low light conditions. This variation in the number

of photons detected leads to Gaussian noise in the captured photographs.

Another aspect of mobile telephone cameras is the general lack of control o�ered

to the users in terms of settings. In order to make the cameras easy and convenient

to use all settings, such as exposure time and ISO rating, are controlled by software

in the camera. Low end dedicated digital cameras o�er more control over the set-

tings, however, adjusting these settings can be a laborious task and users may be

disinclined to take the time required to do so. For this reason dedicated cameras

o�er software control of settings in the same manner as mobile telephone cameras.

93



CHAPTER 6. COMPARISON OF INTERACTIVE METHODS FOR
CONTRAST ENHANCEMENT OF IMAGES

The settings, and the software that controls them, are designed by experts and

generally achieve their goal of enabling users to take satisfactory photographs using

the camera. Sometimes, however, a photograph can be improved with the applica-

tion of relatively simple image processing methods, most notably contrast enhance-

ment. The nature of digital images means that such improvements are possible using

a personal computer or even a mobile telephone. Photographs captured by casual

users tend to be for the purpose of recording events as opposed aesthetic reasons

[26]. It is unlikely that such users would be inclined to spend time learning how

to use software to enhance images or spend time actually enhancing them. This

consideration suggests that the use of an IEA may be an appropriate approach for

enabling casual users to enhance photographs.

When a user enhances an image with image processing they typically have some

goal in mind. An example goal is �make the people in the foreground easier to see�.

The goal may require that more than one image process be applied to the image.

Maybe it is necessary to �nd the best ordering of a number of processes or maybe

the order of the processes can be pre-set and it is the input values for the processes

that are adjusted. Within the context of EAs the order of the processes or the input

values required can be referred to as phenotypes. If the order of processes or the

input values are developed by some other method, say by direct input from the user,

or the phenotypes are to be exported for use elsewhere, then the term phenotype is

no longer appropriate. Here the termrecipe is introduced and thus in this experiment

the participants develop recipes with which to process the photographs.

EAs have been used previously to develop contrast enhancement recipes. Hoseini

and Shayesteh [56] used a combination of ant colony optimisation, GAs, and simu-

lated annealing to develop mapping functions for greyscale photographs. Munteanu

and Rosa [84] used a GA to optimise a local contrast enhancement method. Subjec-

tive evaluation showed that the resulting recipes were shown to be an improvement

over contrast stretching and histogram equalisation. Shyu and Leou [110] used a GA

to optimise the weights for combining four mapping functions and their �ve input

parameters to create a single transformation for use on colour images. Verma et al.

[137] used ant colony optimisation to optimise the parameters of a mapping function

based on sigmoid transformations. Gorai and Ghosh [48] used PSO to optimise a

local contrast enhancement process.

The EAs above all use statistical image data of the processed images as �tness

functions. Automatic approaches cannot know which parts of an image a user wishes
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to emphasise or what degradation they are willing to tolerate in other parts of the

image to achieve this. There is, therefore, scope for the use of interactive approaches.

To assess whether the IEA approach may be appropriate to the contrast en-

hancement problem, the IEA suitability questions of Section 2.2.3 are addressed:

� Is the subjective �tness function unimodal in the search space?Unlikely, there

are likely to be parts of the search space which produce photographs a user

considers poor between parts which produce photographs they consider good.

� What other approaches to the problem are available?The normal approach is

for a piece of software to provide a number of image enhancement processes

which the user makes use of if they know the processes are available. It is up

to the user to apply them in the appropriate order and they may �nd that

input values they have used for a process are unsuitable only after they have

applied another process. This can lead to a lot of doing, undoing, and redoing.

An alternative to this is to provide a sequence of processes in which the users

can adjust the input values for each stage of the process on one panel. Every

time an input value is adjusted the whole process is applied to the original

photograph, thus eliminating the need for repeated undoing and redoing.

� Is the search space large?As with the noise removal problem of Chapter 3 it is

di�cult to be sure. Both the compound (see Section 6.2.2) and the piecewise

intensity transfer (see Section 6.2.3) contrast enhancement processes take nine

input values to determine the output of the processes.The smallest change in an

input value that produces a noticeable di�erence in the processed photograph

depends on the values of some, or most, of the other input values.

As expected, consideration of the IEA suitability questions indicates that there is

su�cient justi�cation for the use of an IEA in �nding optimal input values for a

contrast enhancement process and indeed IEAs have been used in the contrast en-

hancement of images. Tokuda et al. [130] compared the use of an IGA to set the

shape of gamma adjustment functions for enhancing grey-scale images to a manual

approach. It was found that participants preferred the images that had been en-

hanced using mapping functions developed using the IGA. It was also found that

the participants preferred using the IGA to the manual method. Ma and Takagi

[77] used interactive genetic programming (IGP) and a manual method to develop

recipes that were a composite of various known processes such as gamma adjust-

ment, sigmoid transformation, and image sharpening. It was found that participants
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preferred images that were processed using recipes developed using IGP. Jung et al.

[61] developed an IGA for adjusting brightness, contrast, and colour balance on

photographs on mobile telephones. Lee and Cho [70] built upon this work and com-

pared interactive di�erential evolution (IDE) to an IGA and a manual method. It

was found that participants preferred using the IDE and IGA methods to the man-

ual method. A general discussion on the use of IEAs in image processing can be

found in Jak²a et al. [60].

In this experiment two means of �nding optimal input values for recipes are

compared: the simple IGA introduced in Chapter 4 and a direct interface which

enables users to manipulate input values directly using a number of sliders. Two

di�erent image processing functions are compared also: a compound process which

uses a combination of common image processes and a piecewise intensity transfer

function.

6.2 Theory

6.2.1 The noise treatment process

In some cases, particularly in underexposed photographs taken in low light condi-

tions, the Gaussian noise in a photograph is quite visible before any form of contrast

enhancement is applied, such as the case with the Books photograph (Figure 6.7 (c))

used in this experiment. In other cases though, it is not particularly visible unless

contrast stretching of the noisy (usually dark) areas is performed on the photograph,

as is the case with the Atlas photograph (Figure 6.7 (a)). Whilst noise treatment may

not appear to be necessary before contrast enhancement processes are performed it

may become apparent that some noise treatment is necessary after other enhance-

ment processes have been applied to the photograph. Five �ltering approaches were

considered for treating Gaussian noise in the images before enhancement: bilateral

�ltering [131], Vijaykumar �ltering [138], Non-local means �ltering [13], foveated

non-local means �ltering [33], and colour block matching and 3-dimensional �ltering

[23].

Bilateral �ltering was introduced by Tomasi and Manduchi in 1998 [131]. Like

Gaussian �lters, pixels that are geometrically close to the pixel of interest are given

greater weight than those farther away. Unlike Gaussian �lters, however, the similar-

ities of the values of other pixels in the �ltering window are also taken into account.

Bilateral �ltering was designed to have an improved performance over Gaussian �l-
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tering at boundaries between areas of di�erent pixel intensities of an image. For

example, consider a vertical boundary separating a white region (pixel value 255)

and a black region (pixel value 0). Pixels on both sides of the boundary would

be a medium grey after Gaussian �ltering. As bilateral �ltering also accounts for

similarities of pixel values the white and black pixels would have very little e�ect on

each other even if they are in close proximity, thus preserving the boundary between

the regions.

The �lter referred to here as the Vijaykumar �lter was introduced by Vijayku-

mar et al. in 2010 [138]. Like bilateral �lters, the Vijaykumar �lter uses both the

proximity and similarity of pixel values when assigning a new value to the pixel of

interest. The Vijaykumar �lter replaces the value of the pixel of interest with the

mean of those pixel values in the �ltering window whose values di�er from that of

the pixel of interest by less than a certain threshold; the threshold being de�ned by

a smoothing factor and an estimate of the noise level of the image set by the user.

If there are too few similar pixels in the window, the window is increased in size and

the mean is calculated from similar pixel values taken from over a wider area.

Non-local means (NLM) �ltering was introduced by Buades el al. in 2005 [13]. It

can be thought of as a generalisation of bilateral �ltering. As with bilateral �ltering

the proximity of other pixels in the �ltering window partially determines their weight

when calculating the new value of the pixel of interest. Similarity of pixel values

is also used to help determine the new value of the pixel of interest. In bilateral

�ltering it is the similarity between the value of a pixel and that of the pixel of

interest that determines its weight; however, with NLM �ltering it is the similarity

of the regions around pixels that determines the weight of the pixels in the �ltering

window. The idea is behind NLM �ltering is that similarity between regions of an

image is more likely to be due to repeated patterns in the underlying image data

than being due to noise.

Foveated NLM �ltering was introduced by Foi and Boracci in 2012 [33]. As the

name suggests foveated NLM �ltering is an extension to NLM �ltering which draws

upon the foveation aspect of the human visual system. In the human visual system,

visual acuity is at its greatest in the direction the eye is looking. In foveated NLM

�ltering the regions being compared undergo a process which blurs the regions in

a manner such that there is no blurring at the centre of the regions but blurring

becomes more pronounced at the edges.

The colour block-matching and 3-dimensional (CBM3D) �lter was introduced by
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Dabov et al. in 2007 [23]. The CBM3D �lter is the colour extension of the block-

matching and 3-dimensional (BM3D) �lter introduced in the same paper. Like the

NLM �lters the BM3D �lter uses region matching, or in the terminology of [23],

block matching. The BM3D �lter, however, is far more involved than NLM �ltering

or any of the other �lters considered. At a basic level the �ltering process can be

split into two parts. In the �rst part, similar blocks are stacked, undergo a 3D

wavelet transform, hard thresholding (to remove low amplitude components, which

are assumed to be noise), and an inverse transformation. The �ltered blocks are

added to a �rst estimate �ltered image with overlapping blocks being aggregated.

In the second part the process is similar but Wiener �ltering, using the �rst estimate

as the estimate of the uncorrupted image, is performed instead of hard thresholding.

As the BM3D �lter only works on monochrome images the CBM3D �lter �rst needs

to transform the input image into a colour space which separates luminosity from

chromaticity. BM3D �ltering is performed on the luminosity channel and then the

�nal image is assembled.

Buades et al, [13] used objective image measures to demonstrate that NLM �lter-

ing could outperform bilateral �ltering on Gaussian noise. Similarly, Foi and Boracci

[33] demonstrated that foveated NLM �ltering could marginally outperform NLM

�ltering. Shao et al. [107] found that BM3D �ltering outperformed NLM �ltering,

from which it is inferred here that BM3D �ltering also outperforms foveated NLM

�ltering. All of these comparisons were made using objective image measures, which

as was demonstrated in Chapter 3 are not always a reliable measure of �lter per-

formance. Whilst no comparison between Vijaykumar �ltering and BM3D �ltering

could be found the long execution time of Vijaykumar �ltering (over 2 seconds for a

256� 256image) made it less appealing than CBM3D �ltering (for which execution

time for an image the same size was less than one second). A visual inspection of

the performances all of the �lters con�rmed that CBM3D �ltering demonstrates the

best performance of the �ve �ltering methods considered.

There are a number of parameters that can be adjusted in the CBM3D �lter.

Most of them have little e�ect on the result of applying the �lter, and changing some

of the inputs has only a detrimental e�ect. Only two of the parameters are suitable

for optimisation: � , the estimated standard deviation of the noise in the image, and

the hard thresholding parameter� 3D used in the �rst part of the �ltering process.

In visual terms, altering � 3D has the same e�ect as altering� . This means that the

CBM3D �lter is e�ectively controlled by one input value: � .
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Low values of� mean that the �lter has less e�ect on noise in the photograph

but also less of the `cartooning' e�ect which can result from applying the �lter.

Larger values of� mean that the noise is less visible but the cartooning e�ect is

more pronounced.

6.2.2 The compound contrast enhancement process

A common approach to applying a number of image enhancement processes to an

image is to apply them sequentially. This is what his happening when one uses

typical photo editing software such as Photoshop [3]; one image enhancement pro-

cess is applied after another. Sequential processing can lead to obvious quantisation

e�ects due to the rounding of transformed values performed at the end of every

process. Also, it is sometimes desirable to apply a process but in a subtle manner

such that the process does not have an excessive e�ect on an image. The com-

pound process used in this experiment accounts for both of these factors by using a

weighted combination of the outputs of the image processes used. The compound

contrast enhancement process is a combination of four common image enhancement

processes: histogram equalisation, local contrast enhancement, gamma adjustment,

and sigmoid transformation.

It is considered desirable that all of the contrast enhancement processes are

performed in a colour space which separates luminance from chrominance. This is

desirable because performing the contrast enhancement procedures used in this work

in the sRGB colour space can lead to chromatic distortions in the processed images.

There are many colour spaces that separate luminosity from chromatic components

of colour. The HSV colour space [47], the CIELAB colour space [2], or any one of

the colour spaces designed for use in televisual broadcast: YUV, YIQ, or YCbCr

[14] could have been chosen. Preliminary testing with histogram equalisation in the

luminosity channel of each of the colour spaces revealed that the HSV colour space

could introduce blocking artefacts and over-saturate colours. The outputs of the

CIELAB, YUV, YIQ, and YCbCr colour spaces were very similar. As the sRGB to

CIELAB colour space conversions took much longer than the sRGB to YUV, YIQ,

and YCbCr colour spaces CIELAB was not used. The YIQ colour space was chosen

at random from the remaining colour spaces. The YIQ colour space has very simple
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transformation functions between the sRGB colour space and the YIQ colour space:

Y = 0:299R + 0:587G + 0:114B (6.1)

I = 0:595716R � 0:274453G � 0:321563B (6.2)

Q = 0:211456R � 0:522591G + 0:311135B (6.3)

R = Y + 0:9563I + 0:6210Q (6.4)

G = Y � 0:2721I � 0:6474Q (6.5)

B = Y � 1:1070I + 1:7056Q (6.6)

The r, g, and b values in the sRGB colour space lie in the range[0; 255]. The R, G,

and B values in Equations 6.3 and 6.6 are expressed in the range[0; 1]. The pixel

values need to be linearly scaled before being converted to the YIQ colour space and

after conversion from the YIQ colour space. The Y values lie in the range[0; 1] so

there is no need to scale the Y values for the contrast enhancement processes.

The compound image enhancement process starts with the noise treatment pro-

cess. The noise treatment process is performed �rst because noise can be accentuated

as well as the contrast in contrast enhancement processes, particularly when using

local contrast enhancement. The next step is the colour space conversion from the

sRGB colour space to the YIQ colour space. The Y channel data are treated as a

monochrome image in the contrast enhancement processes. The compound process

begins with contrast stretching in order to make best use of the gamma adjustment

and sigmoid transformation processes.

Each process takes the contrast stretched Y image as an input and outputs a

processed Y image. These outputs are then recombined using a normalised weighted

sum of the images to produce a new Y image. This new Y image is used to replace

the Y channel in the original YIQ image. This YIQ image is transformed to the

sRGB colour space and the result is the processed image. The full compound process

is illustrated in Figure 6.1.

A global contrast enhancement process is one in which each new pixel value

depends only upon its current value and not upon its position or the values of

surrounding pixels. Contrast stretching, gamma adjustment, sigmoid transformation

and histogram equalisation are all global contrast enhancements. A local contrast

enhancement is one in which a new pixel value depends on both its current value
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Figure 6.1: The compound process
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and the values of the surrounding pixels. Local contrast enhancement is, as the

name suggests, a local process.

Contrast stretching

Contrast stretching is useful when the minimum pixel value in an image is greater

than the minimum possible valuexmin and/or the maximum pixel value is less than

the maximum possible valuexmax . Performing contrast stretching on an image

ensures that the image uses the largest possible contrast range. The most basic

form of contrast stretching maps the pixel values according to

y =
x � xmin

xmax � xmin
: (6.7)

This particular form of contrast stretching is not robust; a single full intensity

pixel in an otherwise dark image prevents this form of contrast stretching from hav-

ing an e�ect [113]. A remedy to this problem includes setting a stretching window

such that a certain proportion of the pixels are mapped to the maximum and min-

imum values. The simple form was chosen over the more e�ective method because

it was applied only as a preliminary step to improve the e�ectiveness of the gamma

adjustment, sigmoid transform, and the piecewise intensity transfer processes. Con-

trast stretching was not intended to be a signi�cant part of the image enhancement

processes.

Gamma adjustment

This contrast enhancement process was originally derived due to the need to correct

for the non-linearity between input voltage and display amplitude in cathode ray

tube (CRT) monitors [101]. Gamma adjustment is used to accentuate the contrast

in darker regions at the expense of diminishing the contrast in lighter regions (for

 < 1) or accentuate the contrast in lighter regions at the expense of diminishing the

contrast in darker regions (for > 1) [14]. Gamma adjustment works by mapping

the pixel values according to

y = x  (6.8)

where x and y are the input and output values respectively and are scaled to the

range[0; 1]. Gamma adjustment has only one parameter; .
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Sigmoid transform

A sigmoid function is a function that has an `s' shape and a pair of horizontal

asymptotes asx ! �1 . Normally, the term `sigmoid function' refers to the logistic

function [82]:

y =
1

1 + e� x
(6.9)

To be of use in contrast enhancement the sigmoid function should pass through

the points (0; 0) and (1; 1). For the sake of mathematical convenience we shall state

that it should pass through the point (1/2,1/2). The sigmoid function of Equation

6.9 needs to be generalised in order to be able to satisfy these conditions. this

generalised sigmoid function is written here as

y = m
�

1
1 + e� s(x� b)

+ c
�

(6.10)

wheres determines the degree to which the sigmoid function is linearly scaled along

the x-axis, m is the linear scaling on the y-axis,b is translation along the x-axis,

and c is the translation along the y-axis. There are three points through which

the function must pass: (0; 0), ( 1
2 ; 1

2), and (1; 1) and four parameters that can be

adjusted to achieve this: s, m, b, and c. One of the parameters can therefore be

used to de�ne the slope of the sigmoid function. For the sake of convenience,s is

chosen as the de�ning parameter. We need to write Equation 6.9 in terms ofs, x,

and y Substituting y = 0, x = 0 into Equation 6.10 yields

m
�

1
1 + esb

+ c
�

= 0: (6.11)

Discarding the trivial solution m = 0 we obtain

c = �
1

1 + esb
(6.12)

so we now have

y = m
�

1
1 + e� s(x� b)

�
1

1 + esb

�
: (6.13)

Substituting y = 1
2 , x = 1

2 into Equation 6.13 yields

1
2

= m
�

1

1 + e� s( 1
2 � b)

�
1

1 + esb

�
(6.14)
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and substituting y = 1, x = 1 into Equation 6.13 yields

y = m
�

1
1 + e� s(x� b)

�
1

1 + esb

�
: (6.15)

Using Equations 6.14 and 6.15 to obtain an equation inb and s:

�
1 + esb

� �
1 + es(b� 1

2 )
�

+
�
1 + es(b� 1)

� �
1 + es(b� 1

2 )
�

� 2
�

1 + es(b� 1
2 )

� �
1 + esb

�

(1 + esb)
�

1 + es(b� 1
2 )

�
(1 + es(b� 1))

= 0:

(6.16)

The denominator of Equation 6.16 tends to1 at a greater rate than the numerator

for large s and b � solutions that are of no interest. Multiplying Equation 6.16

through by the denominator and multiplying out the numerator we get

� esb + 2e� s
2 + sb � e� s+ sb + e2sb� s

2 + e� 3s
2 + sb � 2e� s+2 sb = 0: (6.17)

After dividing Equation 6.10 through by common factors and rearranging we obtain

1 � 2e
� s
2 + e� s = esb� s

2 (1 � 2e� s
2 + e� s) (6.18)

hence,b= 1
2 . Substituting for b in Equation 6.15 yields

c = �
1

1 + e
s
2
: (6.19)

Substituting for c, b and y = 1
2 , x = 1

2 in Equation 6.10 and solving form yields

m =
e

s
2 + 1

e
s
2 � 1

(6.20)

and hence

y =
e

s
2 + 1

e
s
2 � 1

�
1

1 + e� s(x� 1
2 )

�
1

1 + e
s
2

�
: (6.21)

The sigmoid transformation, the image process based on the adjusted sigmoid

function, increases the contrast of the middle pixel intensities at the expense of

decreasing the contrast of the lighter and darker pixel intensities. It is likely to be

the case, however, that the reverse is wanted; increasing the contrast of the lighter

and darker pixel intensities at the expense of reducing the contrast of the middle pixel

intensities. The inverse adjusted sigmoid function can be obtained from Equation
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Figure 6.2: The sigmoid function for various values ofs. The negative values ofs
correspond to the inverse sigmoid transformation

�������������������	���
������
���	����������������������
���

���
���

�	�
���

���
���

��

������

������

������

������

��

���
���

�	�
���

���
���

��

������

������

������

������

��

�������	����������
�� ������ ������ ������ ������ ��

�� ������ ������ ������ ������ ��

���	�
����
���	�
����
���	�
��
���	��
���	��
���	����
���	����

6.21 by swapping the symbolsx and y and rearranging to makey the subject:

y =
1
2

�
1
s

ln
�

e
s
2 � x(e

s
2 � 1)

x(e
s
2 � 1) � 1

�
: (6.22)

As s ! 0, y ! x for both mappings. Figure 6.2 shows the mappings for various

values ofs for the sigmoid transformation and the inverse sigmoid transformation.

The shapes of the curves suggest that the sigmoid transformation and the inverse

sigmoid transformation can be combined into one function. The approach taken

is to allow s to take negative values in the input of the combined function. If the

value of s is positive then the sigmoid transformation is performed takings as its

parameter. If s is negative then the inverse sigmoid transformation is used with

� s as its parameter. For the sake of convenience the combined function of sigmoid

transformation and inverse sigmoid transformation will simply be referred to as the

sigmoid transformation.
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Histogram equalisation

Histogram equalisation is a well known contrast enhancement technique for global

contrast enhancement. Histogram equalisation, at its most basic level, takes no

parameters as input, only the image to be processed. The goal of the histogram

equalisation process is to ensure that the distribution of pixel values after the process

is uniform, that is, there are an equal number of pixels of each of the possible pixel

values in the image. The pixel values are mapped according to

yk = round

"
L � 1

N

kX

x=0

nx

#

(6.23)

where N is the number of pixels in the image,L is the number of possible pixel

intensities in the image,nx is the number of pixels with intensity valuex, and yk

is the number of pixels in the processed image with the intensity levelk. A more

detailed description of the histogram equalisation process, along with its derivation,

can be found in [47].

The above description of digital histogram equalisation assumes that the input

intensity levels are0; 1; : : : ; L � 1. The histogram equalisation used in the contrast

enhancement process in this experiment however is performed in the Y-axis of the

YIQ colour space, and thus can take any value in the range[0; 1]. The Y values

need to be placed intoN equally sized bins before the process can be used. If too

few bins are used, too few intensity levels remain after processing. If too many bins

are used extra processing is perform for no discernible e�ect. The number of bins

was chosen to be 256 for no reason other than that is the number of intensity levels

in an 8-bit image.

Local contrast enhancement

One reason why histogram equalisation can fail to enhance an image is that there is

already an even distribution of pixel values in the image. An image in which there

are large areas dominated by pixels of similar values, but the overall distribution

is even, would bene�t more from local contrast enhancement than global contrast

enhancement.

Adaptive histogram equalisation (AHE) was presented by Pizer et al. in 1987

[95] and is a popular means of performing contrast enhancement at a local level.

The most direct method of performing local contrast enhancement would be to per-
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form a histogram equalisation in the region around each pixel and set the new value

of the pixel according to the mapping function de�ned. This approach, however,

is very computationally intensive. Another approach would be to split the image

into smaller sections, or tiles, and perform histogram equalisation on each tile sep-

arately. This approach would lead to blocking artefacts at the boundaries between

the tiles. The implementation used in MATLAB's adapthisteqfunction, and thereby

this work, uses interpolation to ensure smooth transitions between tiles. In this im-

plementation the image is split into non-overlapping tiles and each tile undergoes

histogram equalisation. The values of the pixels in the top left quarter of the top

left tile, top right quarter of the top right tile, etc. are mapped according to the

mapping function for those tiles. The values of the pixels in the left half of the

leftmost tiles (but not the corners) etc. are mapped according to the tile they are

in and the single neighbouring tile (above or below) to which they are closest. The

degree to which each of the two tiles determines the new pixel value is determined

using linear interpolation. The remaining pixel values, that is, of those pixels not

in the corners or at the edges, are determined using bilinear interpolation using the

tile the pixel is in and the three other closest tiles to the pixel. For example, a pixel

in the bottom left quarter of a tile has its new value set mainly by the histogram

mapping function of that tile but also by the histogram mapping functions of the

tiles to the left, bottom, and bottom-left.

The number of tiles used has an e�ect on the result of applying AHE. The

number of tiles that produce the best image is determined by the image itself and

the intention of the person applying the AHE process. This makes the number of

tiles an appropriate variable to be optimised in the image enhancement process. The

number of tiles was represented as a parametert which was the number of tiles in

each dimension so a value oft = 4 would correspond to4 � 4 = 16 tiles. The value

of t was stored as a real number, it was rounded to the nearest integer when input

into the local contrast enhancement process.

AHE is the name given to the basic local contrast enhancement method but

target histograms other than uniform (the target distribution of pixel values in his-

togram equalisation) are possible. One such distribution is the Rayleigh distribution

y =
x
� 2

e� x 2

2� 2 (6.24)

where � is a parameter of the distribution, x is the pixel value normalised to the

range[0; 1] and y is the probability density. The value of� changes the shape of the
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target histogram and therefore the image resulting from the process. It follows that

the value of� is another variable that can be optimised to improve the performance

of the algorithm.

The AHE algorithm can make regions of an image worse in some situations.

If a relatively uniform region contains noise AHE will be likely to accentuate it.

It is also likely that the level of contrast enhancement that AHE would provide

to that region would be too great. This can be countered using contrast limited

adaptive histogram equalisation (CLAHE). In contrast limiting, the counts of the

pixel values at each intensity level are manipulated so as to make the original pixel

value distribution appear to be closer to the uniform distribution than it actually

is. The manipulation consists of setting a ceiling for all of the intensity pixel counts

in the histogram. Any pixel counts exceeding this ceiling are redistributed amongst

all of the intensity levels, even those that exceeded the ceiling. This manipulation

causes the mapping function between the original intensity values and those of the

enhanced image to have less impact than it otherwise would have. MATLAB's

default value of 0.01 was used.

6.2.3 The piecewise intensity transfer contrast enhancement

process

An intensity transfer process is a global process which takes the value of each pixel

in a monochrome image and maps it to a new value. In theory, an intensity transfer

process is not as restricted as the histogram equalisation, gamma adjustment, and

sigmoid transformation processes as the mapping process can take any form desired.

However, of all possible mapping transforms, of which there are256256, the vast

majority would render image unrecognisable. In practice, it is necessary to restrict

the possible forms the intensity transfer function can take. A simple approach is to

de�ne the transfer function mathematically, two examples being gamma adjustment

and sigmoid transformation processes. Multiple functions can be combined to create

a single transfer function. Pal et al. [89] and Shyn and Leou [110] used GAs to

optimise the inputs and weights of enhancement processes which used a weighted

sum of various transfer functions to create a single transfer function. Hashemi et al.

[51] used a GA to develop a function in which 256 integers constrained to the range

[0; 255]were sorted into ascending order to form the intensity transfer function.

As with the compound process, the piecewise intensity transfer process starts

with the application of the CBM3D �lter followed by contrast stretching in the YIQ
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colour space. The transfer function chosen in this experiment is a monotonically

increasing piecewise function. The piecewise intensity transfer function was chosen

to be monotonically increasing in order to avoid any reordering of intensity levels,

that is, all pixels of a particular intensity level that had higher intensity level than

all pixels of another intensity level would not have a lower intensity level after

processing.

There were eight sliders controlling the compound process on the direct interface

(see Section 6.3.1 and so to mitigate the e�ects of having a di�erence in the number

of sliders between the image processes it was decided that the piecewise intensity

transfer process should also have eight sliders. As each section required one slider to

determine its relative weight, eight sections were used. These sections were chosen

to be equal in size as measured along the x-axis, so that the �rst section covered

intensity levels 0 to 31
255, the second section intensity levels32

255 to 63
255

1 and so on.

The intensity transfer function is de�ned by eight weights, one for each piece of the

function. The weight of a piece determines what proportion of the pixel values in

the processed image the piece maps to. For example, if the �rst piece has a weight

of 0:25 then the pixel values
�
0; 31

255

�
in the pre-mapped Y channel map to

�
0; 63

255

�

in the post-mapped Y channel. Likewise, if the �rst piece has a weight of0:0625

then the pixel values
�
0; 31

255

�
in the pre-mapped Y channel map to

�
0; 15

255

�
in the

post-mapped Y channel.

The most elementary requirements for the piecewise intensity transfer function

is that it should be monotonically increasing and that it should be continuous at

the boundaries between pieces. A piecewise linear function would ful�l these re-

quirements and would likely have been adequate for the task. To ensure that any

regions of continuous intensity change did not acquire abrupt changes in gradient

after enhancement it was decided to ensure that the �rst derivative of the piece-

wise functions at the boundaries was also constant. Using splines would satisfy this

condition but splines are not guaranteed to maintain monotonicity. The use of a

piecewise cubic hermite interpolating polynomial (PCHIP) ensures that the inten-

sity transfer function is continuous, has continuous �rst derivatives at the section

boundaries, and maintains monotonicity. A PCHIP function is made from a series of

cubic functions. A cubic function can be uniquely determined using the two points

at each end of a section and the �rst derivatives at those points. The points are de-

termined using the weighting method above. The �rst derivatives at the end points

1The intensity levels are in the range[0; 1]
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are calculated using a weighted combination of the gradients of the piecewise linear

function either side of each boundary point. There are instances in which the �rst

derivative is not calculated from the gradients, notably when the piecewise linear

gradients either side of a point are of di�erent signs or when the gradient either side

of a point is equal to zero. In such instances the �rst derivative at the point is set

to zero in order to maintain the monotonicity of the PCHIP function.

6.2.4 The IEAs used

In both the piecewise and composite image processes the genotypes were represented

by nine genes with each gene being a real number. In the piecewise intensity transfer

process one of the genes corresponded to the value of� in the noise removal process

and the other eight genes corresponding to the weights in the transfer function. In

the compound process, one of the genes represented� in the noise removal process,

four of the genes were the weights of the contributions of the four processes and

the remaining four genes represented the input values of the four processes � for

gamma adjustment,s for sigmoid transformation, and� and t for the local contrast

enhancement. Histogram equalisation took no input parameters.

The possible values the weights and inputs to the image processes could take

were constrained to ensure that input values that were particularly unlikely to lead

to an improvement for any photograph were not used. The weights for both the

compound and the piecewise intensity transfer processes were not permitted to go

below zero. For the evolutionary interface, the piecewise intensity transfer function

weights and the weights of the contrast enhancement functions of the genotypes were

normalised so that they summed to 1. The value of in the gamma adjustment

process was constrained to the range[0:1; 10]. The sigmoid transformation input s

was constrained to the range[� 30; 30]. In the local contrast enhancement,� was

constrained to the range[0:3; 1], the value of t was constrained to the range[2; 32].

A change in the inputs to the noise treatment, local contrast enhancement, and

gamma adjustment processes do not scale linearly with their e�ect on the pho-

tographs. For example, Figure 6.3 demonstrates the e�ect of various values of in

the gamma adjustment process. Note that a change in value from 0.5 to 1 is more

signi�cant than a change in value from 1 to 1.5 which is in turn more signi�cant

than a change in value from 1.5 to 2. This non-linearity means that changing, for

example, by some amount when it is small has a larger e�ect than a change of the

same size when is large.
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Figure 6.3: Gamma adjusted photographs for various values of

(a)  = 0 :5 (b)  = 1

(c)  = 1 :5 (d)  = 2
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This non-linearity has an e�ect on how the interfaces behave. For the direct

interfaces, a small adjustment to the slider that controls the value of when the

slider is toward the lower (left) end of its range would have a much greater e�ect

than the same adjustment if the slider is toward the upper (right) end of its range.

This inconsistency is something a user should not need to adapt to as it can be

compensated for. The situation is worse for the evolutionary interface in which

individuals with low values of  would be perceptually altered to a much greater

extent than individuals with a high value of  for equal values of the mutation

parameter. The problem in each case can be remedied by using a non-linear scaling

between the input values set in the interfaces and the values input to the image

processes. An exponential scaling was used for the values of , t, � , and � such that

 = e search (6.25)

t = etsearch (6.26)

� = e� search (6.27)

� = e� search (6.28)

where  , t, � , and� are the input values of the image processes and search, t search,

� search, and ! search are the corresponding values in the search space. This scaling

meant that the range of values that the parameters could take in the search space

needed to be appropriately scaled. For example, as the value of was constrained to

the range[0:1; 10], the value of search was constrained to the range[ln(0:1); ln(10)] =

[� 2:30; 2:30].

The simple IGA described in Section 5.2.2 was used in this experiment; as it is

likely to be better suited to problems that do not have unimodal subjective �tness

functions than the hyperplane-IGA.

A single mutation factor for all of the input values to the image processes would

not be suitable, a change of 0.5 for one input value may have a greater e�ect than a

change of 0.5 for another input value. Adjustments made to the input values of the

image processes by the mutation operation needed to re�ect this. The slider had a

minimum value of 0 and a maximum value of 1.The scaling factors were set originally

to be equal to about one third of the possible range of values for that gene. However,

early runs of the algorithm demonstrated the necessity for adjustment and so the

scaling factors were set heuristically. The scaling factors were set to: scale� = 1,

scaleweights = 0:75, scale = 3, scales = 5, scalet = 1, and scale� = 0:5.
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Maximum and minimum values were set for each of the genes such that the

input values to the contrast enhancement process did not fall outside the ranges

given above, except the weights which had a minimum of 0. The weights of new

genotypes were normalized after being generated so that they summed to 1. If any

of the genes of a new genotype had a value outside the permitted range, the new

genotype was deleted, the parents returned to the mating pool, and the process

began again with pulling two parents at random from the pool.

6.3 Method

6.3.1 The user interfaces

Two types of interface between the user and the underlying image processes were

compared in this experiment, direct interfaces and an evolutionary interface.

The direct interfaces

In the direct interfaces the original photograph and the result of applying the image

processes were displayed to the participant. The input values of the image pro-

cesses were manipulated directly using a panel of sliders. The processed photograph

would update according to the new set of input values after every alteration of the

sliders. It was possible to zoom in on the photographs. The image panels for the

photographs were con�gured such that all panels would display the same area of

photograph so that zooming in on a portion of one photograph would zoom in on

the same portion of the other photograph. The participant would continue making

adjustments to the input values until they were satis�ed, or until they thought no

further improvement was possible, by clicking on the `Finish' button. The direct

interfaces for the compound and the piecewise algorithms were slightly di�erent as

can be seen from the screenshots in Figures 6.4 and 6.5.

The input values from the sliders for the direct interface for the compound process

were transformed in the same way as those from the search space of the IEA for the

compound process. The value of� in the direct interface for the piecewise intensity

transfer process was also scaled accordingly.
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Figure 6.4: The direct interface for the piecewise image enhancement process

Figure 6.5: The direct interface for the compound image enhancement process
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The evolutionary interface

The interface for the IEAs was very similar to that of the algorithm/space colour

matching experiment of Chapter 5. Nine photographs were displayed in a3 � 3

grid. The original image was displayed in the top right corner for reference. A

`zoom mode' was implemented which could be activated by clicking a check box,

which would enable Matlab's default zoom functions. All of the photographs were

linked together so that zooming in on a portion of one photograph would zoom in

on the same portion of all of the photographs. The mutation slider enabled the

participant to set the mutation factor of the underlying GA. The mutation slider

was also decremented by0:05 per generation by the software (the slider's range

was [0; 1]). The mutation slider was programmed so that the mutation factor in

the underlying algorithm was no longer linearly related to the slider's value but to

the square of its value. This meant that small adjustments could be made in the

mutation factor for when the algorithm was nearing convergence. A screenshot of

the interface is given in Figure 6.6.

Every generation the participants would choose a best photograph from the

photographs on display and select it by clicking on it using the left mouse button.

The participants also had the option of selecting other images that they thought

were good, any number from zero to eight. This could be achieved by clicking on

the photographs using the right mouse button. A green border was placed around

the photograph the participant preferred, a yellow border for those photographs the

participant also selected, and a black border for those photographs that were not

selected. Once they were satis�ed with their selections, the participant would go

to the next generation by pressing the `Next' button. The preferred photograph

was carried forward into the next generation. The preferred photograph and the

selected photographs were used in creating the next generation of photographs.

The participants would continue the process until they were satis�ed, or until they

thought no further improvement was possible, by clicking on the `Finish' button.

6.3.2 Test set-up

Thirty participants were used in this experiment. The participants were principally

drawn from the postgraduate students in the School of Physical Sciences at the

University of Kent, with the remainder being undergraduate students or sta�. As

the task was cognitively simple, no knowledge was required except a basic level of
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Figure 6.6: The evolutionary interface for both contrast enhancement processes
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computer literacy.

Two interfaces were used; direct and evolutionary, two image processes were used;

compound and piecewise intensity transfer, and three photographs; Atlas, Horse, and

Books. Each participant developed twelve recipes � one for each combination of

interface, image process, and photograph. The �rst four recipes were developed on

the Atlas photograph. Data from the development of these recipes were not recorded

or used for evaluations as the goal of the �rst four runs was to give the participants

a practice run on each of the combinations of interface and contrast enhancement

process. The principal reason for the practice runs was to ensure that the time it

took to learn how to use the interfaces and how they behaved did not a�ect the

recorded time it took to develop each of the recipes. Data were recorded from the

development of the other eight recipes, most importantly the time taken to develop

the recipes. It was the recipes developed in these eight runs that were compared at

the end of the experiment.

The practice photograph, Atlas depicts a young man `resting' a globe on his

hand, though this is not apparent until the photograph undergoes some contrast

enhancement. The Atlas photograph was taken by the author's brother using a

Kodak Easyshare M1063, a low end dedicated digital camera, and posted to the

Facebook social networking website. The Atlas photograph is slightly noisy but also

underexposed. This photograph therefore encourages use of the �lter as well as the

contrast enhancement processes.

The Books photograph is typical of underexposed photographs taken with devices

whose primary function is not taking photographs. It was taken by the author's

supervisor using an iPhone 5 in the author's o�ce. The photograph was then reduced

and cropped. The reduction and cropping was performed so that there was enough

content in a 256� 256photograph (a256� 256section of the original photograph had

very little content). The image is underexposed and when the contrast is enhanced

the noise in the image becomes particularly visible. This image encourages heavy

use of the �lter as well as some use of the contrast enhancement processes.

The Horse photograph is a section of a photograph taken by the author using a

Pentax Optio 50, a low end dedicated digital camera. The photograph has virtually

no noise but does bene�t from contrast enhancement. This image demonstrates

a common problem with digital cameras, that the details of a dark object in the

foreground can be hidden because of light from a bright background such as sky or

light through a window. The photographs are shown in Figure 6.7
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Figure 6.7: The photographs used in the contrast enhancement experiment

(a) Atlas (the training photograph)

(b) Horse

(c) Books
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The piecewise intensity transfer process on the direct interface started with no

noise removal (the `Filter Strength' tab was set to0) and all of the weight sliders

were set to be equal to0:5 so that each section had the same weight.

The compound process on the direct interface also started with the `Filter Strength'

set to 0. The four weights were set to0:25. The value of  was set to1, s was set

to 0, t was set to8 and � was set to0:4. These values were selected because they

were neutral (in the cases of , the weights, ands) or because they were the default

values used in the Matlab implementation of the function (in the cases oft and � ).

This led to most of the sliders taking their centre positions, giving the appearance

of neutrality in the initial values.

The piecewise intensity transfer process on the evolutionary interface had an

initial population of photographs with � = 0:1; 5; 15 and the weights set with

weighti = i power where power = 0:5; 1; 2. Each combination of these weights and

values of� were in the initial population.

The compound process on the evolutionary interface had an initial population

of photographs with � = 0:1; 5; 15 and  = 0:25; 1; 4. The remaining values were

t = 8, s = 0, and � = 0:4.

An observation made from the colour matching experiment was that participants

would often develop (erroneous) mental models of what the evolutionary algorithms

were doing beneath the interfaces. It was not feasible to give the participants a full

explanation of how the image processes and interfaces worked. The participants

were informed as to which interface, image, and image process they were to be using

before each run. This was done to avoid any problems with participants becoming

frustrated with inconsistent behaviour between the two image processes when using

the evolutionary interface.

6.3.3 Data gathered

After the participants had developed their eight recipes the participants were asked

to rank the results of processing the photographs using those recipes. The Horse

or the Books photograph (whichever the participant used to develop recipes �rst)

was processed with the eight recipes the participant developed. The eight resulting

photographs plus the original were displayed in a random order on an interface very

similar to the evolutionary interface. This interface also included a zoom function

which worked like that of the evolutionary interface. The participant was asked to

rank the photographs from 1 to 9 with 1 being the best photograph and 9 being the
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Figure 6.8: The ranking window
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worst. The ranking window is shown in Figure 6.8. After the participant had ranked

the photographs of the processes applied to one image they ranked the photographs

of the processes applied to the other.

For a subjective non-targeted task such as photograph enhancement, participant

perception of the results of the processes is as important as the objective measure-

ments made. If someone perceives approach A to be better than approach B then

they will prefer to use approach A, thus the participants were asked to provide sub-

jective feedback on the two interface types. It was decided not to ask for feedback

on the di�erent image processes partly because they are not the focus of the exper-

iment but mainly because of the likelihood that asking the participants to compare

the image processes would impose a cogitative burden that would a�ect the validity

of the data gathered about the participants' preferences concerning the interfaces.

Five questions were asked about the interfaces:

� Which interface did you feel was fastest?

� Which interface did you feel gave you most control?

� Which interface did you feel was easiest to use?

� Which interface did you feel gave you the most satisfactory results?

� All things considered, which interface did you feel was the best?

The participants were shown the questions just before the recorded runs of the

experiment so that they could consider them whilst they were performing the pho-

tograph enhancement task. The participants answered the questions at the end of

the experiment.

The only objective data gathered for comparing the interfaces and processes was

the time taken to develop each recipe, that is, the time taken to complete each run

of the experiment.

6.4 Results

6.4.1 Examples of enhanced photographs

Figures 6.9 and 6.10 show some of the processed photographs that were ranked as

1 (best) at the comparison stage. It can be seen that the participants had di�erent

opinions on what constituted a satisfactory result.Tables 6.1 and 6.2 show the recipes
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used to create the photographs in Figures 6.10 and 6.9. Figure 6.11 shows the

piecewise intensity transfer functions used to create the photographs in Figure 6.10

The input values are the Y values of the pixels in the images, which lie in the range

[0; 1]. The output values are the new Y values of the pixels after the images have

been processed using the piecewise intensity transfer function. Figure 6.11 shows

that for these four particular piecewise intensity transfer recipes that recipes that

resulted in an overall brightening of the images were preferred. It may have been

possible to obtain similar processed images using a logarithmic transform or gamma

adjustment with  > 1.

Figure 6.9: Examples of photographs enhanced using compound recipes ranked 1
(best)

(a) Participant 6, compound recipe (b) Participant 7, compound recipe

(c) Participant 13, compound recipe (d) Participant 7, compound recipe

6.4.2 Perceptual feedback

Binomial tests (see Section 2.2.4) were performed to compare the participants' pref-

erences on each of the �ve questions asked on the feedback questionnaire. The results
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Figure 6.10: Examples of photographs enhanced using piecewise intensity transfer
recipes ranked 1 (best)

(a) Participant 5, piecewise recipe (b) Participant 10, piecewise recipe

(c) Participant 23, piecewise recipe (d) Participant 28, piecewise recipe
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Figure 6.11: Graphs of the piecewise recipes applied to the photographs in Figure
6.10
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Table 6.1: Example recipes developed for the compound process

Weights

Participant Photograph �  sigmoid CLAHE Hist. Eq.  t � s

7 Horse 0.2490 0.3745 0.1637 0.3161 0.1456 0.2695 12 0.3772 -13.8280

8 Horse 0.1597 0.2381 0.0777 0.5705 0.1137 0.1208 27 0.8025 8.7031

14 Books 6.7656 0.5961 0.0021 0.1425 0.2592 0.7693 6 0.3345 3.1366

8 Books 11.8935 0.1741 0.5551 0.0959 0.1749 0.8792 29 0.6453 -0.7719

Table 6.2: Example recipes developed for the piecewise intensity transfer process

Weights

Participant Photograph � 1 2 3 4 5 6 7 8

5 Horse 3.8912 0.2815 0.0913 0.0741 0.1049 0.1371 0.0975 0.1217 0.0920

10 Horse 1.0920 0.5179 0.1824 0.1023 0.0409 0.0306 0.0290 0.0872 0.0096

23 Books 12.0342 0.2946 0.1517 0.1427 0.1596 0.1139 0.0081 0.0950 0.0342

28 Books 0.5871 0.1930 0.1469 0.1806 0.1961 0.1681 0.0716 0.0374 0.0062
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Table 6.3: Interface preferences

Preferred interface

Factor Direct Evolutionary p-value Signi�cant

Fastest 14 16 0.856 no

Most control 26 4 < 0:001 yes

Easiest to use 7 23 0.005 yes

Most satisfactory results 12 18 0.362 no

Overall best 12 18 0.362 no

are shown in Table 6.3. The table shows that there was a signi�cant preference for

the direct interface in terms of control o�ered and a signi�cant preference for the

evolutionary interface in terms of ease of use.

Chi-square tests of independence (see Section 2.2.4) were performed between each

pair of questions the participants were asked in the feedback questionnaire. There

was signi�cant interaction between the interface which the participants felt gave

the most satisfactory results and the interface the participants thought was best,

� 2(1; N = 30) = 26 :00; p < 0:001; in fact, whichever interface a participant thought

gave the most satisfactory results was the one that they chose as best overall. There

was also signi�cant interaction between the interface which the participants felt was

fastest and the interface the participants thought was easiest to use,� 2(1; N = 30) =

5:593; p = 0:018.

6.4.3 Rankings and timings

Kendall's coe�cient of concordance for ranks was calculated for the participants'

rankings over each of the two sets of ranked images. For the Horse photograph,

� 2(8; N = 30) = 171; p < 0:001. Kendall's W is 0.713 indicating strong agreement

among the participants. For the Books photograph,� 2(8; N = 30) = 107; p < 0:001.

Kendall's W is 0.446 indicating moderate agreement among the participants. This

demonstrates that there is a signi�cant correlation between the rankings awarded

by the participants and therefore that the di�erences between the mean rankings

can be taken to have signi�cance.

The means of the ranks assigned to the images are presented in Table 6.4. The

Friedman test with Fisher's LSD for rank post hoc test performed on the ranks

assigned to the Horse images shows that the original photograph is the least preferred
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Table 6.4: Mean (standard deviation) of participant ranks awarded to the test images
after being processed by participant developed recipes

Recipe Photograph
Photograph used Interface Algorithm Horse Books

None (original photograph) 8.57 (0.73) 7.53 (1.66)
Horse Evolutionary Compound 2.13 (1.14) 6.27 (1.76)
Books Evolutionary Compound 6.00 (1.58) 2.28 (1.57)
Horse Direct Compound 2.03 (1.22) 5.83 (1.70)
Books Direct Compound 6.30 (1.47) 3.27 (1.46)
Horse Evolutionary Piecewise 2.87 (1.28) 6.57 (1.81)
Books Evolutionary Piecewise 6.47 (1.87) 3.43 (2.15)
Horse Direct Piecewise 4.00 (1.76) 6.23 (2.94)
Books Direct Piecewise 6.63 (1.27) 3.10 (2.12)

version of the image,� 2 = 171:2; p < 0:001; post hoc comparison with the next

lowest ranked image,t(232) = 5:020; p < 0:001. A similar test on the ranks assigned

to the Books image shows that whilst the unprocessed image is the least preferred

image it is not quite signi�cantly worse than the second lowest ranked image,� 2(8) =

107:0; p < 0:001, post hoc comparison to the next lowest ranked image,t(232) =

1:806; p = 0:072.

The Friedman test does not detect interaction e�ects between the factors (the

image the recipe was developed on, the process used, and the interface used). To

compare the e�ects and interactions of these factors the original image was removed

from the rankings, the ranks adjusted to re�ect this, and an ART with three-way

ANOVA (see Section 2.2.4) was applied to the ranks assigned to each set of images

(Table 6.5). It can be seen from Table 6.5 that for both the Horse image and the

Books image that the image a recipe was developed on had a signi�cant e�ect on

its performance. It can be seen from Table 6.4 that a recipe performs better on

the image it was developed on. Other signi�cant e�ects were found for the ranks

assigned to the Horse image, though their meaning is hard to discern from Table

6.4 and it is necessary to interpret the ART data directly. For the main e�ect

of interface used the mean ART rank for the evolutionary interface is109:58 and

that of the direct interface is 131:42, hence it is concluded that the evolutionary

interface produced more satisfactory recipes than the direct interface. Similarly, for

the main e�ect of process used the mean ART rank for the compound process is

98:65 and that of the piecewise process is142:34, hence it is concluded that the

compound process produced more satisfactory recipes than the piecewise process.

The interaction e�ects are harder to interpret. For the interaction between the source
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Table 6.5: ART with three-way ANOVA for the participant rank assignments in the
comparison of recipes developed on the Horse and Books images, the evolutionary
and direct interfaces, and the compound and piecewise image processes

Horse Books

E�ect F (1; 232) p-value F (1; 232) p-value

Source image 377.998 < 0:001 135.240 < 0:001

Interface 5.946 0.016 0.022 0.883

Process 25.943 < 0:001 0.704 0.402

Source image * interface 0.485 0.487 0.199 0.656

Source image * process 6.189 0.014 0.786 0.376

Interface * process 2.946 0.087 0.210 0.647

Source image * interface * process 5.340 0.021 1.742 0.188

image and the image process used the compound process on the Horse image had a

mean ART rank of 113:17, the compound process on the Books image had a mean

ART rank of 124:43, the piecewise process on the Horse image had a mean ART

rank of 120:27, and the compound process on the Books image had a mean ART

rank of 124:13. This can be interpreted as being due to the Horse image bene�ting

from local contrast enhancement, which only the compound process provides, to

a greater extent than the Books image. The interaction between all three e�ects

appears to be a residual from the main and other interaction e�ects.

The means of the time taken to develop the recipe for easch combination of im-

age, interface, and process are presented in Table 6.6. The ART three-way ANOVA

process was applied to the times taken to create the recipes. The results are pre-

sented in Table 6.7. It can be seen that the only signi�cant e�ect was the interaction

between interface and image: the recipes developed on the Horse image using the

evolutionary interface had a mean ART rank of111:08, the recipes developed on the

Horse image using the direct interface had a mean ART rank of136:71, the recipes

developed on the Books image using the evolutionary interface had a mean ART

rank of 122:43, and the recipes developed on the Books image using the direct inter-

face had a mean ART rank of111:73. These mean ranks can be taken to mean that

it was quicker to develop recipes on the Horse image using the evolutionary interface

and quicker to develop recipes on the Books image using the direct interface.
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Table 6.6: Mean (standard deviation) of times taken to develop recipes

Recipe
Photograph used Interface Algorithm Time

Horse Evolutionary Compound 115.50s (60.99s)
Books Evolutionary Compound 139.73s (75.06s)
Horse Direct Compound 100.73s (46.45s)
Books Direct Compound 118.47s (60.21s)
Horse Evolutionary Piecewise 108.53s (63.87s)
Books Evolutionary Piecewise 157.87s (101.83s)
Horse Direct Piecewise 127.57s (61.50s)
Books Direct Piecewise 103.87s (40.12s)

Table 6.7: ART with three-way ANOVA for the time taken to develop recipes in the
comparison of recipes developed on the Horse and Books images, the evolutionary
and direct interfaces, and the compound and piecewise image processes

E�ect F (1; 232) p-value

Source image 2:440 0:120

Interface 2:310 0:130

Process 0:176 0:674

Source image * interface 4:010 0:044

Source image * process 0:254 0:615

Interface * process 0:353 0:553

Source image * interface * process 2:104 0:148
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6.4.4 Comparison between participants' perceptions and rank-

ings and timings

The participants' perceptions of how long the recipes took to develop were compared

to the actual times and the participant assigned rankings using the chi-square test

of independence (see Section 2.2.4). For the times taken� 2(1; N = 30) = 1 :35; p =

0:245. For the satisfaction with the results � 2(1; N = 30) = 0 :176; p = 0:675.

There is no signi�cant correlation between the participants' perceptions of which

interface was fastest or provided the best processed images. This implies that the

time taken to develop the recipes and the comparative performance of the recipes

are not reliable measures of user satisfaction.

6.4.5 Discussion

Participants would often concentrate on a single part of the image such as the area to

the viewer's right of the man's face in the `Atlas' photograph. This is likely to be why

the participants used the zoom function far more than anticipated. If it had been

known that the participants would use the zoom function to the extent they did,

more time would have been devoted to making the zoom function more user friendly.

For example, with some e�ort the zoom could have been implemented so that if a

section of the photograph was enlarged then the same part of the photograph would

remain enlarged after adjustment of the sliders (in the case of the direct interfaces)

or when a new generation of processed photographs was displayed (in the case of

the evolutionary interface) as opposed to the zoom being reset so that the entire

photograph was displayed. The fact that the zoom factor reset after every alteration

to the parameters (in the direct interface) or after the generation of a new population

(in the evolutionary interface) did serve to encourage the participants to evaluate

each image as a whole rather than concentrate on a single section.

Some participants decided to �nish developing their photograph on the evolution-

ary interface if the population as a whole was worse than the previous generation.

Many participants expressed the desire for a `back' button on the evolutionary inter-

face, particularly when using the piecewise intensity transfer process on the practice

photograph.
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6.5 Conclusion

In this experiment two di�erent image processes for enhancing contrast in pho-

tographs were compared; a compound process and piecewise intensity transfer func-

tion. Two di�erent ways of manipulating the inputs to the processes were also

compared; an IEA and an interface which allowed direct manipulation of the values

via a set of sliders.

The results show that whilst it is possible to develop a recipe on one photograph

and use it to improve another photograph it is better to develop recipes on the

photographs upon which they are to be used.

The participants generally preferred recipes developed using the composite pro-

cess over those developed using the piecewise process for enhancing the Horse image.

No such di�erence was detected for the books image. This �nding suggests that for

some images developing image enhancement processes with compound processes

yield better results than intensity transfer only processes such as those used in [106]

and [130].

The participants generally preferred the Horse image processed by recipes devel-

oped using the evolutionary interface to those developed using the direct interface.

No such di�erence was detected for the books image. This �nding suggests that

for some images the evolutionary interface yields better results. This agrees with

conclusions regarding preferences of IEA developed images reported in [130] and

[77].

A di�erence was found between the evolutionary interface and the manual in-

terface with regards to the time taken to develop recipes on the Horse image. This

�nding suggests that for some images the evolutionary interface is quicker than the

manual interface. This would agree with the conclusion in [130] that an evolutionary

interface is quicker than a manual one.
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Chapter 7

Comparison of search spaces and

search operators for the evolutionary

development of facial composites

7.1 Introduction

When a crime is investigated, investigators have an array of tools they can bring to

bear. The tools employed depend on the nature of the crime and the circumstances

surrounding it. There are occasions in which a crime is witnessed by people who see

the perpetrator's face but do not know the identity of the perpetrator. In such cases

it is often useful to create a pictorial likeness of the suspect from eyewitness accounts

[80]. Ideally, someone recognises the person in the likeness, knows their identity, and

relates the identity of the suspect to the investigators. The likeness can also serve to

gather more information from people who, for example, were unaware they had seen

anything of signi�cance. These people may remember seeing the person represented

in the likeness at some point around the time the crime was committed and can

come forward and provide more information.

The earliest approach to developing a likeness was to use a sketch artist. Sketch

artists have been used to create facial likenesses for over 100 years and are still

commonly used in the USA [129] . In this approach, the artist interviews the witness

to obtain a facial description so that a likeness can be created. The sketch undergoes

a series of alterations and re�nements until the witness is satis�ed with the result.

The sketch method is relatively slow and requires a skilled artist in order to be

e�ective.
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Identikit [27] was released in 1959 and negated the need for a sketch artist.

Identikit consisted of a library of line drawings of various parts of the face printed on

transparencies which were combined to make acompositefacial likeness. An operator

would manipulate the transparencies, moving and replacing them as necessary, based

on feedback from the witness. This approach was later extended with Identikit II

and Photo�t [93] each of which consisted of a library of parts of the face taken from

photographs instead of line drawings. The physical nature of these composite tools

limited the number of facial features that could be included as a greater number

of features would require more storage space and also require more time for the

operator to search through the library for the required features.

Computerised composite tools such as EFIT were developed in the 1980s. They

still relied on a library of face parts which meant that the operator still had to search

for the appropriate parts when constructing a composite. However, the computerised

tools enabled the operator to resize and rotate the component parts, allowing a far

greater range of faces to be composed.

With the exception of the sketch artist method, the methods listed above are

component based; composites are created by assembling parts of faces to make a

whole. Evaluations of the composite process revealed that they were not particularly

e�ective at creating recognisable faces [18], [9] (cited in [37]). Psychological research

suggests that human beings recognise faces not by their individual components but

as a whole [127, 24]. The appearance of one facial feature, such as the nose, can

alter the appearance of another facial feature, such as the eyes. It is also known

that people are better able to recognise faces than they can recall and describe

them. An alternative approach to having a witness recall details of parts of the face

and having the operator change individual features is to use the human capability

for the recognition of faces. One way this can be achieved is to present a number

of faces to the witness and allow the witness to choose the face(s) which bear the

closest resemblance to the suspect. These faces could then be used as the basis

for generating more faces and again the witness chooses those faces which bear the

closest resemblance to the suspect and so on until the witness is satis�ed with the

composite. Thisholistic approach is used in two commercial systems developed in

the early 2000s; EvoFIT [37] and EFIT-V (originally called EigenFIT) [41].

The holistic approach requires some means of encoding faces such that it is possi-

ble for a witness to create a likeness of the suspect with relative ease. A search space

or, more appropriately, aface-spaceis required in which faces can be represented
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parametrically. Here the term face-space is used to mean a mathematical construct

which models aspects of the psychological concept of a face-space as presented by

Valentine [135]. Valentine proposed that faces are mentally represented as points

in a multidimensional face-space. Each face that a person is familiar with occupies

a point in their face-space. Faces which are similar in appearance are located at

points near to each other in their face-space; faces which look less alike are located

at points farther from each other.

Computer representations of faces (i.e. face images) exist in a very high dimen-

sional space. If the face images areh pixels high andw pixels wide then the face

images haveh � w dimensions (orh � w � 3 dimensions if they are colour images).

The majority of possible images in this space will not be discernible as anything

other than noise � they will not resemble faces at all. Some means of de�ning a

subset of the image space is needed which includes images that resemble faces but

not images that do not. This is achieved through the use of aface model. Such

a model is constructed using a number of face images as a training set. All faces

constructed by the face model are derived from the training set. In the early work of

Sirovich and Kirby [112, 64] the faces in the training set were aligned on their axes

of symmetry and the axes upon which the eyes lay. The faces were also adjusted

so that the width of each face was the same. The face-model was constructed from

the training set through the use ofprincipal components analysis(PCA). PCA is a

mathematical technique for transforming data expressed in ann-dimensional form

to a di�erent form of n dimensions or fewer. The transformed expression organises

the axes such that the �rst dimension orprincipal component (PC) expresses as

much of the variability in the data as possible. The second PC expresses as much

of the remaining variability in the data as possible and so on. If the data is highly

correlated, it is possible to express most of the variation in the data in very few PCs.

PCA o�ers a means of compressing data expressed in a large number of dimensions

to an expression requiring far fewer dimensions with very little loss of information.

Sirovich and Kirby's approach lead to some blurring of features. Craw and

Cameron [21] addressed this issue by warping the faces in the training set to a mean

face shape before applying PCA. Cootes et al. [20] extended Craw and Cameron's

approach by using the training set to build a shape model and a texture model and

then combining the two to create a face model. This is similar to the approaches

used in EvoFIT and EFIT-V and is summarised in Section 7.2.

All of the faces that could possibly be created by a face model constitute that face
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model's face-space. Some means of searching a face-space for a likeness to the face a

witness has in their mind is required. The iterative process of allowing the witness

to select one or more faces from a number of faces and then using the selections to

create more faces immediately suggests the use of an IEA. To assess whether the

use of an IEA may be appropriate, the IEA suitability questions of Section 2.2.3 are

addressed:

� Is the subjective �tness function unimodal in the search space?Yes, there is a

single point in the search space which provides the closest match to any given

face. However, human recognition, and consequently evaluation, of the faces

is somewhat noisy and thus search methods which assume unimodality should

be used with caution.

� What other approaches to the problem are available?The face-space could be

searched by changing the location of the point in the face-space being con-

sidered directly. This is what was done by Brunelli and Mich [12] in their

prototype holistic composite software `SpotIt!'. The problem with direct ma-

nipulation such as this is that a single PC may a�ect more than one aspect

of the composite; for example, one PC could a�ect face width and skin tone.

Conversely, a single face property such as, for example, face width may be

a�ected by a number of PCs.

� Is the search space large?Yes. For example, the face-spaces used in EFIT-V

have 60 dimensions. In a PCA face-space, most of the variation is in the �rst

few PCs, so movement of a face point along the axes of the higher dimen-

sions in the face-space has very little e�ect on the resulting composite. If the

conservative estimate is made that only the �rst 15 PCs have any e�ect on

the composite and variation along any single PC results in only three distinct

faces, the face-space still contains over107 possible faces.

Considering these points it is reasonable to conclude that using an IEA to search

the face-space for a match to the suspect's face is a justi�ed approach.

Whether it is constructed holistically or componentwise a facial composite re-

quires some details to be added manually. For example, details such as tattoos,

birthmarks, and scars. Furthermore, the PCA face model approaches described

cannot cope well with �ne detailed features such as hair and beards, these need to

be added using overlays in the same way as in the componentwise approach. As well
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as being able to add details such as these, EvoFIT and EFIT-V both include con-

trols that enable direct manipulation of the composites. Both have controls relating

to semantic notions so that a witness can have the operator make a face appear to

be, for example, more (or less) `friendly' or `hard'. Direct adjustments of particular

features such as making the eyes wider or the lips thinner can be also performed. It

can be seen that the IEA is not required to obtain an exact match and indeed it is

generally unable to do so. The purpose of the IEA can therefore be viewed as being

one of searching for the best face possible within the con�nes of the face-space. After

a good match is found within the face-space direct methods are used to complete

the composite.

There has been much work done to improve the quality of the facial compos-

ites developed using PCA-based face models. The development of the face models

themselves and the addition of semantic and direct manipulation tools to EvoFIT

and EFIT-V have already been mentioned. Bruce et al. [11] found that a com-

posite which was itself a combination of four composites created by di�erent people

achieved the same recognition rates as the best composite used to make the combined

composite. Frowd et al. [35] found that having a witness create two composites of a

suspect's face lead to improved recognition rates. Valentine et al. [136] found that

composites created from those of four di�erent witnesses showed better recognition

rates than those created from four composites created by the same witness which in

turn had better recognition rates than the individual composites. Recently Frowd

et al. [38] reported how changes in the way witnesses were interviewed could lead to

composites which had better recognition rates.

The emphasis on all of the work above has been toward creating composites which

are more likely to be recognised. This is the most important measure of improvement

to the process of creating a facial composite but it is not the only one. Selection of

an appropriate evaluation method and population size can reduce fatigue and make

the process less di�cult for a witness. In the early stages of development of both

EvoFIT and EFIT-V, full scale rating was trialled as an evaluation method [49, 90]

but was abandoned in both cases. For EvoFIT the population size was determined

by the number of faces that could be comfortably displayed on a monitor [37]. For

EFIT-V the population size was set to 9 because it was thought that a population

size of 9 o�ered a good compromise between convergence speed and usability [39].

Selection of an appropriate IEA, associated operators, and the values of any

associated parameters may also have an e�ect on the composite creation process.
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IGAs were selected for both EvoFIT and EFIT-V (even though EFIT-V does not

use recombination, it does not use the de�ning feature of an ES: self-adaptive step

size). EvoFIT uses the simple IGA introduced in Chapter 5 though with a di�erent

mutation operator [34]. EFIT-V uses an SMM-IGA, though other algorithms were

considered early in its development [90]. In each case, the mutation parameter values

and other aspects of the algorithm were set with the aid of mathematical models

of human evaluation akin to the virtual user of Chapter 4. This is not surprising

as it would be a time consuming and laborious process to optimise such parameters

using human evaluation. The choice of EA and perhaps the associated mutation and

recombination operators does warrant some human comparison. Very little work has

been done to compare the performances of di�erent IEAs for use in the creation of

facial composites. A series of small experiments evaluating the performances of

various nature-inspired metaheuristic algorithms have been conducted [69, 4]. The

results indicate that the choice of algorithm has some, but not much, e�ect on the

recognition rates of the composites.

Work on the development and comparison of mutation and recombination oper-

ators is an active aspect of research in EAs, however, comparison of these operators

with regards to IEAs is virtually unknown. With the time and e�ort required to per-

form any form of comparison at all regarding IEAs this is not surprising. The only

work that could be found concerning the comparison of mutation or recombination

operators in IEAs is by Oinuma et al. [87] in which four recombination operators

were compared on a face image beauti�cation task. The details of how the experi-

ment to compare the operators was conducted is unclear, but the �nal output of the

IEA using each of the operators was compared to a manually beauti�ed face image

using the mean square error. It was concluded that there was a di�erence between

the recombination operators and the one proposed in the work was found to be the

best.

The imperfect nature of human face recognition and the need for direct manipu-

lation of the composites means that not all of the PCs make a signi�cant contribution

to the composites. EvoFIT uses the �rst 71 PCs [37] and EFIT-V uses the �rst 60

PCs [115]. It is quite possible that so many PCs are not required and the face-space

can be constructed from fewer PCs with no perceptible di�erence in the perfor-

mances of the face-spaces. From a mathematical perspective each PC accounts for

less of the variation in the faces than the previous one. For example, Figure 7.1

shows two pairs of faces generated from the PCA face-space used for the experi-
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ments in this chapter. The �rst shows a pair of faces whose positions in the PCA

face-space are at� 3 standard deviations (SDs) on the �rst PC. The second pair has

positions at � 3 SDs on the 30-th PC. The variation accounted for by a particular

PC may be due to aspects of the face images which do not have an e�ect on identity

such as face tilt and facial expression. Human perception of identity is less sensitive

to these factors and thus PCs whose variation is mainly due to these factors are

likely to be less important perceptually than they are to the mathematical prioriti-

sation. Using human evaluation to select the PCs to be used in ann-dimensional

face-space may provide a face-space which perceptually accounts for more variation

in the faces than one which simply uses the �rstn PCs.

In the �rst experiment reported in this chapter a 12-dimensional `human reduced'

face-space is constructed using human evaluation of the di�erences between pairs of

faces from the `large' 30-dimensional face-space. In Chapters 4 and 5 a trivial colour

matching task in which the search spaces had only three dimensions (red, green, and

blue or L, a, and b) were used to compare di�erent IEAs and search spaces. The

creation of facial composites provides an opportunity to compare the performance of

di�erent mutation and recombination operators in a more realistic high dimensional

task. The second experiment in this chapter compares the performances of two

di�erent mutation operators and two di�erent recombination operators. In the third

experiment a `mathematically reduced' face-space in which only the �rst 12 PCs are

used is constructed. The performances of searches using the di�erent variation

operators and the large, the human reduced, and the mathematically reduced face-

spaces are compared using a task which requires participants to create composites

from memory. Creating composites from memory is a without target task and as

such the ability of the participants to memorise the target faces will add noise to

the data collected.

7.2 Theory

The face model used in the experiments reported in this chapter was created in a

similar manner to that laid out by Cootes et al. [20]. The process is outlined brie�y

here.

Photographs of faces are gathered to be used as a training set. Ideally, the

photographs are taken in identical lighting conditions with each face expressing the

same neutral expression and looking directly at the camera with no tilting of the
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(a) Faces generated at� 3 SDs on the 1-st PC

(b) Faces generated at� 3 SDs on the 30-th PC

Figure 7.1: The pairs of faces at� 3 SDs on the 1-st and 30-th PCs
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Figure 7.2: Example of a landmarked face image

head. The photographs used in the training set to build the face model used in

the experiments reported in this chapter is composed of 27 males and 63 females of

various ages.

A number of points common to all of the photographs are landmarked. These

common points are facial features such as the corners of the eyes, the bottom of the

chin, and the outline of the eyebrows. An example of a landmarked face is given in

Figure 7.2. The set of landmarks on a particular face form a face shape and therefore

there is one face shape for each face in the training set. In the face model created

for the experiments in this chapter each face shape consists of 190 two-dimensional

landmarks and thus the resulting shape model has 380 dimensions.

The mean face shape�s is found by aligning the face shapes using an iterative Pro-

crustes alignment process [105]. PCA is used to reduce the 380-dimensional shape

model to a smaller number of dimensions. Any face shapes can be approximated

to bs in the shape model using

bs = P sbs + �s (7.1)

where P s are the PCs of the shape model ordered from most important (the PCs

which account for the most variance in the data) to least important andbs are

parameters that determine how the shape PCs are combined to make the face shape.

In order to create the texture model, each photograph in the training set is

partitioned using its landmark points and Delaunay triangulation [25]. Piecewise

a�ne transforms are used to warp the texture information (the pixel values of the
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photographs in the training set) from each training photograph's face shape to the

mean face shape to form normalised texture patterns. PCA is then used to �nd a

texture model with fewer dimensions than that formed by the tens of thousands of

pixels within each normalised texture pattern. As with the face shapes, any face

texture g may be approximated using

bg = Pgbg + �g: (7.2)

wherePg are the PCs of the face texture ordered from the most important to least

important and bs are parameters that determine how the texture PCs are combined

to make the face texture.

Finally, a face-model is created from the combined shape and texture models

using PCA to further reduce the number of dimensions in the �nal face-space. The

appearance model parameters,c, of any face can be approximated tobc using

bc = QT

"
wbs

bg

#

� QT

"
wPT

s (bs � �s)

PT
g (bg � �g)

#

(7.3)

whereQ are the appearance PCs of the training set ordered from the most important

to the least important and w is a weighting scale that scales the shape parameters

such that equal signi�cance is assigned to shape and texture.

New faces can be created by setting the values of ann-dimensional parameter

vector c and performing the above process in reverse. Starting with the extraction

of b

b =
nX

i =1

qi ci (7.4)

where qi is the i -th column of matrix Q in Equation 7.3. The shape and texture

parametersbs and bg are extracted fromb and are used in Equations 7.1 and 7.2 to

�nd the shape parameterss and texture parametersg. The pixel intensities ing are

rearranged into a two-dimensional (or three-dimensional for colour images) array of

pixels which then form an intermediate face image with the mean face shape. At

this stage the face texture could be warped according to the shape model parameters

s and displayed. An example of this is shown in Figure 7.3(a). Preliminary testing

revealed that aspects of the edge of the face image which were due to the landmarking

process had a dominant unwarranted e�ect on the perception of the face. To counter

this e�ect the generated face texture was inserted into a softened background. The

background was calculated as the mean of the training set and included the average
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hair style The background is shown in Figure 7.3(b). Face textures generated by

the face model were inserted into the background. The perimeter of face texture

was then blended into the background (as shown in Figure 7.3(c)). The resulting

image was subsequently warped according to the shape parameters,s, to form the

�nal face image as shown in Figure 7.3(d).

7.3 Experiment 1: Identifying the most perceptu-

ally signi�cant PCs

Thirty-two participants were used in this experiment. The majority of the partic-

ipants were undergraduate students in the School of Physical Sciences at the Uni-

versity of Kent. The remainder of the participants comprised postgraduate students

and sta�. The participants were instructed to sort pairs of faces that were created

in the large (30-dimensional) PCA face-space into their order of dissimilarity. These

orderings were used to establish the most appropriate PCs to be used in the human

reduced face-space.

7.3.1 Method

Set-up

Thirty pairs of faces were generated from the large (30-dimensional) PCA face-

space. If a face's representation in the 30-dimensional large face-space is given

by c = ( c1; c2; : : : ; ci ; : : : ; c30), then each pair of points(c+ k ; c� k ) has coordinates

de�ned by

c� i =

(
� 3 SDs if i = k

0 SDs otherwise
(7.5)

At the start of each run of the experiment the pairs of faces were arranged

randomly in a grid six pairs high by �ve pairs wide (Figure 7.4). The participants

were instructed to group the twelve pairs of faces which `exhibited the most within

pair dissimilarity' (Figure 7.5). Once the participants had done this they were

instructed to sort the twelve pairs of faces from the most similar to the least similar

(Figure 7.6). When they had �nished, the order of the pairs of faces was recorded

using the numbers on the backs as identi�ers (Figure 7.7). The participants were not

asked to sort all of the pairs of faces into order because preliminary testing revealed

that after the �rst �fteen or so most dissimilar pairs had been ordered it became
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(a) An example of a generated face image
without a background

(b) The background image (including
mean face image)

(c) Face image on background after blur-
ring but before warping

(d) Final face image on background after
warping

Figure 7.3: Adding a background to the face images to remove peripheral landmark-
ing artefacts
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Figure 7.4: Initial layout of the sorting task

di�cult to decide which pairs were most di�erent and thus the data gathered for

the less dissimilar pairs would have been very noisy.

7.3.2 Results

Each pair of faces was awarded a score of 12 for each occasion they were selected as

the most dissimilar pair, 11 for each occasion they were selected as the second most

dissimilar pair and so on. The total scores for all of the pairs are given in Table 7.1.

The PCs are listed in order of perceived di�erence in Table 7.2.

The Spearman correlation coe�cient between the mathematical ordering of the

PCs and the human ordering of the PCs is� = 0:8260, p < 0:001. Whilst it can

be seen that the correlation is strong, there are noticeable di�erences between the

perceptual and variance based orderings. Of particular note is the high importance

placed on the 15-th PC by the participants and the relatively low importance placed

on the 8-th PC. The pairs of faces corresponding to the 8-th and 15-th PCs are shown

in Figure 7.8

Whilst the PCA ordering of the PCs is di�erent to that of the participants', the

goal of this part of the experiment was to decide which PCs should be used to build

the human reduced face-space. From Table 7.2, it can be seen that the twelve most

signi�cant PCs perceptually are1; 2; 3; 4; 5; 6; 7; 9; 13; 14; 15, and 18. These are the
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Figure 7.5: The twelve pairs of faces that exhibit the most within pair dissimilarity
have been identi�ed (to the left of the picture)

Figure 7.6: The twelve most dissimilar pairs sorted by within pair dissimilarity,
top-left to bottom-left, top-right to bottom-right
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Figure 7.7: The reverse side of the pairs of faces. The numbers identify which PC
each pair comes from

Table 7.1: Total dissimilarity scores for the pairs of faces

PC Score PC Score PC Score

1 371 11 22 21 26

2 326 12 4 22 6

3 293 13 88 23 44

4 175 14 154 24 2

5 265 15 194 25 28

6 70 16 28 26 4

7 177 17 19 27 0

8 37 18 60 28 4

9 59 19 5 29 0

10 32 20 0 30 3
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(a) Faces generated from the points (ci = 0 for i 6= 8 , c8 = � 3
SDs on the 8-th PC) (left) and (ci = 0 for i 6= 8 , c8 = 3 SDs
on the 8-th PC) (right)

(b) Faces generated from the points (ci = 0 for i 6= 15, c15 =
� 3 SDs on the 15-th PC) (left) and (ci = 0 for i 6= 15, c15 = 3
SDs on the 15-th PC) (right)

Figure 7.8: Example of PCs in which human evaluation and mathematical ordering
disagreed. The 15-th PC was considered more important than the 8-th
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Table 7.2: PCs ranked according to human perception of importance

Rank PC Rank PC Rank PC

1 1 11 18 21 22

2 2 12 9 22 19

3 3 13 23 23 12

4 5 14 8 24 26

5 15 15 10 25 28

6 7 16 16 26 30

7 4 17 25 27 24

8 14 18 21 28 20

9 13 19 11 29 27

10 6 20 17 30 29

PCs to be used to build the human reduced face-space. It can be seen that eight of

the twelve PCs in the human reduced face-space are in the �rst twelve PCs of the

large PCA face-space.

7.4 Experiment 2: Comparison of recombination

and mutation methods in the facial composite

task

Two recombination methods were compared: uniform crossover and arithmetic crossover,

and two mutation methods were compared: Gaussian addition and Gaussian replace-

ment.

7.4.1 The mutation and recombination methods used

Uniform crossover is the recombination method used for the simple IGA in Chapters

5 and 6. In the implementations used in this thesis, two parents are used to create one

o�spring. The value of each gene in an o�spring has an equal chance of coming from

either parent. In the implementation of arithmetic crossover used in this experiment

the value of each gene in an o�spring is the mean of the values for that gene in the

parents. Two o�spring produced by the same parents in arithmetic crossover will

always be identical (before mutation). However, two o�spring by the same parents
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in uniform crossover are likely to be di�erent. It was expected that uniform crossover

is better at maintaining diversity in the population whereas arithmetic crossover is

better at aiding convergence.

Gaussian addition is the name given to the mutation method used in all of the

work in this thesis to this point. After recombination (if any) all of the o�spring's

gene values are mutated by the addition of a zero-mean Gaussian distributed random

number with a standard deviation set either by the algorithm (as in Chapters 3 and

4) or by the user (as in Chapters 5 and 6). In Gaussian addition the mutated gene

value is given by

c0
i = ci + � i � m � N (0; 1) (7.6)

where� i is the standard deviation of the i-th PC,m is the mutation factor set by the

user on the interface, andN (0; 1) is a random number from the Gaussian distribu-

tion. Gaussian replacementis the name given in this work to an analogous method

to the uniform mutation operator. In uniform mutation, there is some probability

pm for each gene in an o�spring's genotype that its value will undergo be replaced

by a uniformly distributed random value whereci ; c0
i 2 [Lower limit ; Upper limit ].

The Gaussian replacement operator is similar except thatc0
i is a random number

taken from N (0; 1). c0
i has the further restriction that it is bounded by the hyper-

rectangle which designates the edge of the search space, that isci ; c0
i 2 [� 2:5; 2:5]

SDs. Gaussian replacement is used instead of uniform mutation because whilst

having a single coordinate at the edges of the bounding hyperrectangle will still

produce plausible faces, having even a few such values will produce faces with

artefacts. For example, Figure 7.9 shows a composite face with the genotype

(c2 = 2 SDs; c3 = 2 SDs; c5 = � 2 SDs; c13 = 2 SDs; ci = 0 SDs otherwise). Gaus-

sian replacement tends to mutate the o�spring toward the centre of the face-space.

The value ofpr used in this experiment has a minimum of 0 and a maximum of5=n

wheren is the number of dimensions in the face-space. This may seem high but it

serves to allow the search to be taken to appropriate parts of the face-space quickly.

The participant could reduce the mutation slider when they thought the composites

were looking more like the target face.

The 12-dimensional human reduced face-space was used in this experiment. This

face-space was chosen because it is not thought that the face-space used would have

an e�ect on the relative performances of the di�erent recombination and mutation

operators. It was assumed, however, that searching a lower-dimensional face-space

would lead to a face match more quickly that searching in a high-dimensional face-
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Figure 7.9: Example of artefacts in a facial composite. In this case it can be seen
that the region between the upper eyelids and the eyebrows have non-plausible
colouration

space and thus induce less fatigue in the participants. The validity of this assumption

was tested in the third experiment of this chapter (see Section 7.5).

7.4.2 Method

The interface

The interface used for the experiment was adapted from that used for the IEAs runs

of the contrast enhancement experiment of Chapter 6. The population consisted

of a 3 � 3 grid of composites. To avoid the problem described in Section 5.4.3

whereby participants did not make e�ective use of the mutation slider the slider was

automatically decremented by 0.03 (the range of the slider is[0; 1]) per generation.

Trial runs of the experiment suggested that the value of the mutation parameter

should change linearly with the slider position as was the case for the experiment

reported in Chapter 5 as opposed to the square of the slider's value as was the

case for the experiment reported in Chapter 6. A `back' button was added to the

interface which enabled the participant to go back to the previous generation and

make alternative selections or adjust the mutation slider if they were not satis�ed

with the current generation. A screenshot of the interface is given in Figure 7.10.

At the start of each run the participants had to remember the target face and

then try to recreate the face from memory using the facial composite process. At

the start of each run the target face was displayed on the monitor for 10 seconds.
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Figure 7.10: Screenshot of the interface for the facial composite tasks
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The target face was not shown to the participants again until the end of the run.

Every generation the participants would choose the composite that best resem-

bled the target face and select it by clicking on it using the left mouse button.

The participants also had the option of selecting any composites that they thought

were also good, anywhere from zero to eight. This could be achieved by clicking on

the composites using the right mouse button. A green border was placed around

the composite the participant preferred, a yellow border for those composites the

participant thought were also good, and a black border for those composites that

were not selected. Once they were satis�ed that they had selected the best match

and any other matches they considered to be good, the participant would go to the

next generation by pressing the `Next' button. The selected composite was carried

forward into the next generation. The preferred and other selected composites were

used in creating the next generation of composites. The participants would continue

the process until they thought they had successfully recreated the target face, or un-

til they thought no further improvement was possible, by clicking on the `Finish'

button.

Test set-up

Fifteen participants were used in this experiment. The majority of the participants

were postgraduate students in the School of Physical Sciences at the University of

Kent, the remainder of the participants were sta� or undergraduate students. Par-

ticipants required only a basic level of computer literacy. Testing each combination

of recombination and mutation operator required2 � 2 = 4 runs per participant.

At the start of the experiment the participants were read a script telling them

about the task and how to use the interface. They then did a practice run using

the recombination and mutation combination they were going to be using for the

�rst run of the recorded part of the experiment. The target face for the practice

run was the mean face, that is, the face whose genotype is located at the centre of

the face-space. The target faces were chosen such that they were equidistant from

the centre of the face-space. The genotypes of the target faces, as represented in

the large face-space, are given by the following equations. In each casei is the PC

(dimension) number (i = 1; 2; : : : ; 29; 30) and the location of the point relative to

each PC is given in the number of standard deviations (SDs) that the point is along

that PC.
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Face 1

ci =

(
1:25 SDs for i = 1; 2; 3; 4; 5; 6; 7; 9; 13; 14; 15; 18

0 otherwise
(7.7)

Face 2

ci =

(
� 1:25 SDs for i = 1; 2; 3; 4; 5; 6; 7; 9; 13; 14; 15; 18

0 otherwise
(7.8)

Face 3

ci =

8
>><

>>:

1:25 SDs for i = 1; 3; 5; 7; 13; 15

� 1:25 SDs for i = 2; 4; 6; 9; 14; 18

0 otherwise

(7.9)

Face 4

ci =

8
>><

>>:

� 1:25 SDs for i = 1; 3; 5; 7; 13; 15

1:25 SDs for i = 2; 4; 6; 9; 14; 18

0 otherwise

(7.10)

Practice face

ci = 0 for all i (7.11)

The faces themselves are presented in Figure 7.11.

The initial population was designed to be roughly evenly distributed in the hu-

man reduced face-space. To start with, 1000 points were generated at random in the

human reduced face-space. The points were generated using a twelve-dimensional

uniform distribution with the limits being at � 2:5 SDs on each axis. K-means clus-

tering [78] using the squared Euclidean distance as the distance metric was used to

group the generated points into nine clusters. Normally, it is the grouping of the

generated points that is of interest however in this application it is the centroids,

the mathematical centres of the clusters, that were required. The centroids of the

nine clusters were used as the genotypes of the initial population of faces.
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(a) Target face 1 (b) Target face 2 (c) Target face 3

(d) Target face 4 (e) Practice face

Figure 7.11: The target faces used in the second experiment

1 �- Very poor likeness between faces
2 or 3 �- Few similarities
4 or 5 �- Some similarities
6 or 7 �- Many similarities
8 or 9 �- Faces could be easily confused
10 - Faces are identical

Figure 7.12: Scale used for similarity rating of facial composites

Data gathered

At the end of every run, the participants were shown the composite they had just

created and were asked to rate its similarity to the target (as they remembered it)

with reference to the scale1 shown in Figure 7.12. Immediately after rating their

composite the participants were shown the target face alongside their composite and

asked to rate the similarity between their composite and the target again.

Three sets of objective data were gathered: the time taken to create the compos-

ites, the number of generations it took to create the composites, and the number of

times the back button was used. The number of times the back button was used may

1This scale was presented by Frowd in [34]
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provide an indication that the participants are having di�culty with the interface

or that the mutation or recombination operators are inappropriate for the task.

7.4.3 Results

Comparisons between the operators

The means and standard deviations of the measured variables (number of gener-

ations, time taken, number of times the back button was used, participant rating

of their composite without reference to the target, participant rating of the their

composite with reference to the target) are given in Table 7.3. Each of the measured

variables were subjected to ART with two-way ANOVA (see Section 2.2.4) having

two mutation operators (Gaussian additive and Gaussian replacement) and two re-

combination operators (uniform crossover and arithmetic crossover) (Table 7.4). It

can be seen that the main e�ects of mutation operator and recombination operator

were not signi�cant for any of the measured variables, nor was the interaction of the

two operators signi�cant.

Correlations between the measured variables

The Spearman's correlation coe�cients between the measured variables were calcu-

lated for each combination of mutation operator and crossover operator (Table 7.5).

It can be seen that there was a strong correlation between the number of generations

and the time taken, which is to be expected given that each new population of faces

takes about three seconds to create. For two of the four operator pairs there was

a statistically signi�cant correlation between the with comparison and the without

comparison similarity ratings, and although not statistically signi�cant there was

a moderate correlation for the other two operator pairs. Comments from partici-

pants during experimentation suggests that they had some idea of how well they

had remembered the target faces and this would in�uence how they rated the com-

posites without comparison to the target; that is, they were rating their recollection

of the target face rather than the composite. The correlation between the without

comparison and with comparison ratings can be interpreted as a measure of how

correct the participants were in general with regards to their abilities to remember

the target faces. There was a statistically signi�cant negative correlation between

the time taken and the without comparison rating for one of the operator pairs and,

with reference to the remaining operator pairs, reason to conclude that there was a
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Table 7.3: Means (standard deviations) of the measured variables in the comparison of the Gaussian replacement and Gaussian
mutation operators and the uniform crossover and arithmetic crossover recombination operators in the creation of facial composites

Mutation Recombination Generations Back count Time taken Without rating With rating

Gaussian replacement uniform 10.6 (5.10) 0.73 (1.33) 195s (91.5s) 6.27 (1.22) 4.40 (2.10)

Gaussian replacement arithmetic 12.5(8.64) 0.47 (0.74) 222s (155s) 5.47 (2.00) 5.07 (2.19)

Gaussian additive uniform 11.5 (4.73) 0.87 (1.41) 220s (71.1s) 6.07 (1.03) 4.60 (2.41)

Gaussian additive arithmetic 9.73 (2.49) 0.47 (0.64) 188s (66.2s) 6.07 (1.49) 4.40 (2.32)

Table 7.4: ART with two-way ANOVA for the measured variables in the comparison of the Gaussian replacement and Gaussian
mutation operators and the uniform crossover and arithmetic crossover recombination operators in the creation of facial composites

Mutation Recombination Interaction

Variable F (1; 56) p-value F (1; 56) p-value F (1; 56) p-value

Generations 0:025 0:874 0:041 0:840 0:826 0:367

Back Count 0:153 0:670 0:368 0:547 0:055 0:816

Time taken 0:427 0:516 0:553 0:460 0:851 0:360

Without comparison rating 0:132 0:718 0:510 0:478 0:771 0:384

With comparison rating 0:425 0:517 0:214 0:645 0:571 0:529
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moderate negative correlation between the time taken and the without target com-

parison. This correlation can be attributed to the participant's memory of the face

too; the more con�dence a participant had in their ability to remember the target

face the more generations it would take to achieve a satisfactory composite. There

was one statistically signi�cant correlation between time taken and the with target

rating but as two of the � values were nearly zero it cannot be concluded that there

was a correlation between the time taken and the with target ratings.

7.5 Experiment 3: Comparison of face-spaces in the

facial composite task

Three face-spaces were compared in this experiment: A face-space constructed from

the �rst 30 PCs of the PCA analysis (the large face-space), a face-space constructed

from the �rst twelve PCs (the mathematically reduced face-space), and a face-space

constructed form the twelve most perceptually important PCs (the human reduced

face-space). The results of the second experiment showed no signi�cant di�erence

between the operators on any of the recorded measures. Arithmetic crossover and

Gaussian additive mutation were the operators chosen for this experiment. The face-

spaces were reduced in size for this experiment. This was done as a consequence

of trying to reduce the number of artefacts in the composites and preventing the

more unrealistic faces from being generated. As well as the bounding hyperrectangle

whose faces were perpendicular to� 2:5 SDs on each PC, the genotypes generated

were also subject to the condition

3

vu
u
t

nX

i

jci j
3 < 3:5 (7.12)

Where n is the number of dimensions in the search space.

7.5.1 Method

This experiment was nearly identical to the assessment of the operators in the second

experiment. The interface was identical though a text box advising participants

to take a few moments to rest was displayed after the composites were rated at

the end of each run. As there were only three test conditions (large face-space,

human reduced face-space, and mathematically reduced face-space) each participant
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Table 7.5: Correlations between the measured variables in the comparison between mutation and crossover operators in IGAs
applied to a facial composite task

Mutation and Spearman's correlation coe�cients

crossover operators Generations Back count Time taken Without target rating With target rating

p-values

G
enerations

Replacement uniform � 0.497 0.891 -0.074 -0.180

Replacement arithmetic � 0.469 0.771 -0.282 0.113

Addition uniform � 0.429 0.687 -0.280 -0.068

Addition arithmetic � 0.027 0.748 -0.191 0.242

B
ack

count

Replacement uniform 0.060 � 0.245 -0.133 -0.157

Replacement arithmetic 0.078 � 0.306 -0.191 -0.425

Addition uniform 0.111 � 0.242 -0.012 -0.288

Addition arithmetic 0.924 � -0.235 0.452 0.412

taken
T

im
e

Replacement uniform < 0:001 0.379 � -0.114 -0.236

Replacement arithmetic < 0:001 0.267 � -0.380 -0.034

Addition uniform < 0:001 0.384 � -0.536 -0.552

Addition arithmetic < 0:001 0.399 � -0.457 -0.018

rating
target

W
ithout

Replacement uniform 0.793 0.637 0.687 � 0.683

Replacement arithmetic 0.309 0.495 0.162 � 0.351

Addition uniform 0.313 0.967 0.040 � 0.508

Addition arithmetic 0.496 0.091 0.087 � 0.643

rating
target
W

ith

Replacement uniform 0.521 0.577 0.396 0.005 �

Replacement arithmetic 0.688 0.114 0.903 0.200 �

Addition uniform 0.810 0.299 0.033 0.053 �

Addition arithmetic 0.385 0.127 0.949 0.010 �
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performed two runs for each of the test conditions so that they performed2� 3 = 6

runs. The initial populations for each of the face-spaces were constructed in the

same way as that for the second experiment. The target faces were chosen to be

equidistant from the centre of the 30-dimensional face-space. The genotypes of

the target faces, as represented in the large face-space, are given by the following

equations. In each casei is the PC (dimension) number (i = 1; 2; : : : ; 29; 30) and

the location of the point relative to each PC is given in the number of standard

deviations (SDs) that the point is along that PC.

Face 1

ci =
n

0:75 SDs for for all i (7.13)

Face 2

ci =
n

� 0:75 SDs for for all i (7.14)

Face 3

ci =

(
0:75 SDs for oddi

� 0:75 SDs for eveni
(7.15)

Face 4

ci =

(
0:75 SDs for i = 1; 2; 5; 6; 9; 10; 13; 14; 17; 18; 21; 22; 25; 26; 29; 30

� 0:75 SDs for i = 3; 4; 7; 8; 11; 12; 15; 16; 19; 20; 23; 24; 27; 28
(7.16)

Face 5

ci =

(
� 0:75 SDs for i = 1; 2; 5; 6; 9; 10; 13; 14; 17; 18; 21; 22; 25; 26; 29; 30

0:75 SDs for i = 3; 4; 7; 8; 11; 12; 15; 16; 19; 20; 23; 24; 27; 28
(7.17)

Face 6

ci =

(
� 0:75 SDs for oddi

0:75 SDs for eveni
(7.18)

Practice face

ci = 0 for all i (7.19)
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(a) Target face 1 (b) Target face 2 (c) Target face 3

(d) Target face 4 (e) Target face 5 (f) Target face 6

(g) Practice face

Figure 7.13: The target faces used in the face-space experiment

The target faces themselves are presented in Figure 7.13.

Twenty-one participants were used for this experiment. The majority of the

participants were postgraduate students in the School of Physical Sciences at the

University of Kent, with the remainder being sta� or undergraduate students. As

in the previous experiment, the genotypes of the target faces were chosen to be

equidistant from the centre of the face-space. The same data were gathered as in

the second experiment of this chapter.
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7.5.2 Results

Comparisons between the treatments

Each participant performed the face matching task twice using each of the large

(30-dimensional), human reduced, and mathematically reduced face-spaces.The av-

erage of each of the measured variables (number of generations, time taken, number

of times the back button was used, participant rating of their composite without

reference to the target, participant rating of the their composite with reference to

their target) over the two runs was found. These averages were treated as a single

run for the purposes of the calculating the means and standard deviations, so that

each participant was treated as having performed only one run using each of the

face-spaces. The means and standard deviations of the measured variables over all

of the runs for each of the algorithms are presented in Table 7.6.

Performing Friedman's test on each of the measured variables showed that the

di�erences between the face-spaces were not signi�cant for any of the measured

variables (number of generations:� 2(2) = 2 :11; p = 0:349, number of times the

`back' button was used: � 2(2) = 0 :54; p = 0:765, time taken: � 2(2) = 2 :14; p =

0:343, without comparison rating: � 2(2) = 2 :37; p = 0:306, and with comparison

rating: � 2(2) = 0 :71; p = 0:700).

Correlations between the measures

The Spearman's correlation coe�cients between the measured variables were calcu-

lated. The correlation coe�cients were calculated for each of the face-spaces. Table

7.7 shows the correlation coe�cients and theirp-values. As with the operator com-

parison experiment, there was a very strong correlation between time taken and the

number of generations, and evidence of a moderate correlation between the with and

without target ratings. The one statically signi�cant and two moderate correlations

between time taken and the number of times the back button was used indicates a

moderate correlation between these two measured variables. A similar correlation

is observed between the number of generations and the number of times the back

button was used. A simple explanation is that the longer a run took the more gen-

erations the run had gone to and hence the more likely it was that the back button

was used during the run. There was a signi�cant negative correlation between the

without target rating and the time taken for the large face-space and weaker cor-

relations for the other two face-spaces. As before, it is reasonable to conclude that
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Table 7.6: Means (standard deviations) of the measured variables in the comparison of the large, human reduced and mathematically
reduced face-spaces in the creation of facial composites

Face-space Generations Back count Time taken Without target rating With target rating

Large 10.7 (4.73) 0.50 (0.55) 205s (80.3s) 5.81 (1.13) 4.10 (1.25)

Human reduced 9.38 (4.31) 0.36 (0.42) 186s (91.8s) 6.02 (1.08) 3.95 (1.33)

Mathematically reduced 10.5 (4.75) 0.48 (0.56) 193s (85.6s) 5.86 (1.16) 4.12 (1.82)
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there is a moderate negative correlation between the without target rating and time

taken due to the con�dence of the participants' had in their abilities to remember

the target faces.

7.6 Conclusion

A human evaluation based reduced face-space for use with an IEA in the creation

of facial composites was derived from a larger PCA based face-space. The perfor-

mances of searches for faces in the human reduced face-space was compared to those

of a mathematically reduced face-space and the larger face-space. The human re-

duced face-space was also used in the comparison between di�erent mutation and

recombination operators in the simple IGA.

The prioritisation of the PCs with regards to human evaluation was found to be

similar but di�erent to that of the PCA. The human reduced face-space was found

to share eight of its twelve PCs with the mathematically reduced face-space.

No signi�cant di�erences in the performances of the operators was detected. The

di�cult nature of the facial composite task means that the data collected was noisy.

It may be that the choice of mutation and recombination operators could make

a di�erence on a less cognitively demanding task. The lack of detected di�erence

challenges the �nding of Oinuma et al. [87] that the choice of recombination operator

can make a di�erence to the performance of an IEA.

No signi�cant di�erences in the performances of the search spaces was detected.

This result suggests that commercial facial composite software such as EFIT-V

[115] and EvoFIT [37] can use face-spaces with far fewer dimensions with no loss of

performance.
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Table 7.7: Correlations between the measured variables in the comparison between face-spaces

Spearman's correlation coe�cients

Face-space Generations Back count Time taken Without target rating With target rating

p-values

G
enerations

Large � 0.537 0.818 -0.377 0.010

Human reduced � 0.416 0.845 -0.219 -0.102

Mathematically reduced � 0.304 0.851 -0.205 0.081

B
ack

count

Large 0.012 � 0.341 -0.049 0.347

Human reduced 0.066 � 0.469 0.028 0.237

Mathematically reduced 0.181 � 0.380 0.119 -0.031

taken
T

im
e

Large < 0:001 0.130 � -0.460 -0.060

Human reduced < 0:001 0.032 � -0.359 -0.074

Mathematically reduced < 0:001 0.089 � -0.196 0.016

rating
target

W
ithout

Large 0.092 0.834 0.036 � 0.306

Human reduced 0.340 0.903 0.110 � 0.467

Mathematically reduced 0.374 0.607 0.395 � 0.475

rating
target
W

ith

Large 0.663 0.123 0.797 0.177 �

Human reduced 0.660 0.302 0.749 0.033 �

Mathematically reduced 0.728 0.893 0.946 0.029 �
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Chapter 8

Summary and conclusion

In this �nal chapter, the main results of the thesis are summarised, conclusions are

drawn, and suggestions are made for avenues of further investigation.

8.1 Summary

Chapter 1 introduced some of the general problems of using image enhancement

and creation tools. The basic di�erence between an EA an IEAs was stated. A

survey of a sample of work in the �eld of IEAs demonstrated that existing work is

de�cient when it came to providing robust comparisons between IEAs introduced

and existing IEAs or between IEAs and other approaches.

In Chapter 2 the basic parts of an EA were described. The basic parts of an IEA

were presented with emphasis on the di�erences between an EA and an IEA. The

concept of fatigue and its in�uence on the design of IEAs was discussed.

In Chapter 3 an experiment using an IEA, the SMM-IES, to optimise �lters

for treating salt and pepper noise in colour images is reported. It was found that

participant developed �lters worked better than each other on the particular images

they were developed on and that a previously developed GA �lter performed poorly

due to the use of the MAE as the �tness function used during its development.

In Chapter 4 a hyperplane-IES was introduced and was compared to the SMM-

IES and a dummy-IES using a colour matching task. It was found that the hyperplane-

IES and the dummy-IES took more time to achieve a colour match than the SMM-

IES. It was concluded that in this instance the interface had a greater e�ect on the

search than the underlying EAs.

165



CHAPTER 8. SUMMARY AND CONCLUSION

Chapter 5 reported a second experiment using the colour matching task. A sim-

ple IGA was introduced and compared to the hyperplane-IGA. Use of the CIELAB

and sRGB colour spaces as search spaces was also compared. It was concluded that

the e�ort of constructing a perceptually uniform search space was unlikely to be

rewarded for the kinds of tasks that IEAs are generally used for.

In Chapter 6 two di�erent methods of setting the input values of image processes

were compared: an IEA and a direct interface. Two di�erent contrast enhancement

processes were used: a compound process and an intensity transfer function process.

It was concluded that for some images the IEA approach leads to better enhanced

images than a direct interface and that for some images the compound process can

achieve better images than an intensity transfer function process.

In Chapter 7 a series of experiments using IEAs to create facial composites was

reported. In the �rst experiment a human evaluation based search space was created.

In the second experiment two mutation operators and two recombination operators

were compared. In the third experiment the human evaluation based search space

was compared to two others. No di�erences were found between the performances

of the operators or the search spaces. It was concluded that this lack of di�erence

was due to the di�cult nature of the task.

8.2 Conclusion

The poor performance of the �lter developed using an EA based training image

approach [74] in Chapter 3 demonstrates that any IQMs used to measure the quality

of images need have their suitability for the task evaluated before they are employed.

The use of an IEA negates the need for an IQM and thus removes the problem of

needing to �nd a satisfactory IQM.

The results of Chapters 3 and 6 in which it was observed that participants

showed preferences for photographs which had been processed using image processes

developed on the photographs upon which they had been developed demonstrates

that there is a need for image content to be taken into account when applying image

enhancement processes.

The large amount of noise observed in the data over all of the experiments due

to the variability in the abilities and the temperaments of the participants calls into

question the necessity of using a virtual user to optimise parameters in an IEA as

was attempted in Chapter 4 and as was previously done in [34, 90]. Di�erences
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found by experiments in which comparisons were performed exclusively by a virtual

user such as [125] and [55] should not be regarded as evidence that one IEA is

better than another, only as an indication that further experimentation using human

participants may �nd such di�erences.

The signi�cant di�erence between the time taken to achieve a colour match using

the hyperplane-IES and dummy-IES and the SMM-IES in Chapter 4 combined with

the lack of such di�erences between the IGAs of Chapter 5 and the operators in

Chapter 7 leads to the conclusion that how users evaluate members of the population,

as investigated in [145, 34], has a greater e�ect on the performance of an IEA than

the choice of parameters, operators, or the underlying EA.

In Chapter 6 it was found that the IEA approach produced better enhanced

images than the slider based approach on one of the two images enhanced. Further

investigation is required before it can be said that using an IEA will generally result

in better enhanced images than a direct interface. An experiment is proposed in

Section 8.3 the aim of which is to determine if using an IEA will generally result

in better enhanced images. The results of Chapter 6 do tentatively support the

�ndings in [130] and [77] that an IEA will provide better image enhancement results

than direct manipulation of the input variables to the image enhancement processes.

It was found in Chapter 6 that the compound process produced better enhanced

images than the piecewise intensity transfer function process on one of the two

images enhanced. Further investigation is required before it can be said that using

the compound process will generally result in better enhanced images than the

intensity transfer process. An experiment is proposed in Section 8.3 the aim of which

is to determine if the compound process will generally result in better enhanced

images. The results of Chapter 6 do suggest that the compound process is an

improvement over intensity transfer function processes like those used in [130] and

[106].

In Chapter 6 it was found that the IEA attained a satisfactory image quicker

than the direct interface on one of the two images enhanced. Further investigation

is required before it can be said that using an IEA is generally quicker than a direct

interface. The experiment is proposed in Section 8.3 to determine if an IEA will

generally result in better enhanced images can also be used to determine if an IEA

is generally quicker. The results of Chapter 6 do tentatively support the �ndings

in [130] and [77] that an IEA will attain a satisfactory image quicker than direct

manipulation of the input variables to the image enhancement processes.
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In the work presented in Chapter 5 no statistically signi�cant di�erences between

the performances of the hyperplane-IGA based on the SMM-IEA presented is [41]

and the simple IGA based on the IGA developed by Frowd for use in EvoFIT [34]

were detected. Similarly, no signi�cant di�erences between the performances of

the recombination and mutation operators compared in Chapter 7 were detected.

These results indicate that the IEA approach is robust to the choice of mutation

and recombination operators and to a certain extent the choice of algorithm.

In Chapter 7 no di�erences were found between the face-spaces and this was

attributed, in part, to the di�cult nature of the task. In Chapter 5 no signi�cant

di�erences between the colour spaces were detected for the without target task.

From these results it is concluded that IEAs are, to some extent, insensitive to

the search space used. This conclusion fails to support the assertion made in [121]

that a psychologically based search space will produce better results. The di�erence

between the colour spaces with regards to the number of generations required to

attain the target colour in the with target task of Chapter 5 suggests further testing

to see if this e�ect can be observed for other tasks. This idea is expanded upon in

Chapter 8.3

8.3 Future work

The work presented in this thesis suggests a number of avenues for future work. This

work is divided here into two categories. The �rst is a list of speci�c experiments

designed to con�rm the less robust conclusions and observations drawn from the

work in this thesis, the second is more general and identi�es areas that may prove

fruitful within the context of current work involving IEAs.

8.3.1 Speci�c experiments arising from the thesis

When working with human participants the amount of data that can be collected is

severely limited. This is particularly apparent in Chapter 6 in which data from the

processing of only two images were gathered. It is di�cult to justify stating that an

e�ect, namely that the IEA approach and the compound image process are better

for processing images than the direct interface and the piecewise intensity transfer

function process. To establish if these e�ects are observed in general two experi-

ments are proposed. In the �rst, the compound and intensity transfer processes are

compared using an IEA to enhance four or �ve images (plus one practice image). In
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the second, an IEA and a direct interface are compared in the same manner.

In the discussion of Chapter 4 it was suggested that the self adaptive step size

aspect of an IEA was detrimental to the search and as a consequence manually

adjustable mutation was used for the remainder of the experiments. A comparison

between the self adaptive step size method, manual adjustment (with automatic

decrementation), and a combination of the two in which the step size is self adaptive

but users can adjust it if the need arises, would establish whether the suggestion

was correct.

When building the search space for Chapter 6 some of the input values to the im-

age processes in the compound process were logarithmically scaled to form a search

space that better represented the psychological search space. To establish whether

this was useful or if an IEA is generally robust enough for this to be unnecessary

an experiment in which an IEA is used to enhance images in two search spaces, one

with scaled inputs and one without, performed over four or �ve images is suggested.

8.3.2 Avenues for research in the wider �eld

In Chapter 4 and Chapter 5 a colour matching task very similar to those of [10]

and [16] was used to compare IEAs and search spaces. The colour matching task

is cognitively simple, easy to implement, and quick to perform but has too few

dimensions to provide an accurate representation of tasks for which an IEA may be

suitable. The work of Gong [43, 42, 46, 45, 44] in IEAs uses a fashion design task to

compare algorithmic design options. This task is not simple to implement and the

shape aspect of the clothing is easily `separable', that is, it would almost certainly

be easier to select the desired garments form a panel as opposed to being selected

using an IEA. A good test task would have a su�ciently large number of dimensions

to warrant the use of an IEA, be easy to implement, be easy to understand, and not

be separable. Unfortunately, no such task appears to have been developed so far.

The lack of observed di�erences between the operators in Chapter 7, lack of

di�erences between algorithms in Chapter 5 and the observation that rejecting indi-

viduals in the experiment of Chapter 5 signi�cantly adds to the time taken without

improving the performance of the search suggests that the development of inter-

faces for IEAs is a more fruitful endeavour than the development of underlying

algorithms. A more robust experiment based on that of Yoon et al. [145] would

provide a more informative comparison between rating methods. Takenouchi et al.

[126] compared an IDE with a pairwise comparison interface to a IGA using a full
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scale rating interface and found that the IDE provided a superior performance. A

two-way experiment with underlying algorithm as one factor and interface as the

second would reveal which factor best accounts for the superior performance of the

IDE pairwise comparison algorithm.

The main goal of most work in IEAs is the reduction of fatigue. The reasons

for wanting to reduce fatigue are to make completing tasks using an IEA quicker

and, for more di�cult tasks such as the creation of facial composites, to make it

more likely that a satisfactory result is obtained. A recent approach to reducing

fatigue that shows promise is the use of surrogate �tness functions [46, 45, 44].

Surrogate �tness functions are developed using �tness data collected from the user.

The surrogate �tness functions are used to make evaluations on the behalf of the

user. The �tness evaluations collected, however, tend to be full scale rating on a

continuous scale. Providing evaluations using a full scale rating induces fatigue to a

greater extent than simpler methods. Comparisons between the performances of the

surrogate �tness function approach and the simpler evaluation methods favoured in

this thesis would form an interesting comparison between a simple interface and a

complex underlying algorithm. Developing the surrogate �tness function approach

to work with limited �tness evaluation data may provide better results that either

approach could achieve individually.

One of the main motivations for this work was to enable people who know little

about image enhancement to be able to use it to enhance images. It is unlikely that

people would want to have to upload their photographs to a personal computer in

order to enhance them. Work has been done to apply IEAs to image processing on

smartphones [61, 70]. Extending the work presented in this thesis along the avenues

of research suggested in this section may lead to the use of IEAs becoming a viable

alternative to the direct manipulation approaches currently used on mobile devices.
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