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ABSTRACT

We consider security properties of cryptographic protocols that can be modeled using the notion of trace equivalence. The notion of equivalence is crucial when specifying privacy-type properties, like anonymity, vote-privacy, and unlikeliness.

In this paper, we give a calculus that is close to the applied pi calculus and that allows one to capture most existing protocols that rely on classical cryptographic primitives. First, we propose a symbolic semantics for our calculus relying on constraint systems to represent infinite sets of possible traces, and we reduce the decidability of trace equivalence to deciding a notion of symbolic equivalence between sets of constraint systems. Second, we develop an algorithm allowing us to decide whether two sets of constraint systems are in symbolic equivalence or not. Altogether, this yields the first decidability result of trace equivalence for a general class of processes that may involve else branches and/or private channels (for a bounded number of sessions).

Categories and Subject Descriptors
D.2.4 [Program Verification]: Formal Methods

General Terms
Security, Verification

1. INTRODUCTION

Security protocols are widely used today to secure transaction that rely on public channels like the Internet. It is therefore essential to obtain as much confidence as possible in their correctness. Starting in the 80s, many works have been devoted to the use of formal methods to analyse the security of these protocols (e.g. [17, 24]). In the case of a bounded number of sessions, secrecy preservation is co-NP-complete [21, 24], and for an unbounded number of sessions, several decidable classes have been identified (e.g. [17, 23]). Many tools have also been developed to automatically verify cryptographic protocols (e.g. AVISPA [6], ProVerif [9]).

Until recently, most efforts and successes only concerned trace properties, i.e. security properties that can be checked on each individual sequence of messages corresponding to an execution of the protocol. Secrecy and authentication are typical examples of trace properties. There are however several security properties, which cannot be defined as trace properties and require a notion of behavioural equivalence. We focus here on the notion of trace equivalence which is well-suited for the analysis of security protocols. Intuitively, two processes $P$ and $Q$ are trace equivalent, denoted $P \approx_i Q$, if any experiment performed by an attacker on both processes lead to the emission of two sequences of messages that are indistinguishable, i.e. the attacker can not observe any difference between these two sequences. The notion of trace equivalence is weaker than the notion of observational equivalence that has been the subject recently of several works [10, 15, 25]. Trace equivalence is probably more adequate to the formalization of privacy-type properties. Originally, observational equivalence is a bisimulation-based equivalence notion that has been introduced as a proof technique for trace equivalence [4]. In the present paper, we are interested in automating the proofs of trace equivalence.

Related work. A line of works consists in designing stronger notions of equivalences that imply observational equivalence (and thus trace equivalence). This approach has for instance been used in [7, 8, 25], relying on constraint solving techniques. ProVerif implements an algorithm, based on Horn clauses and dedicated resolution strategies, which is able to establish the observational equivalence between two processes written in the applied pi calculus [10]. However, all these methods check a stronger equivalence than observational equivalence and fail on some simple toy examples. Unfortunately, this is exactly the kind of situations we encountered in several case studies, e.g. the private authentication protocol [3], and e-passport protocols [5]. If we restrict our attention to simple processes with trivial else branches, then the strong notion of equivalence between two positive constraint systems used in [7] (or [25, 11]), is sufficient to decide trace equivalence. Another procedure for deciding trace equivalence has also been proposed in [18].

Another line of works [20, 12] is based on an extension of the small attack property of [24]: they show that, if two processes are not equivalent, then there must exist a small witness of non-equivalence. A decision of equivalence can be derived by checking every possible small witness. Again this result does not apply to protocols with non-trivial else branches.

In summary, there is no known result that is suitable to protocols such as the private authentication protocol [3], or the e-passport protocol described in [5]: these protocols require a conditional
Our contributions. Our main contribution consists in dropping the requirements on the conditionals and on the determinacy in previous algorithms that decide trace equivalence: we provide a new algorithm, that decides the trace equivalence of (possibly non-determinate, possibly with non-trivial else branches) processes, without replication and that use standard primitives, namely signature, hash function, pairing, symmetric and asymmetric encryptions.

We show that the trace equivalence of two processes without replication can be reduced to a notion of symbolic equivalence between sets of initial constraint systems, which we show next how to decide. In our class, we can model in particular conditionals (with non-trivial else branch), private channels, and non-deterministic choices. The private authentication protocol [3] and the various versions of the e-passport protocol [5] fall into our class.

This work is built upon a procedure that has been first described in [11]. However, non-trivial conditionals and non-determinism force two main generalizations: we need to consider sets of constraints instead of individual constraints and we need also to consider negative atomic constraints, for instance disequalities. This yields difficult technical problems, which we will describe, as well as their solutions.

2. Model

This section introduces our process calculus, by giving its syntax and its semantics. This calculus is close to the original applied pi calculus [2] but we consider a fixed set of cryptographic primitives, namely signatures, pairing, hash function, symmetric and asymmetric encryptions. Participants in a protocol are modeled as processes, and the communication between them is modeled by means of message passing.

2.1 Syntax

To describe processes, one starts with an infinite set of names \( N = \{a, b, \ldots, s, k, n, m, \ldots\} \) (which are used to model atomic data), an infinite set of (first-order) variables \( X^1 = \{x, y, \ldots\} \), and a set \( F \) of function symbols which is split into the set \( F_c \) of constructors and the set \( F_d \) of destructors. More specifically, we consider:

\[
\begin{align*}
F_c &= \{senc/2, aenc/2, pub/1, sign/2, vk/1, \langle \rangle /2, h/1\} \\
F_d &= \{sdec/2, ade/2, check/2, proj1/1, proj2/1\}.
\end{align*}
\]

This signature contains function symbols to model signature, pairing, hash function, symmetric and asymmetric encryptions. Terms are defined as names, variables, and function symbols applied to other terms. Let \( F \subseteq F_c \), \( N \subseteq N \) and \( V \subseteq X^1 \), the set of terms built from \( N \) and \( V \) by applying function symbols in \( F \) is denoted by \( T(F, N \cup V) \). We write \( vars^1(u) \) for the set of (first-order) variables occurring in a term \( u \). The term \( u \) is said to be a ground term if \( vars^1(u) = \emptyset \). We denote by \( s(u) \) the set of subterms of \( u \). The constructor terms, resp. ground constructor terms, are those in \( T(F_c, N \cup X^1) \), resp. in \( T(F_c, N) \). A ground constructor term is also called a message.

We model the properties of our cryptographic primitives by means of a term rewriting system. For instance, the first rule models the fact that the decryption of a ciphertext will return the associated plaintext when the right key is used to perform the decryption.

\[
\begin{align*}
senc(sdec(x, y), y) &\rightarrow x \\
sdec(aenc(x, pub(y)), y) &\rightarrow x \\
check(sign(x, y), vk(y)) &\rightarrow x
\end{align*}
\]

This term rewriting system is convergent. We denote by \( t \downarrow \) the normal form of \( t \). Moreover, to represent messages, we will only consider valid terms. A term \( u \) is valid, denoted valid\( (u) \), if \( v_j \) is a constructor term for any \( v \in s(u) \).

We now consider a set \( \mathcal{X}^2 = \{X, Y, \ldots\} \) of second-order variables and we write \( vars^2(\cdot) \) the function that returns the set of second-order variables occurring in its argument. A recipe is a term built on \( F_c, F_d \), a set of parameters \( AX = \{ax_1, \ldots, ax_n, \ldots\} \), that can be seen as pointers to the hypotheses (or known messages), and variables in \( X^2 \). As in the applied pi calculus, all the function symbols are public, i.e., available to the attacker. Moreover, names are excluded from recipes: names that are known to the attacker must be given explicitly as hypotheses. We denote by \( \Phi \) the set of recipes, i.e. \( \Phi = T(F_c, AX \cup X^2) \). A ground recipe \( \zeta \) is a recipe that does not contain variables \( vars^2(\zeta) = \emptyset \) but only parameters. We denote by \( param(\zeta) \) the set of parameters that occur in \( \zeta \). Intuitively, a ground recipe records the attacker’s computation. It is used as a witness of how some deduction has been performed.

It is well-known that replication leads to undecidability [19] thus, we consider processes without replication. The grammar of our plain processes is as follows:

\[
\begin{align*}
P, Q, R &::= 0 \\
P \mid Q \\
P + Q \\
\text{if } M_1 = M_2 \text{ then } P \text{ else } Q \\
\text{new } x. P \\
\text{out}(M, N). P
\end{align*}
\]

where \( M_1, M_2, M, N \) are terms, and \( x \) is a variable. We denote by \( fv(P) \) the free variables of \( P \). This notion is extended as expected to multiset of processes.

At a particular point in time, while engaging in one or more sessions of one or more protocols, an attacker may know a sequence of messages \( u_1, \ldots, u_n \). As in the applied pi calculus, such a sequence of messages is organized into a (concrete) frame \( \phi = \{ax_1 \triangleright u_1, \ldots, ax_n \triangleright u_n\} \) where \( u_1, \ldots, u_n \) are ground constructor terms. Its domain \( dom(\phi) \) is the set \( \{ax_1, \ldots, ax_n\} \) whereas its size \( |\phi| \) is the integer \( n \). A frame \( \phi \) defines a substitution \( \{ax \mapsto u | ax \in dom(\phi), ax \triangleright u \in \phi\} \).

**Definition 1.** A (concrete) process is a pair \( (P; \phi) \) where:

- \( \phi \) is a (concrete) frame; and
- \( P \) is a multiset of plain processes (defined above) such that \( fv(P) = \emptyset \).

Additionally, we require processes to be variable distinct, i.e. any variable is at most bound once.

**Example 1.** We consider a protocol given in [3] designed for transmitting a secret without revealing its identity to other participants. In this protocol, Alice is willing to engage in communication with Bob and wants to reveal its identity to Bob. However, Alice does not want to compromise its privacy by revealing its identity or the identity of Bob more broadly. The protocol works as follows:

\[
\begin{align*}
A \rightarrow B &::= aenc(\langle N_a, pub(A) \rangle, pub(B)) \\
B \rightarrow A &::= aenc(\langle N_b, \langle N_a, pub(B) \rangle \rangle, pub(A))
\end{align*}
\]
Continuing Example 1, we have that:

\[(\{\text{in}(u, x). P\} \uplus \mathcal{P}; \phi) \xrightarrow{\text{in}(x, c)} \{\text{P}(x \rightarrow t)\} \uplus \mathcal{P}; \phi \]

if \(\zeta, \xi \in \mathcal{T}(\mathcal{F}, \text{dom}(\phi))\), \(\xi \sigma = t, \xi \phi = u, \text{valid}(t), \text{and valid}(u)\) (IN)

\[(\{\text{out}(u, t). Q\} \uplus \mathcal{P}; \phi) \xrightarrow{\text{out}(x, \text{ax}_{\text{ax}+1})} \{\{Q\} \uplus \mathcal{P} \cup \{\{ax_{\text{ax}+1} \rightarrow t\}\} \}
\]

if \(\xi \in \mathcal{T}(\mathcal{F}, \text{dom}(\phi))\), \(\xi \phi = u, \text{valid}(t), \text{and valid}(u)\) (OUT)

where \(u = \text{aenc}(\langle c, \{n_b, \text{pub}(skb)\}\rangle, \text{pub}(ska))\) and for some plain process \(P_1\).

Considering the same sequence of reductions starting from the process \(\langle B(b, a') \rangle; \phi \rangle\) yields the process:

\[\{\{0\}; \phi \cup \{\text{ax}_8 \triangleright \text{aenc}(n_b, \text{pub}(skb))\}\}\]

Indeed, in such a situation, the equality test will be false and the “decoy” message will be sent.

Intuitively, two processes are equivalent if they cannot be distinguished by any active attacker. Equivalences can be used to formalize many interesting security properties, in particular privacy-type properties, such as those studied in [16]. However, proofs are difficult because of the universal quantification over all contexts. For this reason, we consider here trace equivalence that intuitively captures the same notion. First, we introduce a notion of intruder’s knowledge that has been extensively studied (see e.g. [1]).

**Example 2.** Consider the two concrete frames introduced in Example 2:

\[\phi_0 = \langle \text{ax}_8 \triangleright \text{aenc}(\langle c, \{n_b, \text{pub}(skb)\}\rangle, \text{pub}(ska))\rangle; \]
\[\phi'_0 = \langle \text{ax}_8 \triangleright \text{aenc}(n_b, \text{pub}(skb))\rangle; \]

Actually, they are in static equivalence. This is a non-trivial equivalence. Intuitively, there is no test that allows one to distinguish these two frames since the decryption key \(skb\) is not available and the message stored in \(\text{ax}_8\) can not be reconstructed (\(n_b\) is not available to the attacker).

Let \(A\) be the alphabet of actions for our semantics. For every \(u \in A^*\) the relation \(\xrightarrow{u}\) on concrete processes is defined in the usual way. For \(s \in (A \setminus \{\tau\})^*\), the relation \(\xrightarrow{s}\) on concrete processes is defined by: \((P_1; \phi_1) \xrightarrow{s} (P_2; \phi_2)\) if, and only if there exists \(w \in A^*\) such that \((P_3; \phi_3) \xrightarrow{w} (P_2; \phi_2)\) and \(s\) is obtained by erasing all occurrences of \(\tau\).

Let \(A = \langle P_1; \phi_1 \rangle\) be an intermediate process. We define the following set:

\[\text{trace}(A) = \langle \{s, \phi\} \mid (P_1; \phi_1) \Rightarrow (P_2; \phi_2) \text{ for some } (P_2; \phi_2)\rangle; \]

**Definition 3 (Trace equivalence \(\equiv_{\text{tr}}\)).** Let \(A\) and \(B\) be two concrete processes. The processes \(A\) and \(B\) are trace equivalent, denoted by \(A \equiv_{\text{tr}} B\), if for every \((s, \phi) \in \text{trace}(A)\) there exists \((s', \phi') \in \text{trace}(B)\) such that \(s = s'\) and \(\phi \sim \phi'\) (and conversely).

**Figure 1: Semantics**

First \(A\) sends to \(B\) a nonce \(N_a\) and its public key encrypted with the public key of \(B\). If the message is of the expected form then \(B\) sends to \(A\) the nonce \(N_a\), a freshly generated nonce \(N_b\) and its public key, all of this being encrypted with the public key of \(A\). Otherwise, \(B\) sends out a “decoy” message: \(\text{aenc}(N_b, \text{pub}(B))\). This message should basically look like \(B\)’s other message from the point of view of an outsider. This is important since the protocol is supposed to protect the identity of the participants.

A session of role \(B\) played by agent \(b\) with agent \(a\) can be modeled by the plain process \(B(b, a)\) where \(N = \text{aenc}(y, \text{skb})\). Note that \(B\) is not given the value \(skb\) but is directly given the value \(\text{pub}(skb)\), that is the public key corresponding to \(A\)’s private key.

\(B(b, a) \defeq \langle\langle n_b, \text{in}(c, y) \rangle \rightarrow \text{out}(c, \text{aenc}(\langle \text{proj}_1(N), n_b, \text{pub}(skb)\rangle), \text{pub}(ska))\rangle, 0\rangle\)

Intuitively, this protocol preserves anonymity if an attacker cannot distinguish whether \(b\) is willing to talk to \(a\) (represented by the process \(B(b, a)\)) or willing to talk to \(a'\) (represented by the process \(B(b, a')\)), provided \(a, a'\) and \(b\) are honest participants. For illustration purposes, we also consider the process \(B'(b, a)\) obtained from \(B(b, a)\) by replacing \(\text{out}(c, \text{aenc}(\langle \text{proj}_1(N), n_b, \text{pub}(skb)\rangle), \text{pub}(ska))\). 0\) by else \(0\). We will see that the “decoy” message plays a crucial role to ensure privacy.

A (concrete) process representing a session in which \(b\) plays \(B\) with \(a\) is \(\langle P_0; \phi_0\rangle\) where \(P_0 = B(b, a)\), and

\[\phi_0 = \langle \text{ax} \triangleright c, \text{ax} \triangleright a, \text{ax} \triangleright a', \text{ax} \triangleright b, \text{ax} \triangleright \text{pub}(ska), \text{ax} \triangleright \text{pub}(ska'), \text{ax} \triangleright \text{pub}(skb)\rangle\]

The purpose of \(\phi_0\) is to disclose the names of the agents and their public keys in order to make them available to the attacker.

### 2.2 Semantics

The operational semantics of processes is defined by the relation \(\xrightarrow{\sigma}\) for which some rules are described in Figure 1. Of course, we have also some rules to deal with conditionals, internal communications, and choice operators. This relation transforms a concrete process into a concrete process. Note that the output of a term \(t\) is made “by reference” using the next parameter \(\text{ax}_{\text{ax}+1}\). Moreover, we check the validity of the terms that have to be evaluated during the execution. Note also that, when we authorize arbitrary terms for channels, we have to check whether the channel is known by the attacker or not.

**Example 2.** Continuing Example 1, we have that:

\[\langle P_0; \phi_0 \rangle \defeq \langle \{B(b, a)\}; \phi_0 \rangle \xrightarrow{\text{in}(ax_1, \text{aenc}(ax_{\text{ax}}, ax_{\text{ax}+2}))} \langle \{P_1\}; \phi_0 \rangle \xrightarrow{\text{out}(ax_1, ax_2)} \langle \{0\}; \phi_0 \cup \{\text{ax}_8 \triangleright u\} \rangle\]
EXAMPLE 4. Continuing Example 1, we have that:
\[(\{B(b, a)\}; \phi_0) \cong (\{B(b, a')\}; \phi_0)\].

Again, this is a non-trivial equivalence that illustrates the anonymity property. However, as noticed in [14], the “decoy” message plays an important role. Indeed, considering now the process \(B'(b, a)\), we have that:
\[(\{B'(b, a)\}; \phi_0) \neq (\{B'(b, a')\}; \phi_0)\].

This can be easily shown by considering the sequence of actions
\[s = (ax_1, aenc((ax_1, ax_3), ax_7)) \cdot \text{out}(ax_1, ax_3)\]. We have that \((s, \phi_1) \in \text{trace}((\{B'(b, a)\}; \phi_0))\) (as in Example 2). However, this sequence does not exist for \((\{B'(b, a')\}; \phi_0)\).

Now, we are able to state our main result:

**Theorem 1.** Let \(A\) and \(B\) be two concrete processes. The problem whether \(A\) and \(B\) are trace equivalent is decidable.

## 3. Symbolic Semantics

In this section, we propose a symbolic semantics for our calculus following e.g. [8]. By treating inputs symbolically, our symbolic semantics avoids potentially infinite branching of execution trees due to inputs from the environment. Correctness is maintained by associating each process a set of constraints on terms. We then define symbolic trace equivalence which is shown to be sound and complete with respect to concrete trace equivalence.

### 3.1 Initial constraint systems

An (initial) constraint system represents the possible executions of a protocol once an interleaving has been fixed.

**Definition 4.** An initial constraint system is either \(\perp\) or a tuple \((\Phi; D; E)\) where:

1. \(\Phi\) is a sequence of the form \(\{ax_1 \vdash v_1, \ldots, ax_m \vdash v_m\}\) where \(v_1, \ldots, v_m\) are terms;
2. \(D\) is a sequence of deducibility constraints
   \[
   X_1, i_1 \supseteq u_1 \land \ldots \land X_n, i_n \supseteq u_n \quad \text{where}
   \]
   \[
   \bullet \quad X_1, \ldots, X_n \text{ are distinct second-order variables,}
   \]
   \[
   \bullet \quad u_1, \ldots, u_n \text{ are terms, and } 0 \leq i_1 \leq \ldots \leq i_n \leq m;
   \]
   \[
   \bullet \quad \text{for every } 0 \leq k \leq m, \text{ vars}^1(E) \subseteq \{u_1, \ldots, u_n\}.
   \]
3. \(E\) is a conjunction of equations and disequations between terms such that vars \((E) \subseteq \{u_1, \ldots, u_n\}\).

Note that each variable \(x\) occurs first in a deducibility constraint whose right member is exactly \(x\). We also assume that the variables that occur in \(E\) have been introduced in a deducibility constraint. This allows us to ensure that once the ground recipes associated to the second order variables are fixed, then the values of the first-order variables are uniquely determined.

Note also that all the variables that occur in such a system are free. The variables \(X_i\) represent the recipes that might be used to deduce the right-hand side of the deducibility constraint. The indices indicate the support of the variable, i.e. which initial segment of the frame can be used. Note that \(\Phi\) is not a concrete frame: the terms \(v_1, \ldots, v_m\) are not necessarily ground and may contain some destructors.

**Definition 5.** A solution of an initial constraint system \(C = (\Phi; D; E)\) consists of a substitution \(s\) mapping vars \((C)\) to ground constructor terms and a substitution \(\theta\) mapping vars \((C)\) to ground recipes such that:

- for every \(ax_i \vdash v_i\) in \(\Phi\), we have that valid \((v_i, s)\);
- for every \(X_i, j \vdash u_i\) in \(D\), param \((X_i, \theta)\) \(\subseteq\) \{\(ax_1, \ldots, ax_j\}\), valid \((u_i, s)\), and \(X_i, \theta(\Phi)\) \(\subseteq\) \{\(ax_1, \ldots, ax_j\)\}, \(\upsilon s_{\downarrow}\);
- for every equation \(u \equiv v\) in \(E\), valid \((\upsilon)\), valid \((\sigma)\), and \(\upsilon s_{\downarrow} = \upsilon s_{\downarrow}^\downarrow\);
- for every disequation \(u \not\equiv v\) in \(E\), \(\neg\text{valid}(\upsilon)\), or \(\neg\text{valid}(\sigma)\), or \(\upsilon s_{\downarrow} \neq \upsilon s_{\downarrow}^\downarrow\).

We denote by \(\text{Sol}(C)\) the set of solutions of \(C\). By convention, we have that \(\text{Sol}(\perp) = \emptyset\).

Let \(C\) be an initial constraint system and \(\theta\) be a substitution such that \((\sigma, \theta) \in \text{Sol}(C)\) for some \(\sigma\). Note that once \(\theta\) is fixed, the associated substitution \(s\) is uniquely defined.

**Example 5.** Let \(C_1 = (\Phi_1; D_1; E_1)\) where:

- \(\Phi_1 = \phi_0 \cup \{ax_1 \vdash v_1\}\) where \(v_1\) is equal to \(\text{aenc}(\text{proj}(\text{adec}(y, skb)), \text{pub}(\text{skb}))\);
- \(D_1 = \{X, 7 \vdash c; Y, 7 \vdash y; Z, 7 \vdash c\};\) and
- \(E_1 = \{\text{proj}(\text{adec}(y, skb)) \equiv \text{pub}(\text{skb})\}\).

\(C_1\) is an initial constraint system. We can check that \((\sigma, \theta) \in \text{Sol}(C_1)\) where:

- \(\theta = (\{X \rightarrow ax_1, Y \rightarrow aenc((ax_1, ax_3), ax_7), Z \rightarrow ax_1\};\)
- \(\sigma = \{y \rightarrow aenc(c, \text{pub}(\text{skb}))\}\).

The structure of an initial constraint system \(C = (\Phi; D; E)\) is given by \(\{(X, i) \mid X, i \vdash u \in D\text{ for some } u\}\), and \(\text{dom}(\Phi)\). We are now able to define our notion of symbolic equivalence between sets of initial constraint systems. This notion will be useful later on to define our notion of symbolic trace equivalence (see Section 3.2). The remaining of this paper is entirely devoted to the problem of deciding this notion of symbolic equivalence.

**Definition 6.** Let \(\Sigma\) and \(\Sigma'\) be two sets of initial constraint systems having the same structure. We have that \(\Sigma \cong_{\text{init}} \Sigma'\) if for all \(C \in \Sigma\), for all \((\sigma, \theta) \in \text{Sol}(\Sigma)\), there exists \(C' \in \Sigma'\) and a substitution \(\sigma'\) such that \((\sigma', \theta) \in \text{Sol}(\Sigma')\) and \(\Phi_{\downarrow} \approx \sim \Phi'_{\downarrow}\) where \(C = (\Phi; D; E)\), and \(C' = (\Phi'; D'; E')\) (and conversely).

### 3.2 Symbolic calculus

From a concrete process \((\mathcal{P}; \phi)\) we compute the set of initial constraint systems capturing its possible executions, starting from the symbolic process \((\mathcal{P}; \phi; \psi; \theta)\).

**Definition 7.** A symbolic process is a tuple \((\mathcal{P}; \Phi; D; E)\):

- \(\mathcal{C} = (\Phi; D; E)\) is an initial constraint system; and
- \(\mathcal{P}\) is a multiset of plain processes with \(\mathcal{P}(\mathcal{P}) \subseteq \text{vars}^1(C)\).

The semantics of symbolic processes is defined by the relation \(\xrightarrow{s}\), for which some rules are described in Figure 2. This relation transforms a symbolic process into a symbolic process. The aim of this symbolic semantics is to avoid the infinite branching due to the inputs of the environment. This is achieved by keeping variables rather than input terms. The constraint system gives a finite representation of the value that these variables are allowed to take. As in our concrete semantics, we define \(\xrightarrow{s}\), and \(\xrightarrow{\ast}\).
Let \( A = (P_A; \phi_A) \) and \( B = (P_B; \phi_B) \) be two concrete processes. They are in symbolic trace equivalence if for every sequence \( tr_s \) of symbolic actions, we have:

\[
\{(\Psi_A'; D_A'; E_A') \mid (P_A; \phi_A; \emptyset) \xrightarrow{tr_s} (P_A'; \Psi_A; D_A'; E_A')\} \\
\{(\Psi_B'; D_B'; E_B') \mid (P_B; \phi_B; \emptyset) \xrightarrow{tr_s} (P_B'; \Psi_B; D_B'; E_B')\} \\
\approx_{\text{init}}
\]

We can show that symbolic trace equivalence exactly captures trace equivalence.

DEFINITION 2. Let \( A = (P_A; \phi_A) \) and \( B = (P_B; \phi_B) \) be two concrete processes. They are in trace equivalence if, and only if, they are in symbolic trace equivalence.

Now, since the symbolic transition system is finite, we only have to show that symbolic trace equivalence is decidable. However, for processes with non-trivial branching, the sets of constraints in Definition 8 are not reduced to singletons: we have to consider sets (disjunctions) of contraints.

EXAMPLE 6. Actually, the system \( C_1 \) (see Example 5) is one of the constraint systems obtained by applying our symbolic rules on \( \langle P_0; \phi_0; \emptyset; \emptyset \rangle \) and considering \( tr_s = \text{in}(X, Y) \cdot \text{out}(Z, ax_8) \). The other one (for the same sequence \( tr_s \)) is \( C_2 = (\Psi_2; D_2; E_2) \) where \( D_2 = D_1 \).

\[ \Phi_2 = \phi_0 \cup \{ ax_8 \leadsto \text{aenc}(\text{nt}, \text{pub}(skb)) \} \]

\[ E_2 = \{ \text{proj}_2(\text{adec}(y, skb)) \neq \text{pub}(ska) \} \]

For the same sequence \( tr_s \), similar constraint systems, denoted \( C'_1 \) and \( C'_2 \), can be derived for the process \( \{\text{in}(Z, ax_8)\} \). The occurrences of \( skb \) will be replaced by \( ska' \).

To establish symbolic trace equivalence between the processes \( \{\text{in}(X, Y)\} \cdot \{\text{out}(Z, ax_8)\} \), we need to check that \( \{C_1, C_2\} \approx_{\text{init}} \{C'_1, C'_2\} \).

4. FRAMEWORK

Our procedure for deciding symbolic equivalence between sets of constraint systems requires a slightly different setting from the one introduced in Section 3. Therefore, we adapt and generalize several notions and definitions. In particular, our algorithm (see Section 5) considers constructor terms only. In this section, we show how to get rid of destructor symbols and of some recipes, and we prove that our new notion of symbolic equivalence coincides with the one introduced in Section 3 on sets of initial constraint systems.

4.1 Frames

The purpose of a frame is to record the sequence of messages (or terms in a symbolic execution) that have been sent by the participants of the protocol. We extend this notion to record some additional information on attacker’s deductions. Typically the element \( \text{sdec}(X, \zeta), i \vdash u \) records that, using a decryption with the recipe \( \zeta \), on top of a recipe \( X \), allows one to get \( u \) (at stage \( i \)). After recording this information in the frame, we may forbid the attacker to use a decryption on top of \( X \), forcing him to use this “direct access” from the frame.

DEFINITION 9 (FRAME). A (ground) frame \( \Phi \) is a sequence \( \Phi = \{\zeta_1, i_1 \vdash u_1, \ldots, \zeta_n, i_n \vdash u_n\} \) where:

- \( \zeta_1, \ldots, \zeta_n \) are (ground) recipes;
- \( i_1, \ldots, i_n \) are integers; and
- \( u_1, \ldots, u_n \) are (ground) constructor terms.

The domain of the frame \( \Phi \) is \( \text{dom}(\Phi) = AX \cap \{\zeta_1, \ldots, \zeta_n\} \). It must be equal to \( \{ax_1, \ldots, ax_m\} \) for some \( m \) that is called the size of \( \Phi \).

Such a frame \( \Phi \) defines a substitution on \( \text{dom}(\Phi) \).

In order to restrict the set of recipes we have to work with, we define the following set \( \Pi_\Phi \):

\[ \Pi_\Phi = \{\xi \in \Pi \mid g(\xi, \ldots, \xi_n) \in \text{st}(\xi) \text{ for some } g \in \mathcal{F}_d \} \]

where \( \text{Top}(u) \) denotes the root symbol of \( u \).

For instance, \( \text{sdec}(\text{aenc}(ax_1, ax_1), ax_2) \) is not in \( \Pi_\Phi \). When checking static equivalence (resp. symbolic equivalence) between frames (constraint systems) that only contain constructor terms, we can restrict ourselves to consider only recipes that are in \( \Pi_\Phi \). Thus, in the remainder, we will only consider recipes in \( \Pi_\Phi \).

4.2 Constraint systems

We slightly generalize the constraint systems introduced in Section 3. Let us explain how and why. According to Section 3, we need to decide symbolic equivalence of sets (disjunctions) of constraint systems, e.g. \( \{C_1, C_2\} \approx \{C'_1, C'_2\} \). We cannot split these sets and consider instead sets of pairs, because the solutions of, say, \( C_1 \) might be covered by both \( C'_1 \) and \( C'_2 \), and, conversely, some solutions of \( C'_1 \) might correspond to solutions of \( C_2 \). Now, if we wish to apply a transformation rule, to one of the component, say \( C_1 \), our choice must be consistent with the transformation performed on the other components \( C_2, C'_1, C'_2 \). For instance if we guess that a key is deducible in \( C_1 \) using a recipe \( \xi \), we must consistently use \( \xi \) in the constraints \( C'_1, C'_2 \), and in turn in \( C_2 \). In summary, we need to make this choice for the whole pair of sets. Now, if the key is assumed to be non-deducible in \( C_1 \), this must also be recorded in the other components. In short, we need to split the solutions into disjoint sets for every component. This yields negative constraints, typically a constraint that states that a key is not deducible.

In summary, we extend the constraints, adding some negative information.

DEFINITION 10 (CONSTRAINT SYSTEM). It is either \( \bot \) or a tuple \( (\Phi; D; E; E_s; \text{ND}) \) where:
1. Φ is a frame, whose size is some m;

2. D is a sequence X_1, i_1 ⊲ u_1; : : : ; X_n, i_n ⊲ u_n where
   • X_1, : : : , X_n are distinct second-order variables, u_1, : : : , u_n are constructor terms, and we have that
     0 ≤ i_1 ≤ : : : ≤ i_n ≤ m.
   • for every ξ, i ⊲ u in Φ, \text{vars}^1(u) ⊆ \bigcup_{j<i} \text{vars}^1(u_j);

3. E = \bigwedge_k u_k ⊲ v_k ∧ \bigwedge_i \forall \xi_i [V_j u_{i,j} ⊲ v_{i,j}] where the terms u_k, v_k, u_{i,j} and v_{i,j} are constructor terms.

4. E_r = \bigwedge_i \xi_i ⊲ Σ_i ∧ \bigwedge_j \xi_j ⊲ Ω_j ∧ \bigwedge_k \text{Top}(\beta_k) ⊲ f_k where Σ_i, Σ_j, ξ_i, ξ_j, β_k are recipes in Π_r and f_k are constructor symbols.

5. ND = \bigwedge_i \forall \xi_i [u_i ⊲ v_i ∨ \bigvee_j k_{i,j} ⊲ u_{i,j}] where u_i, v_i, u_{i,j} are constructor terms and 0 ≤ k_{i,j} ≤ m.

In Section 2, we define \text{vars}^1(\Sigma) as the set of all first order variables that occur in C. With this extended definition of a constraint system, the set \text{vars}^1(\Sigma) will denote the free variables that occur in C, i.e. those that do not occur explicitly under a forall quantification.

In order to define the notion of solution for such a constraint system, we first have to give the semantics of the formulas ND and E. The formulas ND and E are logic formulas built upon elementary formulas using classical connectives. The semantics for the elementary formulas are given below and is extended as expected to general formulas. Let θ be a substitution mapping \text{vars}^2(C) to ground terms, and be a substitution mapping \text{vars}^1(C) to ground constructor terms. We have that:

- \sigma ∪ (i ⊲ u) if \xi \sigma ⊲ u ⊲ Φ for any ground recipe ξ ∈ Π_r with \text{param}(\xi) ⊆ \{ax_1, : : : , ax_n\};
- σ ⊲ u if i ⊲ u and u ⊲ Φ;
- θ ∈ Σ_i (resp. θ ∈ Σ_j) if ξ_1θ = ξ_2θ (resp. ξ_1θ = ξ_2θ);
- θ ⊲ \text{Top}(\xi) if θ ⊲ \text{Top}(\xi) = f.

**Definition 11.** A solution of C = (Φ; D; E; E_r; ND) consists of a substitution σ mapping \text{vars}^1(C) to ground constructor terms and a substitution θ mapping \text{vars}^2(C) to ground recipes in Π_r, such that:

1. for every X_i, j ⊲ u, in D, we have that X_i \sigma = u_{i,j} and \text{param}(X_i θ) ⊆ \{ax_1, : : : , ax_n\};
2. σ ⊲ ND ∧ E and θ ⊲ E_r.

We denote by \text{Sol}(C) the set of solutions of C. By convention, \text{Sol}(\bot) = \emptyset.

The structure of a system C = (Φ; D; E; E_r; ND) is given by E_r, \{(X, i) | X, i ⊲ u ∈ D\}, and \{(ξ, i) | ξ, i ⊲ u ∈ Φ\}. Two constraint systems C and C' have the same structure if their underlying structure are equal.

For this generalized notion of constraint systems, we can define the notion of symbolic equivalence accordingly.

**Definition 12.** Let Σ and Σ' be two sets of constraint systems having the same structure. We have that Σ ≈ Σ' if for all C ∈ Σ, for all (σ, θ) ∈ \text{Sol}(C), there exists C' ∈ Σ' and a substitution σ' such that (σ', θ) ∈ \text{Sol}(C') and \text{Sol}(C) = (Φ; D; E; E_r; ND), and C' = (Φ; D; E; E_r'; ND') (and conversely).

Note also that given an initial constraint system C_0 = (Φ_0; D_0; E_0) that may contain some destructors, we can transform it into an "equivalent" constraint system C = (Φ; D; E; E_r; ND) (without destructors) in the sense that:

- for every (σ_0, θ) ∈ \text{Sol}(C_0) with recipes in Π_r, there exists (σ, θ) ∈ \text{Sol}(C) such that Φ_0σ_0 ⊲ = Φσ ⊲ Φ_0 and
- for every (σ, θ) ∈ \text{Sol}(C), there exists (σ_0, θ) ∈ \text{Sol}(C_0) such that Φ_0σ_0 ⊲ = Φσ ⊲ Φ_0.

Roughly, the transformation consists in guessing the possible reductions, in the spirit of [13]. We write Tr(C_0) to denote the result of applying the transformation to C_0.

**Example 7.** Going back to the initial constraint system C_1 (resp. C_2) described in Example 5 (resp. Example 6), the constraint system Tr(C_1) is obtained from C_1 by applying the substitution \{y → aec(y', pub(ska))\} (and normalizing the result) whereas Tr(C_2) is obtained from C_2 by replacing its disequation with ∀y' · y ≠ aec(y', pub(ska)) pub(skb). Note that in both cases, we get rid of all the destructors.

**Proposition 1.** Let Σ = \{C_1, : : : , C_n\}, Σ' = \{C'_1, : : : , C'_m\} be two finite sets of initial constraint systems. We have that:

\text{Sol}(\Sigma) ≈ \text{Sol}(\Sigma') if and only if \text{Sol}(\Sigma) = \text{Sol}(\Sigma') for all C ∈ Σ.

5. **Algorithm**

The main result of this section is a decision procedure for symbolic equivalence between sets of constraint systems obtained by applying our transformation Tr(·) on sets of initial constraint systems.

**Theorem 3.** Given two sets Σ, Σ' of initial constraint systems, it is decidable whether \{Tr(·) | C ∈ Σ\} ≈ \{Tr(·') | C' ∈ Σ'\}.

Our decision algorithm works by rewriting pairs of sets of constraint systems, until a trivial failure or a trivial success is found. These rules are branching: they rewrite a pair of sets of constraint systems into two pairs of sets of constraint systems. Transforming the pairs of constraints therefore builds a binary tree. Termination requires to follow a particular strategy that is explained in Section 5.3. The transformation rules are sound: if all leaves are success leaves, then the original pair of sets of constraint systems is equivalent. They are finally complete: if the two original sets of constraint systems are equivalent then all the leaves are success leaves.

**5.1 Transformation rules**

The transformation rules are displayed in Figure 3 for a single constraint system (we only write the components of the constraint systems that are modified during an application of an instance of a rule). Since we intend to decide symbolic equivalence between two sets of constraint systems, we will then explain how to apply these transformation rules in such a setting (see Section 5.2).

The CONS rule simply guesses whether the top symbol of the recipe is a constructor f. Either it is, and then we can split the
Transformation rules for satisfiability:

\[ \text{CONS}(X, f) : X, i \vdash t ; E; E_r \quad \quad \quad X_1, i \vdash x_1; \cdots ; X_n, i \vdash x_n ; E \land t \vdash f(x_1, \ldots , x_n); E_r \land X \vdash f(X_1, \ldots , X_n) \]

where \( x_1, \ldots , x_n, X_1, \ldots , X_n \) are fresh variables.

\[ \text{AXIOM}(X, \xi) : X, i \vdash \eta ; E; E_r \quad \quad \quad X, i \vdash \eta ; E; E_r \land X \vdash \xi \]

If \( (\xi, j \triangleright v) \in \Phi \) and \( i \geq j \).

\[ \text{DEST}(\xi, l \rightarrow r, i) : E; ND \quad \quad \quad E; ND \land \forall \bar{x} : [v \neq u_1 \lor i \not\vdash u_2 \lor \cdots \lor i \not\vdash u_n] \]

Additional transformation rules for static equivalence:

\[ \text{EQ-LEFT-LEFT}(\xi_1, \xi_2) : E \quad \quad \quad E \land u_1 \not\vdash u_2 \]

If \( (\xi_1, i_1 \triangleright u_1), (\xi_2 \triangleright u_2) \in \Phi \) for some \( u_1, u_2, i_1, i_2 \).

\[ \text{EQ-LEFT-RIGHT}(\xi_1, X_2) : E \quad \quad \quad E \land u_1 \not\vdash u_2 \]

If \( (\xi_1, i_1 \triangleright u_1) \in \Phi \) and \( (X_2, i_2 \not\vdash u_2) \in D \) for some \( u_1, u_2, i_1, i_2 \) such that \( i_2 < i_1 \).

\[ \text{EQ-RIGHT-RIGHT}(X, \xi) : X, i \vdash \eta ; E; E_r \quad \quad \quad E \land u \not\vdash v ; E_r \]

\[ \quad X, i \vdash \eta ; E \land u \not\vdash v ; E_r \quad \quad \quad X, i \vdash \eta ; E \land u \not\vdash v ; E_r \]

where \( \xi \in \mathcal{T}(\mathcal{F}_{z}, \text{dom}(\alpha)) \) and \( v = \xi \alpha \) with \( \alpha = (Y \mapsto u \mid (Y, j \not\vdash u) \in D \land j \leq i) \).

\[ \text{DED-ST}(\xi, f) : E; ND \quad \quad \quad X_1, m \vdash x_1; \cdots ; X_n, m \vdash x_n; E \land u \not\vdash f(x_1, \ldots , x_n); ND \]

\[ \quad E; ND \land \forall \bar{x} : [u \neq f(x_1, \ldots , x_n) \lor m \not\vdash x_1 \lor \cdots \lor m \not\vdash x_n] \]

If \( (\xi, i \triangleright u) \in \Phi \). The sequences \( \bar{x} \stackrel{\text{def}}{=} x_1, \ldots , x_n \), and \( X_1, \ldots , X_n \) are sequences of fresh variables and \( m \) denotes the size of \( \Phi \).

All rules assume that the equations have a mgu that is eagerly applied to the resulting constraint, that the disequations have been simplified.

Moreover, if there exists a constraint \( X, i \not\vdash u \) with \( u \not\in X^i \) and on which the rule CONS and AXIOM cannot be applied on it, and the rule DEST can not be applied anymore, then we replace \( C \) with \( \bot \).

Figure 3: Transformation rules
Consider the constraint systems \(\Sigma\), not constraint system to another without any additional checks. This leads us to the pairs \((\perp, C'_1)\) and \((C'_2; \Sigma'_2)\) where:

- \(C'_2 = (\Phi_0; D_0; x \not\equiv h(y) \land x \not\equiv y; \emptyset; \emptyset)\); and 
- \(C'_2 = \perp\) since the disequations will be trivially not satisfied.

These two constraint systems are not in symbolic equivalence.

Now, to ensure that we will reach such a solved form in which all the disequations are matched, the rule EQ-RIGHT-RIGHT plays an important role.

**EXAMPLE 10.** Consider the two constraint systems:

- \(\mathcal{C} = (\Phi_0; D_0; x \not\equiv h(y) \land x \not\equiv y; \emptyset; \emptyset)\);
- \(\mathcal{C}' = (\Phi_0; D_0; \emptyset; \emptyset)\)

where \(\Phi_0 = \{ax_1; 1 \triangleright a\}\) and \(D_0 = \{x_1 \triangleright x; y_1 \triangleright y\}\).

We could apply CONS replacing \(x\) with \(h(x')\) to simplify the disequation \(x \not\equiv h(y)\) into \(x' \not\equiv y\). However, this operation will transform the other disequation, namely \(x \not\equiv y\), into \(h(x') \not\equiv y\). Consequently, one of the resulting pairs would be made up of two systems on which the CONS rule is again applicable. Instead of this, since the disequation \(x \not\equiv h(y)\) does not contain any name, it can be matched to the other system, so we apply EQ-RIGHT-RIGHT. This leads us to the pairs \((\perp, C'_1)\) and \((C'_2; \Sigma'_2)\) where:

- \(C'_2 = (\Phi_0; \{Y \triangleright y\}; x \not\equiv h(y); x \equiv h(Y); \emptyset)\); and 
- \(C'_2 = (\Phi_0; D_0; x \not\equiv h(y); \emptyset; \emptyset)\).

From the pair \((\perp, C'_1)\) we will conclude that symbolic equivalence does not hold. Regarding the pair \((C'_2; \Sigma'_2)\), we can go on and reach a solved form by applying EQ-RIGHT-RIGHT obtaining again two pairs of constraint systems. The first one will be of the form \((\perp, C'_4)\) and the second one will contain two systems in which all the disequations are matched.

### 5.2 How to apply the rules

We explain here how the transformation rules can be used on a pair of sets of constraint systems, assuming that all the constraint systems have the same structure. Actually, the basic idea is to apply the same transformation rule (with the same parameters) on each constraint system. Note that, the parameters of a transformation rule only depend on the structure of the underlying constraint system. Thanks to this, the simultaneous application of a transformation rule can be defined in a natural way. It consists of applying the same instance of the transformation rule on each constraint system that occurs in the two sets. So an application of a rule on a pair \((\Sigma, \Sigma')\) of sets of constraint systems will result in two pairs \((\Sigma_1, \Sigma'_1)\) and \((\Sigma_2, \Sigma'_2)\) Let \((\Sigma, \Sigma')\) be a pair of sets of constraint systems having the same structure. Let \(\Sigma = \{C_1, \ldots, C_k\}\), \(\Sigma' = \{C'_1, \ldots, C'_k\}\), and \(R\) be an instance of a transformation rule. An application of \(R\) on the pair \((\Sigma, \Sigma')\) yields two pairs \((\Sigma_1, \Sigma'_1)\) and \((\Sigma_2, \Sigma'_2)\) such that:

- \(\Sigma_i = \{C_i, \ldots, C_{i,k}\}\) for \(i = 1, 2\); and 
- \(\Sigma'_i = \{C'_i, \ldots, C'_{i,k}\}\) for \(i = 1, 2\).

where \((C_{1,j}, C_{2,j})\) (resp. \((C'_{1,j}', C'_{2,j}')\)) is the pair of constraint systems obtained by applying \(R\) on \(C_j\) (resp. \(C'_j\)).

Actually, deciding symbolic equivalence between two sets raises two main issues:
• matching an existing solution from one set to the other;
• and deciding whether the two resulting frames are statically equivalent or not.

When checking static equivalence, we have to check that the same equalities hold in both resulting frames. So, in order to develop a simple test on leaves, it is important to gather the two resulting sets of constraint systems when the rule is used to check static equivalence on the resulting frames. This leads us to consider matrices of constraint systems and two kinds of applications for our rules: internal and external. An external application will apply a rule on the whole matrix while an internal application will apply a rule on one particular line (the same in both matrices) replacing this line with two new lines.

**Example 11.** Consider the following example where there is no deducibility constraint. The idea is to simply check whether static equivalence holds between sets of frames. Let \( \Phi_1 = \{ ax_1, 1 \geq k, ax_2, 2 \geq a \} \) and \( \Phi_2 = \{ ax_1, 1 \geq k, ax_2 \triangleright senc(a, k) \} \). We consider the systems \( C_i = (\Phi_i; \emptyset; \emptyset; \emptyset) \) for \( i = 1, 2 \). Now, we want to check whether \( (C_1, C_2) \equiv (C_2, C_1) \). Actually, symbolic equivalence does not hold since \( \Phi_1 \not\equiv \Phi_2 \). However, applying \text{DEST}, the only rule that can be applied, will result in the pairs:

\[
(\perp, C_1), \ (C_2), \ (C_2'), \ (C_2')'
\]

where \( C_i' \) (resp. \( C_i'' \)) are obtained from \( C_1 \) (resp. \( C_2 \)) by adding the non-deducibility constraints:

- \( \forall x, y \cdot [a \not\equiv \text{senc}(x, y) \lor \not\equiv y) \in C_i' \);
- \( \forall x, y \cdot [\text{senc}(a, k) \not\equiv \text{senc}(x, y) \lor \not\equiv y) \in C_i'' \).

Note that no transformation rule is applicable on this pair. It is easy to see that symbolic equivalence holds for the first pair. Actually, symbolic equivalence also holds on the second pair taking into account the non-deducibility constraints. However, we do not want to solve these non-deducibility constraints. Instead, we apply \text{DEST} internally, obtaining one leaf of the form:

\[
\left( \perp, C_1', C_2', C_2'' \right).
\]

Then, on the leaves, we check that for each column of one matrix, there exist a column in the other matrix on which the constraint systems have the same status, i.e. \( \perp \) or not. Here, this test will trivially fail on our unique leaf allowing us to conclude that the two original sets \( \{C_1, C_2\} \) and \( \{C_2, C_2\} \) are not in symbolic equivalence.

### 5.3 Strategy

Applying blindly the transformation rules does not always terminate (see [11] for an example). As in [11], to avoid non-terminating behaviors, we fix one of the constraint systems, reduce it until reaching a “pre-solved form” (distinct variables in the right-hand sides of the deducibility constraints), and then move to the next system. Solving the second system does preserve the property on the first one. In this way we can reach constraint systems in “pre-solved” form.

This is however sufficient: because of the disequations, it might be not so easy to decide the equivalence of such sets (or matrices) of constraint systems (see Example 8). Therefore, we further apply some transformation rules, that allow to simplify the disequations. For this second phase, we only need the rules \text{CONS}, \text{AXIOM}, \text{EQ-RIGHT-RIGHT}. \text{CONS} is restricted to the situations in which there is a disequation \( x \neq u \) and either \( u \) is not a name and contains a name, or else \( u \) is not a variable and contains a universally quantified variable. There is still one difficulty, because, as before, we may get a non terminating behavior.

**Example 12.** We consider a constraint system in “pre-solved” form such that:

\[
E = [x_1 \not\equiv y \lor x_2 \not\equiv a] \land y \not\equiv (x_1, x_2), b).
\]

For sake of simplicity, we do not described \( \Phi \) and \( D \). We simply assume that the frame contains the terms \( a \) and \( b \). First, we apply \text{AXIOM} on \( x_2 \) (with \( a \)), on one branch we will obtain \( x_1 \not\equiv y \land y \not\equiv (x_1, a), b) \). Then, applying \text{CONS} twice, we obtain \( x_1 \not\equiv (y_1, y_2), y_3) \land y_1 \neq x_1 \lor y_2 \neq a \lor y_3 \neq b \). Lastly, applying \text{AXIOM} on \( y_3 \) (with \( b \)), we obtain

\[
x_1 \not\equiv (y_1, y_2), b) \land y_1 \not\equiv x_1 \lor y_2 \neq a
\]

getting back to the original set of disequations.

We therefore use the following strategy:

\[
((\text{CONS} \lor \text{EQ-RIGHT-RIGHT}) \lor \text{AXIOM}))
\]

where the exclamation mark means “as long as possible”. This allows us in particular to avoid the non-terminating behavior described in Example 12. Now, we claim that irreducible constraints contain only disequations \( x \neq u \) where \( u \) does not contain names or universally quantified variables and that the transformations are terminating.

The termination argument is as follows: \text{EQ-RIGHT-RIGHT} allows to “externalize” the disjunctions, splitting disjunctive constraints, each of which will appear in different matrices. Then, \text{CONS} will allow to decrease the heights of names and universally quantified variables. Finally, these measures may increase with \text{AXIOM}, but then the replacement substitutes a variable with support \( i \) with terms that only contain variables, whose support is strictly smaller than \( i \). Furthermore, all these rules will keep the deducibility constraints in pre-solved form.

### 5.4 Correctness

The transformation rules yield a finite tree labeled with pairs of matrices of constraint systems. As briefly explained in Example 11, our test on the leaves consists of checking that for each column in one matrix, there exists a column in the other matrix such that each constraint system has the same status. We say that \( \text{LeafTest}(M, M') = \text{true} \) when this syntactic test holds on the leaf \( M, M' \). Otherwise, we say that \( \text{LeafTest}(M, M') = \text{false} \).

**Proposition 2.** Let \((\Sigma_0, \Sigma_1)\) be a pair of sets of constraint systems obtained by applying our transformation \( \text{Tr} \) on sets of initial constraint systems, and consider a binary tree obtained by following the strategy described in Section 5.3.

- **soundness:** If all leaves of a tree are labeled with \((M, M')\) such that \( \text{LeafTest}(M, M') = \text{true} \), then \( \Sigma_0 \approx \Sigma_1 \).
- **completeness:** If \( \Sigma_0 \approx \Sigma_1 \), then all leaves of a tree are labeled with \((M, M')\) with \( \text{LeafTest}(M, M') = \text{true} \).

The idea of the proof is to first analyse the structure of the leaves and then to show that our notion of equivalence is preserved through application of our transformation rules: for any transformation rule, if the two pairs of sets of constraint systems labeling the sons of a node are respectively in symbolic equivalence, then the same property holds for the father.
6. CONCLUSION

An Ocaml implementation of an early version of the procedure described in this paper has already been completed. This procedure extends [13] to set of constraints, including disequalities. Actually, checking symbolic equivalence between sets of constraint systems is quite efficient. However, the interleaving step, that is required for moving from symbolic equivalence to trace equivalence, is performed in a naive way and it appears that this step is expensive from the computation point of view. We tested this implementation on the private authentication protocol and the two versions of the e-passport protocol. Our implementation concludes within a few minutes for the private authentication protocol and the flawed version of the e-passport protocol (considering 2 sessions only). We also tried our implementation on the fixed version of the e-passport and it took more time (around 2 days).

In order to get an efficient procedure, it is necessary to come with some optimisations to reduce the search space and the number of interleavings. This problem is not specific to trace equivalence and has already been studied in the context of trace properties (e.g. [22]). However, discarding some “symbolic” interleavings appears to be challenging for equivalence-based properties. Finally, we would like to extend the method to other cryptographic primitives, typically blind signatures and zero-knowledge proofs.

7. REFERENCES