
Downloaded from https://kar.kent.ac.uk/3155/ The University of Kent's Academic Repository KAR

The version of record is available from

This document version UNSPECIFIED

DOI for this version UNSPECIFIED

Licence for this version UNSPECIFIED

Additional information

Versions of research works

**Versions of Record**
If this version is the version of record, it is the same as the published version available on the publisher's web site. Cite as the published version.

**Author Accepted Manuscripts**
If this document is identified as the Author Accepted Manuscript it is the version after peer review but before type setting, copy editing or publisher branding. Cite as Surname, Initial. (Year) 'Title of article'. To be published in *Title of Journal*, Volume and issue numbers [peer-reviewed accepted version]. Available at: DOI or URL (Accessed: date).

**Enquiries**
If you have questions about this document contact ResearchSupport@kent.ac.uk. Please include the URL of the record in KAR. If you believe that your, or a third party's rights have been compromised through this document please see our Take Down policy (available from https://www.kent.ac.uk/guides/kar-the-kent-academic-repository#policies).
Primitive ideals and automorphism group of $U_q^+(B_2)$.

Stéphane Launois *

Laboratoire de Mathématiques - UMR6056, Université de Reims
Moulin de la Housse - BP 1039 - 51687 REIMS Cedex 2, France
e-mail : stephane.launois@univ-reims.fr

Abstract

Let $\mathfrak{g}$ be a complex simple Lie algebra of type $B_2$ and $q$ be a non-zero complex number which is not a root of unity. In the classical case, a theorem of Dixmier asserts that the simple factor algebras of Gelfand-Kirillov dimension 2 of the positive part $U^+(\mathfrak{g})$ of the enveloping algebra of $\mathfrak{g}$ are isomorphic to the first Weyl algebra. In order to obtain some new quantized analogues of the first Weyl algebra, we explicitly describe the prime and primitive spectra of the positive part $U_q^+(\mathfrak{g})$ of the quantized enveloping algebra of $\mathfrak{g}$ and then we study the simple factor algebras of Gelfand-Kirillov dimension 2 of $U_q^+(\mathfrak{g})$. In particular, we show that the centers of such simple factor algebras are reduced to the ground field $\mathbb{C}$ and we compute their group of invertible elements. These computations allow us to prove that the automorphism group of $U_q^+(\mathfrak{g})$ is isomorphic to the torus $(\mathbb{C}^*)^2$, as conjectured by Andruskiewitsch and Dumas.

Keywords: quantized enveloping algebra; Weyl algebra; primitive ideals; automorphisms.

2000 Mathematics Subject Classification: 17B37, 16W20, 16W35, 81R50.

Introduction

Let $\mathfrak{n}$ be a finite dimensional complex nilpotent Lie algebra. The structure of the primitive factor algebras of the enveloping algebra $U(\mathfrak{n})$ of $\mathfrak{n}$ are well-known: a theorem of Dixmier asserts that these factor algebras are actually isomorphic to Weyl algebras (see [5]). In contrast, the structure of the automorphism group of $U(\mathfrak{n})$ is far from being understood: even in the case of the non-abelian three dimensional nilpotent Lie algebra, there exist wild automorphisms (see [1]).

In this paper, we study the quantum case. Let $q$ be a non-zero complex number which is not a root of unity. The aim of this paper is to describe the prime and primitive spectra together with the automorphism group of the positive part $U_q^+(B_2)$ of the quantized enveloping algebra of a complex Lie algebra of type $B_2$. Recall that $U_q^+(B_2)$ is the $\mathbb{C}$-algebra generated by two indeterminates $e_1$ and $e_2$ subject to the quantum Serre relations:

\[
\begin{align*}
    e_1^2 e_2 - (q^2 + q^{-2}) e_1 e_2 e_1 + e_2 e_1^2 &= 0 \\
    e_2^3 e_1 - (q^2 + 1 + q^{-2}) e_2^2 e_1 e_2 + (q^2 + 1 + q^{-2}) e_2 e_1 e_2^2 - e_1 e_2^3 &= 0.
\end{align*}
\]
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To describe the prime and primitive spectra of $U_q^+(B_2)$, we will use the stratification theory of Goodearl and Letzter that allows the construction of a partition of these two sets by using the action of a suitable torus on $U_q^+(B_2)$. More precisely, the torus $\mathcal{H} := (\mathbb{C}^*)^2$ acts naturally by automorphisms on $U_q^+(B_2)$ via:

$$(h_1, h_2). e_i = h_i e_i \text{ for all } i \in \{1, 2\},$$

and the stratification theory leads to a partition (called the $\mathcal{H}$-stratification) of the primitive spectrum $\text{Prim}(U_q^+(B_2))$ of $U_q^+(B_2)$ in eight “$\mathcal{H}$-strata” that can be described as follows. Set $e_3 = e_1 e_2 - q^2 e_2 e_1$, $e_3^* = e_1 e_2 - q^{-2} e_2 e_1$ and recall that the center of $U_q^+(B_2)$ is the polynomial ring in two variables $\mathbb{C}[z, z']$. Then the eight $\mathcal{H}$-strata are:

- $\{\langle z - \alpha, z' - \beta \rangle \mid \alpha, \beta \in \mathbb{C}^*\}$,
- $\{\langle z - \alpha, z' \rangle \mid \alpha \in \mathbb{C}^*\}$,
- $\{\langle z, z' - \beta \rangle \mid \beta \in \mathbb{C}^*\}$,
- $\{\langle e_3 \rangle\}$,
- $\{\langle e_3^* \rangle\}$,
- $\{\langle e_1, e_2 - \beta \rangle \mid \beta \in \mathbb{C}^*\}$,
- $\{\langle e_1 - \alpha, e_2 \rangle \mid \alpha \in \mathbb{C}^*\}$
- and $\{\langle e_1, e_2 \rangle\}$.

Observe that, except for the augmentation ideal, all maximal ideals of the center $\mathbb{C}[z, z']$ of $U_q^+(B_2)$ extend to height 2 primitive ideals of $U_q^+(B_2)$. However they do not appear in the same $\mathcal{H}$-strata; in particular, those that contain $z$ and those that contain $z'$ are not in the same $\mathcal{H}$-strata. This indicates that $z$ and $z'$ must be distinguished: they do not have the same status in $U_q^+(B_2)$. This is actually a natural idea since $z$ comes "directly" from the Lie algebra of type $B_2$ contrary to $z'$ which only appears at the (quantized) enveloping algebra level. This observation will play a crucial role in the calculation of the automorphism group of $U_q^+(B_2)$. More precisely, this observation will allow us to prove that the ideal generated by $z$ is left invariant by every automorphism of $U_q^+(B_2)$.

Next we study the simple factors of Gelfand-Kirillov dimension 2 of $U_q^+(B_2)$. Since, in the classical case, the simple factor algebras of Gelfand-Kirillov dimension 2 of the enveloping algebra of a Lie algebra of type $B_2$ are isomorphic to the first Weyl algebra $A_1(\mathbb{C})$ (see [8]), our aim is in fact to compare the properties of these factor algebras with those of the first Weyl algebra $A_1(\mathbb{C})$. In particular, we will prove that the centers of such simple factor algebras are reduced to $\mathbb{C}$ and we will calculate the groups of units of these algebras. This study suggests that we distinguish between three families of such algebras:

- Those that are obtained by factorizing $U_q^+(B_2)$ by a height 2 maximal ideal that contains $z$. Algebras in this first family are the so-called Weyl-Hayashi algebras (see [12]); they have been studied from a ring-theoretical point of view by Alev and Dumas (see [2]), Kirkman and Small (see [13]), and Malliavin (see [14]). These algebras have non-trivial invertible elements (that is, invertible elements that do not belong to $\mathbb{C}$) and can be presented as generalized Weyl algebras (GWA for short) over a Laurent polynomial ring in one variable (see Section...
for the definition of a GWA).

- Those that are obtained by factorizing $U_q^+(B_2)$ by a height 2 maximal ideal that contains $z'$. Algebras in this family also have non-trivial invertible elements and can be presented as generalized Weyl algebras over a Laurent polynomial ring in one variable. However they are not isomorphic to algebras in the first family.

- Those that are obtained by factorizing $U_q^+(B_2)$ by a height 2 maximal ideal that does not contain $z$ nor $z'$. These algebras do not contain non-trivial invertible elements and cannot be presented as a GWA over a polynomial ring in one variable nor a Laurent polynomial ring in one variable. Algebras in this third family provide some good quantized analogues of the first Weyl algebra.

Finally, we calculate the automorphism group of $U_q^+(B_2)$. Note that, although the structure of the automorphism group of the augmented form $\hat{U}_q(b^+)$, where $b^+$ is the Borel subalgebra of a finite dimensional complex Lie algebra $g$, has been described in [4] in the general case, the automorphism group $\text{Aut}(U_q^+(g))$ of $U_q^+(g)$ seems to be known only when $g$ is of type $A_2$ (see [2] and [7]). Our aim here is to describe this group in the case where $g$ is of type $B_2$. The study of this automorphism group was begun by Andruskiewitsch and Dumas (see [3]) who have obtained some partial results on $\text{Aut}(U_q^+(B_2))$ by studying natural actions of this group on the center of $U_q^+(B_2)$ (which is a polynomial ring in two variables $\mathbb{C}[z, z']$) and on the prime and primitive spectra of $U_q^+(B_2)$. In particular, they have shown the following result that will be our starting-point in the computation of the group $\text{Aut}(U_q^+(B_2))$. Denote by $\text{Aut}_z(U_q^+(B_2))$ the sub-group of $\text{Aut}(U_q^+(B_2))$ of those automorphisms of $U_q^+(B_2)$ that fix the prime ideal generated by the central element $z$. Then we have (see [3, Proposition 3.3]):

$$\text{Aut}_z(U_q^+(B_2)) \simeq (\mathbb{C}^*)^2.$$  

Concerning $\text{Aut}(U_q^+(B_2))$ itself, Andruskiewitsch and Dumas have conjectured that the group $\text{Aut}(U_q^+(B_2))$ is also isomorphic to the torus $(\mathbb{C}^*)^2$ (see [3] Problem 1). The isomorphism opens a potential route to prove this conjecture: if we can prove that every automorphism of $U_q^+(B_2)$ fixes the ideal generated by $z$, then the isomorphism will show that $\text{Aut}(U_q^+(B_2)) \simeq (\mathbb{C}^*)^2$. This is this route that we will follow in this article. First, using the previous study of the simple factor algebras of Gelfand-Kirillov dimension 2 of $U_q^+(B_2)$, we prove that the set of those primitive ideals that contain $z$ is left invariant by every automorphism of $U_q^+(B_2)$. Next, using the fact that $U_q^+(B_2)$ is a Jacobson ring, we conclude that the ideal generated by $z$ is also invariant under every automorphism of $U_q^+(B_2)$. Hence we get that $\text{Aut}(U_q^+(B_2)) = \text{Aut}_z(U_q^+(B_2)) \simeq (\mathbb{C}^*)^2$, as conjectured by Andruskiewitsch and Dumas. As a corollary, we obtain that the action of $\text{Aut}(U_q^+(B_2))$ on $\text{Prim}(U_q^+(B_2))$ has exactly 8 orbits that we explicitly describe.
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1 \( U_q^+(B_2) \) and some related algebras.

Throughout this paper, \( \mathbb{C} \) denotes the field of complex numbers and \( q \) is a non-zero complex number which is not a root of unity.

1.1 Basics on \( U_q^+(B_2) \).

In this section, we fix the notations that will be used throughout this paper. Most of these notations are taken from [3].

1.1.1 The algebra \( U_q^+(B_2) \).

We denote by \( U_+ \), or \( U_q^+(B_2) \), the quantum enveloping algebra over \( \mathbb{C} \) of the nilpotent positive part of a complex simple Lie algebra of type \( B_2 \). Recall (see [3], 3.1.1) that \( U_+ \) is the \( \mathbb{C} \)-algebra generated by two indeterminates \( e_1 \) and \( e_2 \) subject to the quantum Serre relations:

\[
\begin{align*}
e_1^2 e_2 - (q^2 + q^{-2})e_1 e_2 e_1 + e_2 e_1^2 &= 0 \quad (2) \\
e_2^3 e_1 - (q^2 + 1 + q^{-2})e_2 e_2 e_1 + (q^2 + 1 + q^{-2})e_1 e_2 e_2 - e_1 e_2^2 &= 0 \quad (3)
\end{align*}
\]

1.1.2 \( U_+ \) as an iterated Ore extension.

Throughout this paper, we will adopt the following notations that agree with those of [3]. We set

\[
\begin{align*}
e_3 &= e_1 e_2 - q^2 e_2 e_1 \\
z &= e_2 e_3 - q^2 e_3 e_2 \\
z' &= e_1 e_2 - q^{-2} e_2 e_1
\end{align*}
\]

and

\[
z' = (1 - q^{-4})(1 - q^{-2})e_3 e_1 e_2 + q^{-4}(1 - q^{-2})e_3^2 + (1 - q^{-4})ze_1 = (1 - q^{-2}) \left( e_3 e_3 + (1 + q^{-2})ze_1 \right).
\]

Recall (see [3], 3.1.1) that the monomials \( z^i e_3^j e_1^k e_2^l \) \((i,j,k,l) \in \mathbb{N}^4\) form a PBW-basis of \( U_+ \). Hence \( U_+ \) is the \( \mathbb{C} \)-algebra generated by \( e_1, e_2, e_3, z \) with the relations:

\[
\begin{align*}
e_3 z &= ze_3, \\
e_1 z &= ze_1, \quad e_1 e_3 = q^{-2} e_3 e_1, \\
e_2 z &= ze_2, \quad e_2 e_3 = q^2 e_3 e_2 + z, \quad e_2 e_1 = q^{-2} e_1 e_2 - q^{-2} e_3.
\end{align*}
\]

In other words, \( U_+ \) is an iterated Ore extension that we can write as follows:

\[
U_+ = \mathbb{C}[z, e_3][e_1; \sigma][e_2; \tau, \delta],
\]
where \( \sigma \) denotes the automorphism of \( \mathbb{C}[z,e_3] \) defined by \( \sigma(z) = z \) and \( \sigma(e_3) = q^{-2} e_3 \), where \( \tau \) denotes the automorphism of \( \mathbb{C}[z,e_3][e_1;\sigma] \) defined by \( \tau(z) = z \), \( \tau(e_3) = q^2 e_3 \) and \( \tau(e_1) = q^{-2} e_1 \), and where \( \delta \) denotes the (left) \( \tau \)-derivation of \( \mathbb{C}[z,e_3][e_1;\sigma] \) defined by \( \delta(z) = 0 \), \( \delta(e_3) = z \) and \( \delta(e_1) = -q^{-2} e_3 \). In particular, the algebra \( U^+ \) is a Noetherian domain. To be complete, let us mention that the Gelfand-Kirillov dimension \( \operatorname{GKdim}(U^+) \) of \( U^+ \) is 4, that this algebra is catenary and that Tauvel’s height formula holds in \( U^+ \) (see [10, Theorem 4.8]).

1.1.3 The center of \( U^+ \).

The center \( Z(U^+) \) of \( U^+ \) is a polynomial ring in two variables. More precisely, we have (see [3, Lemma 3.1]):

\[
Z(U^+) = \mathbb{C}[z,z'].
\]

1.1.4 Some commutation relations in \( U^+ \).

The following commutation relations can be easily obtained by induction.

**Lemma 1.1** For all \( k \in \mathbb{N}^* \), we have:

1. \( e_3 e_1^k = q^{2k} e_1^k e_3 \) and \( e_1 e_3^k = q^{-2k} e_3^k e_1 \).

2. \( e_2 e_3^k = q^{2k} e_3^k e_2 + \frac{q^{2k} - 1}{q^2 - 1} e_3^{k-1} z \).

3. \( e_2 e_1^k = q^{-2k} e_1^k e_2 - q^{-2} \frac{q^{-4k} - 1}{q^{-4} - 1} e_3^{k-1} e_1 \).

1.2 The factor algebras \( U^+/\langle z - \alpha \rangle \) (\( \alpha \in \mathbb{C} \)).

This paragraph is devoted to the factor algebras \( U^+/\langle z - \alpha \rangle \) of \( U^+ \) (\( \alpha \in \mathbb{C} \)): we give a PBW basis of these algebras. Further, in the case where \( \alpha = 0 \), the algebra obtained turns out to be isomorphic to the quantum Heisenberg algebra and so we recall some basic properties of the quantum Heisenberg algebra.

1.2.1 \( U^+/\langle z - \alpha \rangle \) (\( \alpha \in \mathbb{C} \)) as an iterated Ore extension.

Fix \( \alpha \in \mathbb{C} \). We set \( B_\alpha := U^+/\langle z - \alpha \rangle \). Further, if \( x \in U^+ \), then \( \hat{x} \) denotes the canonical image of \( x \) in \( B_\alpha \). Since the monomials \( (z^i e_1^j e_2^k)_{(i,j,k) \in \mathbb{N}^3} \) form a PBW-basis of \( U^+ \) (see [11, 12]), it is easy to show that the monomials \( (\widehat{e}_3^i \widehat{e}_1^j \widehat{e}_2^k)_{(i,j,k) \in \mathbb{N}^3} \) form a PBW-basis of \( B_\alpha \), so that \( B_\alpha \) is the \( \mathbb{C} \)-algebra generated by \( \widehat{e}_1, \widehat{e}_2, \widehat{e}_3 \) with the relations:

\[
\begin{align*}
\widehat{e}_1 \widehat{e}_3 &= q^{-2} \widehat{e}_3 \widehat{e}_1, \\
\widehat{e}_2 \widehat{e}_3 &= q^2 \widehat{e}_3 \widehat{e}_2 + \alpha, & \widehat{e}_2 \widehat{e}_1 &= q^{-2} \widehat{e}_1 \widehat{e}_2 - q^{-2} \widehat{e}_3.
\end{align*}
\]
In other words, $B_\alpha$ is an iterated Ore extension that we can write as follows:

$$B_\alpha = C[\hat{e}_3][\hat{e}_1; \sigma']\hat{e}_2; \tau', \delta'],$$

where $\sigma'$ denotes the automorphism of $C[\hat{e}_3]$ defined by $\sigma'(\hat{e}_3) = q^{-2}\hat{e}_3$, where $\tau'$ denotes the automorphism of $C[\hat{e}_3][\hat{e}_1; \sigma']$ defined by $\tau'(\hat{e}_3) = q^2\hat{e}_3$ and $\tau'(\hat{e}_1) = q^{-2}\hat{e}_1$, and where $\delta'$ denotes the (left) $\tau'$-derivation of $C[\hat{e}_3][\hat{e}_1; \sigma']$ defined by $\delta'(\hat{e}_3) = \alpha$ and $\delta'(\hat{e}_1) = -q^{-2}\hat{e}_3$. In particular, $B_\alpha$ is a Noetherian domain and so the ideal of $U_+^+\langle z \rangle$ generated by $z - \alpha$ is completely prime.

In the case where $\alpha = 0$, the algebra $B := B_0 = U_+^+\langle z \rangle$ is well-known since this algebra is actually isomorphic to the quantum Heisenberg algebra. In the next section, we recall some basic properties of this algebra.

### 1.2.2 The quantum Heisenberg algebra.

The quantum Heisenberg algebra, denoted by $\mathbb{H}$ or $U_+^+(A_2)$, is the quantum enveloping algebra over $C$ of the nilpotent positive part of a complex simple Lie algebra of type $A_2$. Recall (see, for instance, [3, 2.2.1]) that $\mathbb{H}$ is the $C$-algebra generated by two indeterminates $E_1$ and $E_2$ subject to the following relations:

$$E_1^2E_2 - (q^2 + q^{-2})E_1E_2E_1 + E_2E_1^2 = 0 \quad (4)$$
$$E_2^2E_1 - (q^2 + q^{-2})E_2E_1E_2 + E_1E_2^2 = 0 \quad (5)$$

As in [3, 2.2.1], we set $E_3 := E_1E_2 - q^2E_2E_1$. Hence we have (see, for instance, [2]):

- $\mathbb{H}$ is the iterated Ore extension over $C$ generated by the indeterminates $E_1, E_3, E_2$ subject to the following relations:

$$E_3E_1 = q^2E_1E_3, \quad E_2E_3 = q^2E_3E_2, \quad E_2E_1 = q^{-2}E_1E_2 - q^{-2}E_3.$$

In particular, $\mathbb{H}$ is a Noetherian domain.

- The center $Z(\mathbb{H})$ of $\mathbb{H}$ is a polynomial ring in one variable $Z(\mathbb{H}) = C[\Omega]$, where $\Omega$ denotes the quantum Casimir, that is:

$$\Omega = (1 - q^{-4})E_3E_1E_2 + q^{-4}E_3^2.$$

It is well-known (see, for instance, [3, 3.2.1]) that the map $f : U_+^+\langle z \rangle \to \mathbb{H}$ defined by $f(\hat{e}_i) = E_i$ ($i \in \{1, 2, 3\}$) is an isomorphism of $C$-algebras. Note further that $f(\hat{z}') = (1 - q^{-2})\Omega$.

### 2 Prime and primitive spectra of $U_+^+$.

The aim of this paragraph is to describe explicitly the prime, primitive and maximal spectra of $U_+^+$. In order to do this, we use the $H$-stratification theory of Goodearl and Letzter
that provides a stratification of the prime and primitive spectra of $U^+$ by considering the action of a suitable torus on this algebra.

If $I$ is a non-empty subset of an algebra $A$, we denote by $\langle I \rangle_A$ the two-sided ideal of $A$ generated by $I$. To simplify the notation, if $I$ is a non-empty subset of $U^+$, we will drop the subscript and denote by $\langle I \rangle$ the two-sided ideal of $U^+$ generated by $I$.

If $J$ is a prime ideal in an algebra $A$, we denote by $\text{ht}(J)$ its height.

2.1 Prime ideals of $U^+$.

Since $q$ is not a root of unity, it is well-known (see [16, Section 5]) that the prime ideals of $U^+$ are completely prime. As usual, we denote by $\text{Spec}(U^+)$ the set of all (completely) prime ideals of $U^+$.

2.1.1 $\mathcal{H}$-stratification of $\text{Spec}(U^+)$.

In order to obtain a partition of the set $\text{Spec}(U^+)$, we need to consider the following action of the torus $\mathcal{H} := (\mathbb{C}^*)^2$ on $U^+$. The torus $\mathcal{H}$ acts naturally on $U^+$ by automorphisms via:

$$(h_1, h_2).e_i = h_i e_i \quad \text{for all } i \in \{1, 2\}.$$ 

(It is easy to check that the quantum Serre relations are preserved by the group $\mathcal{H}$.) Recall (see [3, 3.4.1]) that this action is rational. (We send back to [3, II.2] for the definition of a rational action.) A non-zero element $x$ of $U^+$ is an $\mathcal{H}$-eigenvector of $U^+$ if $h.x \in \mathbb{C}^*x$ for all $h \in \mathcal{H}$. An ideal $I$ of $U^+$ is $\mathcal{H}$-invariant if $h.I = I$ for all $h \in \mathcal{H}$. We denote by $\mathcal{H}\text{-Spec}(U^+)$ the set of all $\mathcal{H}$-invariant prime ideals of $U^+$. This is a finite subset of $\text{Spec}(U^+)$ since Andruskiewitsch and Dumas have shown (see [3, 3.4.2]):

**Proposition 2.1** $U^+$ has exactly 8 $\mathcal{H}$-invariant prime ideals: $\langle 0 \rangle$, $\langle z \rangle$, $\langle z' \rangle$, $\langle e_3 \rangle = \langle e_3, z, z' \rangle$, $\langle \overline{e_3} \rangle = \langle \overline{e_3}, z, z' \rangle$, $\langle e_1 \rangle = \langle e_1, e_3, \overline{e_3}, z, z' \rangle$, $\langle e_2 \rangle = \langle e_2, e_3, \overline{e_3}, z, z' \rangle$ and $\langle e_1, e_2 \rangle = \langle e_1, e_2, e_3, \overline{e_3}, z, z' \rangle$. Moreover, $\text{ht}(\langle 0 \rangle) = 0$, $\text{ht}(\langle z \rangle) = \text{ht}(\langle z' \rangle) = 1$, $\text{ht}(\langle e_3 \rangle) = \text{ht}(\langle \overline{e_3} \rangle) = 2$, $\text{ht}(\langle e_1 \rangle) = \text{ht}(\langle e_2 \rangle) = 3$ and $\text{ht}(\langle e_1, e_2 \rangle) = 4$.

The action of $\mathcal{H}$ on $U^+$ allows via the $\mathcal{H}$-stratification theory of Goodearl and Letzter (see [6, II.2]) the construction of a partition of $\text{Spec}(U^+)$ as follows. If $J$ is one of the eight $\mathcal{H}$-invariant prime ideals of $U^+$, we denote by $\text{Spec}_J(U^+)$ the $\mathcal{H}$-stratum of $\text{Spec}(U^+)$ associated to $J$. Recall that $\text{Spec}_J(U^+) := \{ P \in \text{Spec}(U^+) \mid \bigcap_{h \in \mathcal{H}} h.P = J \}$. Then the $\mathcal{H}$-strata $\text{Spec}_J(U^+)$ ($J \in \mathcal{H}\text{-Spec}(U^+)$) form a partition of $\text{Spec}(U^+)$ (see [3, 3.4.1]):

$$\text{Spec}(U^+) = \bigsqcup_{J \in \mathcal{H}\text{-Spec}(U^+)} \text{Spec}_J(U^+).$$

In order to describe the prime spectrum of $U^+$, we will now describe the 8 $\mathcal{H}$-strata of $\text{Spec}(U^+)$. 
2.1.2 Description of the $\mathcal{H}$-strata of $\text{Spec}(U^+)$.

Among the $\mathcal{H}$-invariant prime ideals of $U^+$, it is useful to distinguish those that contain $z$. There are 6 of them: $\langle z \rangle$, $\langle e_3 \rangle$, $\langle e_1 \rangle$, $\langle e_2 \rangle$ and $\langle e_1, e_2 \rangle$. The $\mathcal{H}$-strata corresponding to these 6 $\mathcal{H}$-invariant prime ideals are easy to compute since we dispose of an explicit description of the prime spectrum of $U^+/(z) \cong \mathbb{H}$ (see [14]). More precisely, we deduce from this description (see [14, Théorème 2.4]) via the isomorphism $f : U^+/(z) \to \mathbb{H}$ introduced in Section 1.2.2 that the sub-poset of $\text{Spec}(U^+)$ of those primes that contains $z$ is the following.

\[
\begin{array}{c}
\langle e_1, e_2 - \beta \rangle & \langle e_1, e_2 \rangle & \langle e_1 - \alpha, e_2 \rangle \\
\langle e_1 \rangle & \langle e_2 \rangle & \langle e_3 \rangle \\
\langle e_3 \rangle & \langle z, z' - \gamma \rangle & \langle z \rangle \\
\langle z \rangle & & \langle e_3 \rangle \\
\end{array}
\]

where $\alpha, \beta, \gamma \in \mathbb{C}^\ast$.

As a corollary, we obtain the following description of those $\mathcal{H}$-strata of $\text{Spec}(U^+)$ that are associated to $\mathcal{H}$-invariant prime ideals containing $z$.

**Proposition 2.2**

\[
\begin{align*}
\text{Spec}(z)^+(U^+) &= \{ \langle z \rangle \} \cup \{ \langle z, z' - \beta \rangle \mid \beta \in \mathbb{C}^\ast \}, \\
\text{Spec}(e_3)^+(U^+) &= \{ \langle e_3 \rangle \}, \\
\text{Spec}(e_1)^+(U^+) &= \{ \langle e_3 \rangle \}, \\
\text{Spec}(e_1, e_2)^+(U^+) &= \{ \langle e_1 \rangle \} \cup \{ \langle e_1, e_2 - \beta \rangle \mid \beta \in \mathbb{C}^\ast \}, \\
\text{Spec}(e_2)^+(U^+) &= \{ \langle e_2 \rangle \} \cup \{ \langle e_1 - \alpha, e_2 \rangle \mid \alpha \in \mathbb{C}^\ast \}, \\
\text{Spec}(e_1, e_2)^+(U^+) &= \{ \langle e_1, e_2 \rangle \}.
\end{align*}
\]

It remains now to describe the $\mathcal{H}$-strata associated to $\langle 0 \rangle$ and $\langle z' \rangle$. Let us start with the $\mathcal{H}$-stratum associated to $\langle z' \rangle$.

**Proposition 2.3** $\text{Spec}(z')^+(U^+) = \{ \langle z' \rangle \} \cup \{ \langle z - \alpha, z' \rangle \mid \alpha \in \mathbb{C}^\ast \}$.

Further, for all $\alpha \in \mathbb{C}^\ast$, we have $\text{ht}(\langle z - \alpha, z' \rangle) = 2$.
Proof. Observe first that the prime ideals in \( \text{Spec}(\langle z' \rangle(U^+) \) do not contain \( z \). Indeed, assume that this is not the case, that is, assume that there exists \( P \in \text{Spec}(\langle z' \rangle(U^+) \) with \( z \in P \). Then, since \( z \) is an \( H \)-eigenvector, we have \( z \in \bigcap_{h \in H} hP = \langle z' \rangle \). This is a contradiction and so we have just proved that \( \text{Spec}(\langle z' \rangle(U^+) \subseteq \{ P \in \text{Spec}(U^+) \mid z' \in P \) and \( z \notin P \). On the other hand, if \( P \) is a prime ideal of \( U^+ \) such that \( z' \in P \) and \( z \notin P \), then \( \bigcap_{h \in H} hP \) is an \( H \)-invariant prime ideal of \( U^+ \) that contains \( z' \) (since \( z' \) is an \( H \)-eigenvector), but does not contain \( z \). In view of the list of \( H \)-invariant prime ideals of \( U^+ \) (see Proposition 2.4), the only possibility is \( \bigcap_{h \in H} hP = \langle z' \rangle \), so that \( P \in \text{Spec}(\langle z' \rangle(U^+) \). To resume, we have shown that \( \text{Spec}(\langle z' \rangle(U^+) \) contains only prime ideals \( P \) of \( U^+ \) with \( z' \in P \) and \( z \notin P \).

We denote by \( \pi \) the canonical surjection from \( U^+ \) onto \( U^+ / \langle z' \rangle \). Recall that \( U^+ / \langle z' \rangle \) is a Noetherian domain (see [3, 3.3.1]). Further, since \( z \in Z(U^+) \), \( \pi(z) \) is central in this algebra. So \( \{ \pi(z)^i \mid i \in \mathbb{N} \} \) is a right denominator set in \( U^+ / \langle z' \rangle \); the corresponding localisation of \( U^+ / \langle z' \rangle \) will be denoted \( A := \frac{U^+}{\langle z' \rangle} [\pi(z)^{-1}] \). Note that, since \( z \) and \( z' \) are \( H \)-eigenvectors, the torus \( H \) still acts rationally by automorphisms on \( A \) (see [3, Exercise II.3.A]). Moreover, it follows from the previous study (and from classical results of non-commutative localisation theory) that the map \( \varphi : P \to \frac{P}{\langle z' \rangle} [\pi(z)^{-1}] \) is an increasing bijection from \( \text{Spec}(\langle z' \rangle(U^+) \) onto \( \text{Spec}(A) \).

Before describing the prime spectrum of \( A \), we establish that the algebra \( A \) is \( H \)-simple in the sense of [3, II.1.8], that is, we show that \( A \) has only one (two-sided) proper \( H \)-invariant ideal: \( \langle 0 \rangle_A \). First, since \( z \) and \( z' \) are \( H \)-eigenvectors, we deduce from [3, Exercise II.1.J] that the torus \( H \) still acts by automorphisms on \( A \) and that the bijection \( \varphi \) induces a bijection between the set of those \( H \)-invariant prime ideals of \( U^+ \) that contain \( z' \) but not \( z \) and the set of \( H \)-invariant prime ideals of \( A \). Since the set of those \( H \)-invariant prime ideals of \( U^+ \) that contain \( z' \) but not \( z \) is reduced to \( \{ \langle z' \rangle \} \) (see Proposition 2.4), we obtain that \( A \) has only one \( H \)-invariant prime ideal: \( \langle 0 \rangle_A \). Now, every \( H \)-invariant proper ideal of \( A \) is contained in an \( H \)-invariant prime ideal of \( A \), so that \( \langle 0 \rangle_A \) is the unique \( H \)-invariant proper ideal of \( A \). In other words, \( A \) is \( H \)-simple, as desired.

We are now able to describe the prime spectrum of \( A \) and the \( H \)-stratum of \( U^+ \) associated to \( \langle z' \rangle \). Since the action of \( H \) on \( A \) is rational (see [3, Exercise II.3.A]) and since \( A \) is \( H \)-simple, it follows from [3, Corollary II.3.9] that extension and contraction provide mutually inverse bijections between \( \text{Spec}(A) \) and \( \text{Spec}(Z(A)) \). Now, in the proof of [3, Proposition 3.4], Andruskiewitsch and Dumas have shown that the center of \( U^+ / \langle z' \rangle \) is the polynomial algebra \( Z(U^+ / \langle z' \rangle) = \mathbb{C}[\pi(z)] \). This leads immediately to \( Z(A) = \mathbb{C}[\pi(z)] \). Thus, since \( \mathbb{C} \) is algebraically closed, we obtain that \( \text{Spec}(Z(A)) = \{ \langle 0 \rangle_{Z(A)} \} \cup \{ \langle \pi(z) - \alpha \rangle_{Z(A)} \mid \alpha \in \mathbb{C}^* \} \) and so we deduce from the previous study that \( \text{Spec}(A) = \{ \langle 0 \rangle_A \} \cup \{ \langle \pi(z) - \alpha \rangle_A \mid \alpha \in \mathbb{C}^* \} \), and next that \( \text{Spec}(\langle z' \rangle(U^+) = \{ \varphi^{-1}(\langle 0 \rangle_A) \} \cup \{ \varphi^{-1}(\langle \pi(z) - \alpha \rangle_A) \mid \alpha \in \mathbb{C}^* \} \). Naturally, \( \varphi^{-1}(\langle 0 \rangle_A) = \langle z' \rangle \). Thus, to achieve the proof of the first part of the proposition, it just remains to show that \( \varphi^{-1}(\langle \pi(z) - \alpha \rangle_A) = \langle z - \alpha, z' \rangle \) for all \( \alpha \in \mathbb{C}^* \). This is what we do now.

Fix \( \alpha \in \mathbb{C}^* \). Clearly, we have \( \varphi^{-1}(\langle \pi(z) - \alpha \rangle_A) \supseteq \langle z - \alpha, z' \rangle \) and so we just need to establish the reverse inclusion. Let \( x \in \varphi^{-1}(\langle \pi(z) - \alpha \rangle_A) \). Then \( \pi(x) \) belongs to the ideal of \( A = \frac{U^+}{\langle z' \rangle} [\pi(z)^{-1}] \) generated by \( \pi(z) - \alpha \). Hence, there exist \( t \in \mathbb{N} \) and \( a \in U^+ / \langle z' \rangle \) such that \( \pi(x)\pi(z)^t = a(\pi(z) - \alpha) \). We choose such \( t \) minimal. If \( t > 0 \), then \( a = \frac{1}{t} (a - \pi(x)\pi(z)^{t-1}) \pi(z) \). Set \( b := \frac{1}{t} (a - \pi(x)\pi(z)^{t-1}) \). Then \( b \in U^+ / \langle z' \rangle \) and \( a = b\pi(z) \). Thus, \( \pi(x)\pi(z)^t = a(\pi(z) - \alpha) = b\pi(z) \pi(z) - \alpha) \). Since \( \pi(z) \neq 0 \) and \( U^+ / \langle z' \rangle \) is a domain, we
get that $\pi(x)\pi(z)^{t-1} = b(\pi(z) - \alpha)$ with $b \in U^+/\langle z' \rangle$. This contradicts the minimality of $t$. Hence $t = 0$ and so $\pi(x) = a(\pi(z) - \alpha)$ belongs to the ideal of $U^+/\langle z' \rangle$ generated by $\pi(z) - \alpha$. Thus, $x$ belongs to the ideal of $U^+$ generated by $z'$ and $z - \alpha$, as desired. This achieves the proof of the first part of the proposition.

Fix $\alpha \in \mathbb{C}^*$. It remains to prove that $\text{ht}(\langle z - \alpha, z' \rangle) = 2$. First, since $\langle 0 \rangle \not\subseteq \langle z' \rangle \subseteq \langle z - \alpha, z' \rangle$, we have $\text{ht}(\langle z - \alpha, z' \rangle) \geq 2$. If $\text{ht}(\langle z - \alpha, z' \rangle) > 2$, then, because of the catenarity of $U^+$ (see [10, Theorem 4.8]), the previous chain is not saturated, so that there exists a prime ideal $P$ of $U^+$ such that either $\langle 0 \rangle \not\subseteq P \not\subseteq \langle z' \rangle \not\subseteq \langle z - \alpha, z' \rangle$ or $\langle 0 \rangle \not\subseteq \langle z' \rangle \not\subseteq P \not\subseteq \langle z - \alpha, z' \rangle$. Since $\text{ht}(\langle z' \rangle) = 1$, the first case cannot happen and so there exists a prime $P$ such that $\langle z' \rangle \not\subseteq P \not\subseteq \langle z - \alpha, z' \rangle$. Note that these three ideals contain $z'$, but not $z$. Hence, applying the above bijection $\varphi$ to this chain, and then contracting with the center of $A$, we obtain a chain $\langle 0 \rangle_{\mathcal{Z}(A)} \not\subseteq Q = \varphi(P) \cap \mathcal{Z}(A) \not\subseteq \langle \pi(z) - \alpha \rangle_{\mathcal{Z}(A)}$ of prime ideals in $\mathcal{Z}(A) = \mathbb{C}[\pi(z)^{\pm 1}]$. Naturally this is a contradiction and so we have proved that $\text{ht}(\langle z - \alpha, z' \rangle) = 2$, as desired.

We now investigate the $\mathcal{H}$-stratum associated to $\langle 0 \rangle$. By using similar arguments, we obtain the following description of $\text{Spec}_{\langle 0 \rangle}(U^+)$.  

**Proposition 2.4** Let $\mathcal{P}$ be the set of those unitary irreducible polynomials $P(z, z') \in \mathbb{C}[z, z']$ with $P(z, z') \neq z$ and $P(z, z') \neq z'$. Then $\text{Spec}_{\langle 0 \rangle}(U^+) = \{\langle 0 \rangle\} \cup \{\langle P(z, z') \rangle \mid P(z, z') \in \mathcal{P}\} \cup \{\langle z - \alpha, z' - \beta \rangle \mid \alpha, \beta \in \mathbb{C}^*\}$. Further, for all $P(z, z') \in \mathcal{P}$, $\text{ht}(\langle P(z, z') \rangle) = 1$, and, for all $\alpha, \beta \in \mathbb{C}^*$, $\text{ht}(\langle z - \alpha, z' - \beta \rangle) = 2$.

**Proof.** The proof of this result is similar to the proof of Proposition 2.3. Nevertheless, we include the proof since this proposition will play a crucial role in the sequel of this paper.

Observe first that the prime ideals in $\text{Spec}_{\langle 0 \rangle}(U^+) \not\subseteq \langle 0 \rangle$ do not contain $z$ and $z'$. Indeed, assume that this is not the case, that is, assume that there exists $Q \in \text{Spec}_{\langle 0 \rangle}(U^+)$ with $z z' \in Q$. Then, since $z z'$ is an $\mathcal{H}$-eigenvector, we have $z z' \in \bigcap_{h \in \mathcal{H}} h.Q = \langle 0 \rangle$. This is a contradiction and so we have just proved that $\text{Spec}_{\langle 0 \rangle}(U^+) \not\subseteq \{Q \in \text{Spec}(U^+) \mid z, z' \notin Q\}$. On the other hand, if $Q$ is a prime ideal of $U^+$ such that $z, z' \notin Q$, then $\bigcap_{h \in \mathcal{H}} h.Q$ is an $\mathcal{H}$-invariant prime ideal of $U^+$ that does not contain $z$ nor $z'$. In view of the list of $\mathcal{H}$-invariant prime ideals of $U^+$ (see Proposition 2.1), the only possibility is $\bigcap_{h \in \mathcal{H}} h.Q = \langle 0 \rangle$, so that $Q \in \text{Spec}_{\langle 0 \rangle}(U^+)$. To resume, we have shown that $\text{Spec}_{\langle 0 \rangle}(U^+) = \{Q \in \text{Spec}(U^+) \mid z, z' \notin Q\}$.

Since $z, z'$ belong to the center of $U^+$, $\{z^i z'^j \mid i, j \in \mathbb{N}\}$ is a right denominator set in $U^+$; the corresponding localisation of $U^+$ will be denoted $A := U^+[z^{-1}, z'^{-1}]$. Note that, since $z$ and $z'$ are $\mathcal{H}$-eigenvectors, the torus $\mathcal{H}$ still acts rationally by automorphisms on $A$ (see [6, Exercise II.3.3(A)]). Moreover, it follows from the previous study (and from classical results of non-commutative localisation theory) that the map $\varphi : Q \rightarrow Q[z^{-1}, z'^{-1}]$ is an increasing bijection from $\text{Spec}_{\langle 0 \rangle}(U^+)$ onto $\text{Spec}(A)$.

Before describing the prime spectrum of $A$, we establish that the algebra $A$ is $\mathcal{H}$-simple in the sense of [6, II.1.8], that is, we show that $A$ has only one (two-sided) proper $\mathcal{H}$-invariant ideal: $\langle 0 \rangle_A$. First, since $z$ and $z'$ are $\mathcal{H}$-eigenvectors, we deduce from [6, Exercise II.1.3] that the torus $\mathcal{H}$ still acts by automorphisms on $A$ and that the bijection $\varphi$ induces a bijection between the set of those $\mathcal{H}$-invariant prime ideals of $U^+$ that do not contain $z$ nor $z'$ and the set of $\mathcal{H}$-invariant prime ideals of $A$. Since the set of those $\mathcal{H}$-invariant prime ideals of $U^+$ that do not contain $z$ nor $z'$ is reduced to $\{\langle 0 \rangle\}$ (see Proposition 2.3), we obtain that $A$ has only one $\mathcal{H}$-invariant prime ideal: $\langle 0 \rangle_A$. Now, every $\mathcal{H}$-invariant proper ideal of $A$ is contained
in an $\mathcal{H}$-invariant prime ideal of $A$, so that $\langle 0 \rangle_A$ is the unique $\mathcal{H}$-invariant proper ideal of $A$. In other words, $A$ is $\mathcal{H}$-simple, as desired.

We are now able to describe the prime spectrum of $A$ and the $\mathcal{H}$-stratum of $U^+$ associated to $\langle 0 \rangle$. Since the action of $\mathcal{H}$ on $A$ is rational (see Exercise II.3.A) and since $A$ is $\mathcal{H}$-simple, it follows from [6] Corollary II.3.9 that extension and contraction provide mutually inverse bijections between Spec($A$) and Spec($Z(A)$). Now, it follows from [3] Lemma 3.1 that the center of $U^+$ is the polynomial algebra $Z(U^+) = \mathbb{C}[z, z']$, so that $Z(A) = \mathbb{C}[z^{\pm 1}, z'^{\pm 1}]$. Since $\mathbb{C}$ is algebraically closed, we obtain that Spec($Z(A)$) = $\{0\} \cup \{\langle P(z, z') \rangle_{Z(A)} \mid P(z, z') \in \mathcal{P}\} \cup \{\langle z - \alpha, z' - \beta \rangle_{Z(A)} \mid \alpha, \beta \in \mathbb{C}^*\}$ and so we deduce from the previous study that Spec($A$) = $\{\langle 0 \rangle_A \cup \{\langle P(z, z') \rangle_A \mid P(z, z') \in \mathcal{P}\} \cup \{\langle z - \alpha, z' - \beta \rangle_A \mid \alpha, \beta \in \mathbb{C}^*\}$, and next that Spec$_0(U^+)$ = $\{\langle 0 \rangle \cup \{\langle P(z, z') \rangle_A \cap U^+ \mid P(z, z') \in \mathcal{P}\} \cup \{\langle z - \alpha, z' - \beta \rangle_A \cap U^+ \mid \alpha, \beta \in \mathbb{C}^*\}$. Naturally, $\langle 0 \rangle_A \cap U^+ = \langle 0 \rangle$. Thus, to achieve the proof of the first part of the proposition, it just remains to show that $\langle P(z, z') \rangle_A \cap U^+ = \langle P(z, z') \rangle$ for all $P(z, z') \in \mathcal{P}$, and $\langle z - \alpha, z' - \beta \rangle_A \cap U^+ = \langle z - \alpha, z' - \beta \rangle$ for all $\alpha, \beta \in \mathbb{C}^*$. This is what we do now.

Fix $P(z, z') \in \mathcal{P}$. We show that $\langle P(z, z') \rangle_A \cap U^+ = \langle P(z, z') \rangle$. Clearly we have $\langle P(z, z') \rangle_A \cap U^+ = \langle P(z, z') \rangle$ and so we just have to establish the reverse inclusion. Let $x \in \langle P(z, z') \rangle_A \cap U^+$. Then there exist $s, t \in \mathbb{N}$ and $a \in U^+$ such that $xz^s z'^t = aP(z, z')$. Choose $(s, t)$ minimal (for the lexicographic order on $\mathbb{N}^2$). If, for instance, $s > 0$, then $aP(z, z') \in \langle z \rangle$. Since this ideal is completely prime, we get $a \in \langle z \rangle$ or $P(z, z') \in \langle z \rangle$. Now, since $P(z, z') \in \mathcal{P}$, the last case cannot happen, so that $a \in \langle z \rangle$. Thus, since $z$ is central, there exists $b \in U^+$ such that $a = bz$ and so $xz^s z'^t = aP(z, z') = bzP(z, z')$. Hence, we have $xz^s z'^t = bP(z, z')$. This contradicts the minimality of $(s, t)$. Thus $s = t = 0$ and so $x = aP(z, z')$ belongs to the ideal of $U^+$ generated by $P(z, z')$. So we just prove that $\langle P(z, z') \rangle_A \cap U^+ = \langle P(z, z') \rangle$. Fix now $\alpha, \beta \in \mathbb{C}^*$. Clearly we have $\langle z - \alpha, z' - \beta \rangle_A \cap U^+ \supseteq \langle z - \alpha, z' - \beta \rangle$ and so, once again, we just need to establish the reverse inclusion. Let $x \in \langle z - \alpha, z' - \beta \rangle_A \cap U^+$. Then there exist $s, t \in \mathbb{N}$ and $a, b \in U^+$ such that $xz^s z'^t = a(z - \alpha) + b(z' - \beta)$. Choose $(s, t)$ minimal (for the lexicographic order on $\mathbb{N}^2$). If, for instance, $s > 0$, then, in $U^+/\langle z' - \beta \rangle$ which is a domain (because of the previous point), we have:

$$\psi(x) \psi(z)^s \psi(z')^t = \psi(a) \psi(z) - \alpha,$$

where $\psi$ denotes the canonical surjection from $U^+$ onto $U^+/\langle z' - \beta \rangle$. Since $s > 0$ and $\alpha \neq 0$, we get $\psi(a) \in \langle z \rangle$. Now, since $\psi(z)$ is a central element of $U^+/\langle z' - \beta \rangle$, there exists $a' \in U^+$ such that $\psi(a) = \psi(a')\psi(z)$. Then, $\psi(x) \psi(z)^s \psi(z')^t = \psi(a) \psi(z) - \alpha = \psi(a') \psi(z)(\psi(z) - \alpha)$. Since $\psi(z)$ is a non-zero element of the domain $U^+/\langle z' - \beta \rangle$, we obtain that $\psi(x) \psi(z)^{s-1} \psi(z')^t = \psi(a') \psi(z) - \alpha$. Hence there exists $b' \in U^+$ such that $xz^{-1} z'^t = a'(z - \alpha) + b'(z' - \beta)$. This contradicts the minimality of $(s, t)$. Thus, we have $s = t = 0$, and so $x = a(z - \alpha) + b(z' - \beta) \in \langle z - \alpha, z' - \beta \rangle$, as desired. This achieves the first part of the proposition.

The second part of the proposition can be easily obtained by using the ordered bijection $\phi : \text{Spec}_0(U^+) \rightarrow \text{Spec}(Z(A)) = \text{Spec}(\mathbb{C}[z^{\pm 1}, z'^{\pm 1}])$ defined by $\phi(Q) = Q[z^{-1}, z'^{-1}] \cap Z(A)$ for all $Q \in \text{Spec}_0(U^+)$. ■

2.1.3 Height 3 prime ideals of $U^+$.

Using the above description of the 8 $\mathcal{H}$-strata of Spec($U^+$), we easily obtain the following result.
Proposition 2.5 $U^+$ has only two height 3 prime ideals: $\langle e_1 \rangle$ et $\langle e_2 \rangle$.
In particular, $z$ and $z'$ belong to every prime ideal of height greater than or equal to 3.

Proof. It follows from Proposition 2.3 and 2.4 that the prime ideals of $\pi$ contain $z$.

Proposition 2.5

In particular, $z$ and $z'$ belong to every prime ideal of $U^+$. Thus, the height 3 prime ideals of $U^+$ are exactly the inverse images by the canonical surjection $\pi : U^+ \rightarrow U^+/\langle z \rangle$ of the height 2 prime ideals of $U^+/\langle z \rangle$. Since $U^+/\langle z \rangle$ is isomorphic to the quantum Heisenberg algebra $H$, we deduce from [6, Proposition II.7.16] that the algebra $C$ satisfies the Nullstellensatz over $\mathbb{C}$ (see Section 1.2.2). We will now make precise this partition.

2.2 (Left) primitive and maximal ideals of $U^+$.

We have seen that the $\mathcal{H}$-strata Spec$_J(U^+) \ (J \in \mathcal{H}$-Spec($U^+$)) form a partition of Spec($U^+$):

$$\text{Spec}(U^+) = \bigsqcup_{J \in \mathcal{H}$-Spec($U^+$)} \text{Spec}_J(U^+).$$

Naturally, this partition induces a partition of the set Prim$(U^+)$ of all (left) primitive ideals of $U^+$ as follows. For all $J \in \mathcal{H}$-Spec($U^+$), we set Prim$_J(U^+) := \text{Spec}_J(U^+ ) \cap \text{Prim}(U^+)$. Then it is obvious that the $\mathcal{H}$-strata Prim$_J(U^+) \ (J \in \mathcal{H}$-Spec($U^+$)) form a partition of Prim$(U^+)$:

$$\text{Prim}(U^+) = \bigsqcup_{J \in \mathcal{H}$-Spec($U^+$)} \text{Prim}_J(U^+).$$

We will now make precise this partition.

Since $\mathbb{C}$ is uncountable and since the Noetherian domain $U^+$ is generated (as an algebra) by a finite number of elements, it follows from [6, Proposition II.7.16] that the algebra $U^+$ satisfies the Nullstellensatz over $\mathbb{C}$ (see [6, II.7.14]). Further the set of $\mathcal{H}$-invariant prime ideals of $U^+$ is finite. Thus we deduce from [6, Theorem II.8.4] that Prim$_J(U^+) \ (J \in \mathcal{H}$-Spec($U^+$)) coincides with those primes in Spec$_J(U^+)$ that are maximal in Spec$_J(U^+)$. Hence, we deduce from the above description of the $\mathcal{H}$-strata of Spec$(U^+)$ (see Proposition 2.2, 2.3 and 2.4) the following description of the $\mathcal{H}$-strata of Prim$(U^+)$. 

Proposition 2.6

$$\begin{align*}
\text{Prim}_{(0)}(U^+) &= \{ \langle z - \alpha, z' - \beta \rangle \mid \alpha, \beta \in \mathbb{C}^* \}, \\
\text{Prim}_{(e_1)}(U^+) &= \{ \langle z - \alpha, z' \rangle \mid \alpha \in \mathbb{C}^* \}, \\
\text{Prim}_{(e_2)}(U^+) &= \{ \langle z, z' - \beta \rangle \mid \beta \in \mathbb{C}^* \}, \\
\text{Prim}_{(e_3)}(U^+) &= \{ \langle e_3 \rangle \}, \\
\text{Prim}_{(e_3)}(U^+) &= \{ \langle e_3 \rangle \}, \\
\text{Prim}_{(e_1)}(U^+) &= \{ \langle e_1, e_2 - \beta \rangle \mid \beta \in \mathbb{C}^* \}, \\
\text{Prim}_{(e_2)}(U^+) &= \{ \langle e_1 - \alpha, e_2 \rangle \mid \alpha \in \mathbb{C}^* \}, \\
\text{Prim}_{(e_1, e_2)}(U^+) &= \{ \langle e_1, e_2 \rangle \}.
\end{align*}$$
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Let \( \text{Max}(U^+) \) denote the set of maximal ideals of \( U^+ \). Among the primitive ideals, only two are not maximal. Indeed, we have:

**Proposition 2.7** \( \text{Max}(U^+) \) is the disjoint union of the following \( \mathcal{H} \)-strata of \( \text{Prim}(U^+) \):
\[
\{\langle z - \alpha, z' - \beta \rangle \mid \alpha, \beta \in \mathbb{C}^*\}, \{\langle z, z' - \beta \rangle \mid \beta \in \mathbb{C}^*\}, \{\langle z - \alpha, z' \rangle \mid \alpha \in \mathbb{C}^*\}, \{\langle e_1, e_2 - \beta \rangle \mid \beta \in \mathbb{C}^*\}, \{\langle e_1 - \alpha, e_2 \rangle \mid \alpha \in \mathbb{C}^*\} \text{ and } \{\langle e_1, e_2 \rangle\}.
\]

In other words, in \( U^+ \), there are only two primitive ideals that are not maximal: \( \langle e_3 \rangle \) and \( \langle e_3^\prime \rangle \).

**Proof.** First, \( \langle e_3 \rangle \) and \( \langle e_3^\prime \rangle \) are not maximal since they are strictly contained in the augmentation ideal \( \langle e_1, e_2 \rangle \).

Next, \( \langle e_1, e_2 - \beta \rangle \) \( \langle \beta \in \mathbb{C}^* \rangle \), \( \langle e_1 - \alpha, e_2 \rangle \) \( \langle \alpha \in \mathbb{C}^* \rangle \) and \( \langle e_1, e_2 \rangle \) are maximal since they have maximal height.

Now let \( \alpha \in \mathbb{C}^* \). Recall that \( \text{ht}(\langle z - \alpha, z' \rangle) = 2 \). If \( \langle z - \alpha, z' \rangle \) is not maximal, then there exists a height 3 prime \( P \) such that \( \langle z - \alpha, z' \rangle \subseteq P \). In particular, we have \( z - \alpha \in P \). On the other hand, since every height 3 prime contains \( z \) (see Proposition 2.5), we also have \( z \in P \). This is a contradiction since \( \alpha \in \mathbb{C}^* \). Hence \( \langle z - \alpha, z' \rangle \) is maximal.

We prove with the same arguments that the primitive ideals \( \langle z - \alpha, z' - \beta \rangle \) \( \langle \alpha, \beta \in \mathbb{C}^* \rangle \) and \( \langle z, z' - \beta \rangle \) \( \langle \beta \in \mathbb{C}^* \rangle \) are also maximal. \( \blacksquare \)

We finish this section by computing the Gelfand-Kirillov dimension of the simple factor algebras of \( U^+ \).

**Proposition 2.8**
- \( \text{GKdim} \left( \frac{U^+}{\langle z - \alpha, z' - \beta \rangle} \right) = 2 \) for all \( \alpha, \beta \in \mathbb{C}^* \).
- \( \text{GKdim} \left( \frac{U^+}{\langle z, z' - \beta \rangle} \right) = 2 \) for all \( \beta \in \mathbb{C}^* \).
- \( \text{GKdim} \left( \frac{U^+}{\langle z - \alpha, z' \rangle} \right) = 2 \) for all \( \alpha \in \mathbb{C}^* \).
- \( \text{GKdim} \left( \frac{U^+}{\langle e_1 - \alpha, e_2 \rangle} \right) = 0 \) for all \( \alpha, \beta \in \mathbb{C}^* \).
- \( \text{GKdim} \left( \frac{U^+}{\langle e_1, e_2 - \beta \rangle} \right) = 0 \) for all \( \beta \in \mathbb{C}^* \).
- \( \text{GKdim} \left( \frac{U^+}{\langle e_1, e_2 \rangle} \right) = 0 \).

**Proof.** From [10, Theorem 4.8], Tauvel’s height formula holds in \( U^+ \). So, for all prime \( P \) in \( U^+ \), we have
\[
\text{GKdim} \left( \frac{U^+}{P} \right) + \text{ht}(P) = \text{GKdim}(U^+) = 4.
\]

In Proposition 2.2, 2.3 and 2.4, we have calculated the height of all primes of \( U^+ \) and so the result easily follows from these three Propositions 2.2, 2.3 and 2.4. \( \blacksquare \)

**Remark 2.9** Except for \( \langle z, z' \rangle \mathbb{Z}(U^+) \), the maximal ideals of the center \( \mathbb{Z}(U^+) = \mathbb{C}[z, z'] \) of \( U^+ \) extend to height 2 maximal ideals of \( U^+ \). However they do not appear in the same \( \mathcal{H} \)-strata.
In particular, the height 2 maximal ideals that contain $z$ and those that contain $z'$ are not in the same $H$-strata. This indicates that $z$ and $z'$ must be distinguished: they do not have the same status in $U^+$. This observation, that will play a crucial role in the calculation of the automorphism group of $U^+$, can be explained as follows: the two indeterminates $z$ and $z'$ that generate the center do not play the same role since $z$ comes directly from the Lie algebra of type $B_2$ contrary to $z'$ which only appears at the (quantized) enveloping algebra level.

3 Simple factor algebras of Gelfand-Kirillov dimension 2 of $U^+$.

This paragraph is devoted to the simple factors of Gelfand-Kirillov dimension 2 of $U^+$, that is, in view of Proposition 2.7 and 2.8 the factor algebras $U^+/(z - \alpha, z' - \beta) ((\alpha, \beta) \in \mathbb{C}^2 \setminus \{(0,0)\})$. Recall that, in the classical case, the simple factors of Gelfand-Kirillov dimension 2 of the enveloping algebra of a Lie algebra of type $B_2$ are isomorphic to the first Weyl algebra $A_1(\mathbb{C})$ (see [3]). Hence, our aim in this section is to compare the properties of the algebras $U^+/(z - \alpha, z' - \beta) ((\alpha, \beta) \in \mathbb{C}^2 \setminus \{(0,0)\})$ with those of the first Weyl algebra $A_1(\mathbb{C})$. In particular, we will prove that the centers of such simple factor algebras are reduced to $\mathbb{C}$ and we will calculate the groups of units of these algebras. This study will suggest that we distinguish between three families of such algebras:

- The algebras $U^+/(z, z' - \beta)$ with $\beta \neq 0$ are isomorphic to simple factor algebras of Gelfand-Kirillov dimension 2 of the quantum Heisenberg algebra. These algebras are the so-called Weyl-Hayashi algebras (see [12]) and have been studied from a ring-theoretical point of view by Alev and Dumas (see [2]), Kirkman and Small (see [13]), and Malliavin (see [14]). They are simple, but they contain invertible elements that are not scalars. In fact, they can be presented as generalized Weyl algebras (GWA for short) over a Laurent polynomial ring in one variable (see Section 3.3 for the definition of a GWA).

- The algebras $U^+/(z - \alpha, z')$ with $\alpha \neq 0$ are also simple and contain invertible elements that are not scalars. In fact, they can also be presented as generalized Weyl algebras over a Laurent polynomial ring in one variable. However, they are not isomorphic to any algebra in the first family.

- The algebras $U^+/(z - \alpha, z' - \beta)$ with $\alpha, \beta \neq 0$ are simple, their centers are reduced to $\mathbb{C}$ and they do not contain non-trivial invertible elements. Further, they cannot be presented as generalized Weyl algebras over a polynomial ring in one variable nor a Laurent polynomial ring in one variable. Algebras in this third family provide good quantizations of the first Weyl algebra.

3.1 Basis of $U^+/(z - \alpha, z' - \beta) ((\alpha, \beta) \in \mathbb{C}^2 \setminus \{(0,0)\})$.

Fix $(\alpha, \beta) \in \mathbb{C}^2 \setminus \{(0,0)\}$. We set $B_\alpha := U^+/(z - \alpha)$ and $A_{\alpha,\beta} := U^+/(z - \alpha, z' - \beta)$; these algebras are Noetherian domains. If $x \in U^+$, we denote by $\hat{x}$ (resp. $\tilde{x}$) the canonical image of $x$ in $B_\alpha$ (resp. $A_{\alpha,\beta}$). Naturally, in the sequel, we will identify $A_{\alpha,\beta}$ with $B_\alpha/(\hat{z'} - \beta)$. 
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Recall (see [12,41]) that the family \((\tilde{e}_3^k \tilde{e}_1^i \tilde{e}_2^j)_{i,j,k \in \mathbb{N}}\) is a basis of \(B_\alpha\) as \(\mathbb{C}\)-vector space.

On the other hand, we deduce from the commutation relations between the generators \(e_1, e_2, e_3\) of \(U^+\) and \(z \in \mathbb{Z}(U^+)\) that \(A_{\alpha,\beta}\) is generated as an algebra by \(\tilde{e}_1, \tilde{e}_2, \tilde{e}_3\), and that, in \(A_{\alpha,\beta}\), we have the following commutation relations.

\[
\begin{align*}
\tilde{e}_1 \tilde{e}_3 &= q^{-2} \tilde{e}_3 \tilde{e}_1, \\
\tilde{e}_2 \tilde{e}_3 &= q^2 \tilde{e}_3 \tilde{e}_2 + \alpha, \\
\tilde{e}_2 \tilde{e}_1 &= q^{-2} \tilde{e}_1 \tilde{e}_2 - q^{-2} \tilde{e}_3
\end{align*}
\]

and

\[
\tilde{e}_3^2 + c_1 \tilde{e}_3 \tilde{e}_1 \tilde{e}_2 + \alpha c_2 \tilde{e}_1 + \beta c_3 = 0,
\]

where \(c_1 = q^4 - 1, c_2 = q^2(q^2 + 1)\) and \(c_3 = \frac{q^6}{1-q^2}\).

As observed by Kirkman and Small (see [13]), the Weyl-Hayashi algebras \(A_{0,\beta}\) (\(\beta \in \mathbb{C}\)) does not become the first Weyl algebra \(A_1(\mathbb{C})\) when \(q = 1\). One of the advantages of considering the algebras \(A_{\alpha,\beta}\) ((\(\alpha, \beta\)) \(\in \mathbb{C}^2 \setminus \{(0,0)\}\)) is that for suitable values of the parameters \(\alpha\) and \(\beta\) the algebra \(A_{\alpha,\beta}\) becomes the first Weyl algebra when \(q = 1\). More precisely, one can check that

**Observation 3.1** \(A_{1,0}, A_{1,(q-1)^2}...\) become the first Weyl algebra \(A_1(\mathbb{C})\) when \(q = 1\).

The following result provides a linear basis of \(A_{\alpha,\beta}\).

**Proposition 3.2** Set \(\mathcal{F} := (\tilde{e}_1^i \tilde{e}_2^j)_{i,j \in \mathbb{N}} \cup (\tilde{e}_3^k \tilde{e}_1^i \tilde{e}_2^j)_{i,j \in \mathbb{N}}\).

\(\mathcal{F}\) is a basis of the \(\mathbb{C}\)-vector space \(A_{\alpha,\beta}\).

**Proof.** Fix \((\alpha, \beta) \in \mathbb{C}^2 \setminus \{(0,0)\}\). We begin by showing that the \(\mathbb{C}\)-vector space \(A_{\alpha,\beta}\) is generated by \(\mathcal{F}\). First, since \(A_{\alpha,\beta} \cong B_\alpha/\langle \tilde{e}_1 - \beta \rangle\) and since the family \((\tilde{e}_3^k \tilde{e}_1^i \tilde{e}_2^j)_{i,j,k \in \mathbb{N}}\) is a linear basis of \(B_\alpha\) (see Section 1.2.1), the family \((\tilde{e}_3^k \tilde{e}_1^i \tilde{e}_2^j)_{i,j,k \in \mathbb{N}}\) is a generating set of \(A_{\alpha,\beta}\).

So it is sufficient to establish that, for all \(k, i, j \in \mathbb{N}\), \(\tilde{e}_3^k \tilde{e}_1^i \tilde{e}_2^j\) can be written as a (finite) linear combination over \(\mathbb{C}\) of elements of \(\mathcal{F}\). To do this, we proceed by induction on \(k\).

If \(k = 0\) or \(1\), it is obvious. We now assume that \(k \geq 2\). It follows from the commutation relations in \(A_{\alpha,\beta}\) that we have:

\[
\begin{align*}
\tilde{e}_3^k \tilde{e}_1^i \tilde{e}_2^j &= q_{4i} \tilde{e}_3^{k-2-i} \tilde{e}_1^i \tilde{e}_2^j + q_{4i} \tilde{e}_2 \tilde{e}_3^{k-2-i} \tilde{e}_1^{i+1} \tilde{e}_2^{j+1} + q_{4i} \tilde{e}_3^k \alpha \tilde{e}_3^{k-2-i} \tilde{e}_1^i \tilde{e}_2^j + q_{4i} \beta \tilde{e}_3^{k-2-i} \tilde{e}_1^i \tilde{e}_2^j \\
&= q_{4i} \tilde{e}_2 \tilde{e}_3^{k-2-i} \tilde{e}_1^i \tilde{e}_2^j + q_{4i} \tilde{e}_3^k \alpha \tilde{e}_3^{k-2-i} \tilde{e}_1^i \tilde{e}_2^j + q_{4i} \beta \tilde{e}_3^{k-2-i} \tilde{e}_1^i \tilde{e}_2^j
\end{align*}
\]

Then we deduce from the induction hypothesis that \(\tilde{e}_3^k \tilde{e}_1^i \tilde{e}_2^j\) can be written as a (finite) linear combination over \(\mathbb{C}\) of elements of \(\mathcal{F}\) as required. This achieves the induction and so we have just proved that \(\mathcal{F}\) is a generating family of \(A_{\alpha,\beta}\) viewed as a \(\mathbb{C}\)-vector space.

We now establish that the family \(\mathcal{F}\) is linearly independent. Let \(I\) and \(I'\) be two finite subsets of \(\mathbb{N}^2\), and \((\alpha_{i,j})_{(i,j) \in I}, (\beta_{i,j})_{(i,j) \in I'}\) two families of complex numbers. We assume that

\[
\sum_{(i,j) \in I} \alpha_{i,j} \tilde{e}_1^i \tilde{e}_2^j + \sum_{(i,j) \in I'} \beta_{i,j} \tilde{e}_3 \tilde{e}_1^i \tilde{e}_2^j = 0.
\]
Then, since the family \((\hat{e}_3^k \hat{e}_1^i \hat{e}_2^j)_{i,j,k \in \mathbb{N}}\) is a linear basis of \(B_\alpha\), and since \(A_{\alpha, \beta} \simeq B_\alpha/(\hat{\gamma} - \beta) = B_\alpha/(\hat{e}_3^2 + c_1 \hat{e}_3 \hat{e}_2 + \alpha c_2 \hat{e}_1 + \beta c_3)\), there exist a finite subset \(\Gamma\) of \(\mathbb{N}^3\) and a family \((\gamma_{k,i,j})(k,i,j) \in \Gamma\) of complex numbers such that, in \(B_\alpha\), we have:

\[
\sum_{(i,j) \in I} \alpha_{i,j} \hat{e}_1^i \hat{e}_2^j + \sum_{(i,j) \in I'} \beta_{i,j} \hat{e}_3 \hat{e}_1^i \hat{e}_2^j = (\hat{e}_3^2 + c_1 \hat{e}_3 \hat{e}_2 + \alpha c_2 \hat{e}_1 + \beta c_3) \sum_{(k,i,j) \in \Gamma} \gamma_{k,i,j} \hat{e}_3^k \hat{e}_1^i \hat{e}_2^j. \tag{6}
\]

Further the commutation relations of Lemma \[\square\] show that, in \(B_\alpha\), we have:

1. \(\hat{e}_3 \hat{e}_1^k = q^{2k} \hat{e}_1^k \hat{e}_3\) and \(\hat{e}_1 \hat{e}_3^k = q^{-2k} \hat{e}_3^k \hat{e}_1\).
2. \(\hat{e}_2 \hat{e}_3^k = q^{2k} \hat{e}_3^k \hat{e}_2 + \alpha q^{2k - 1} \hat{e}_3^{k-1}\).
3. \(\hat{e}_2 \hat{e}_1^k = q^{-2k} \hat{e}_1^k \hat{e}_2 - q^{-2} \alpha q^{4k - 1} \hat{e}_3^{-k} \hat{e}_1^{-1}\),

for all \(k \in \mathbb{N}^*\). We easily deduce from the above relations that

\[
\hat{e}_3 \hat{e}_1 \hat{e}_2 \hat{e}_3 \hat{e}_1^k \hat{e}_2^j = q^{-2i} \hat{e}_3^{k+1} \hat{e}_1^{i+1} \hat{e}_2^{j+1} - q^{-4} \hat{e}_3 \hat{e}_3^{k+2} \hat{e}_1^i \hat{e}_2^j + \alpha q^{-2(k-1)} \hat{e}_3^k \hat{e}_1^{i+1} \hat{e}_2^j,
\]

and next that

\[
\sum_{(i,j) \in I} \alpha_{i,j} \hat{e}_1^i \hat{e}_2^j + \sum_{(i,j) \in I'} \beta_{i,j} \hat{e}_3 \hat{e}_1^i \hat{e}_2^j = \sum_{(k,i,j) \in \Gamma} \gamma_{k,i,j} \hat{e}_3^k \hat{e}_1^i \hat{e}_2^j
\]

\[
+ \sum_{(k,i,j) \in \Gamma} q^{-2i} \gamma_{k,i,j} \hat{e}_3^{k+1} \hat{e}_1^{i+1} \hat{e}_2^{j+1}
\]

\[
- \sum_{(k,i,j) \in \Gamma} q^{-4} \gamma_{k,i,j} \hat{e}_3^{k+2} \hat{e}_1^i \hat{e}_2^j
\]

\[
+ \sum_{(k,i,j) \in \Gamma} \alpha q^{-2(k-1)} \hat{e}_3^k \gamma_{k,i,j} \hat{e}_1^{i+1} \hat{e}_2^j
\]

\[
+ \sum_{(k,i,j) \in \Gamma} \beta q^{-2(k-1)} \hat{e}_3^k \hat{e}_1^{i+1} \hat{e}_2^j
\]

Assume that there exists \((k, i, j) \in \Gamma\) such that \(\gamma_{k,i,j} \neq 0\). Then we denote by \((w, u, v)\) the greatest element (relative to the lexicographical order on \(\mathbb{N}^3\)) of \(\Gamma\) such that \(\gamma_{w,u,v} \neq 0\). Since the family \((\hat{e}_3^k \hat{e}_1^i \hat{e}_2^j)_{k,i,j \in \mathbb{N}}\) is a linear basis of \(B_\alpha\) (see Section \[\square\]), we can identify the coefficients of \(\hat{e}_3^{w+2} \hat{e}_1^u \hat{e}_2^v\) in the previous equality. This leads to

\[
0 = \gamma_{w,u,v} - q^{-4} q^{-4u} - \frac{1}{q^{-4}} \hat{e}_1 \gamma_{w,u,v}.
\]

Thus, since \(\gamma_{w,u,v} \neq 0\), we have \(1 - q^{-4} q^{-4u} = \frac{1}{q^{-4}} \hat{e}_1 = 0\). Further, \(c_1 = q^4 - 1\) and so we get \(q^{-4u} = 0\). This is a contradiction since \(q\) is nonzero. Hence \(\gamma_{k,i,j} = 0\) for all \((k, i, j) \in \Gamma\), and
so it follows from the above equality \( \{ \text{5} \} \) that:

\[
\sum_{(i,j) \in I} \alpha_{i,j} \hat{e}_1^i \hat{e}_2^j + \sum_{(i,j) \in I'} \beta_{i,j} \hat{e}_3 \hat{e}_1^i \hat{e}_2^j = 0.
\]

One more time, since the family \((\hat{e}_3^k \hat{e}_1^i \hat{e}_2^j)_{i,j,k \in \mathbb{N}}\) is a linear basis of \(B_\alpha\), this implies that \(\alpha_{i,j} = 0\) for all \((i, j) \in I\) and \(\beta_{i,j} = 0\) for all \((i, j) \in I'\), so that \(F\) is linearly independent, as desired. 

\[\blacksquare\]

### 3.2 The group of invertible elements of \(U^+/\langle z - \alpha, z' - \beta \rangle\) \(((\alpha, \beta) \in \mathbb{C}^2 \setminus \{(0, 0)\})\).

Fix \((\alpha, \beta) \in \mathbb{C}^2 \setminus \{(0, 0)\}\). We keep the conventions and notations introduced in the previous section. In particular, we still set \(B_\alpha := U^+/\langle z - \alpha \rangle\), \(A_{\alpha, \beta} := U^+/\langle z - \alpha, z' - \beta \rangle\) and \(\tilde{x}\) (resp. \(\hat{x}\)) the canonical image of \(x\) in \(B_\alpha\) (resp. \(A_{\alpha, \beta}\)).

Before describing the group of invertible elements of \(A_{\alpha, \beta}\), we show that a suitable localisation of this algebra is isomorphic to a quantum torus. More precisely, we denote by \(\mathbb{C}_q[x, y]\) the quantum plane, that is, the algebra generated by two indeterminates \(x, y\) with the relation \(xy = qyx\), and we denote by \(\mathbb{C}_q[x^{\pm 1}, y^{\pm 1}]\) the quantum torus associated to the quantum plane \(\mathbb{C}_q[x, y]\), that is, the localisation of the quantum plane \(\mathbb{C}_q[x, y]\) by the multiplicative system generated by the normal elements \(x\) and \(y\). Then we have the following statement.

**Lemma 3.3** Set \(\Sigma := \{\lambda \hat{e}_3^i \hat{e}_1^j \mid \lambda \in \mathbb{C}^*, i, j \in \mathbb{N}\}\). \(\Sigma\) is a multiplicative system of regular elements of \(A_{\alpha, \beta}\), that satisfies the Ore condition (both left and right) in \(A_{\alpha, \beta}\). Further, the map \(g : \mathbb{C}_q[x^{\pm 1}, y^{\pm 1}] \rightarrow A_{\alpha, \beta} \Sigma^{-1}\) defined by \(g(x) = \hat{e}_3\) and \(g(y) = \hat{e}_1\) is an algebra isomorphism.

**Proof.** Since \(A_{\alpha, \beta}\) is a domain and since \(\hat{e}_1\) and \(\hat{e}_3\) are non-zero, \(\Sigma\) is a multiplicative system of regular elements of \(A_{\alpha, \beta}\). Moreover, since the multiplicative system \(\{\lambda \hat{e}_3^i \hat{e}_1^j \mid \lambda \in \mathbb{C}^*, i, j \in \mathbb{N}\}\) satisfies the Ore condition (both left and right) in \(U^+\) (see \([3.1.4]\)), it is obvious that \(\Sigma\) also satisfies the Ore condition (both left and right) in \(A_{\alpha, \beta}\). This establishes the first part of the lemma.

Now, \(\hat{e}_1\) and \(\hat{e}_3\) are invertible in the Ore localisation \(A_{\alpha, \beta} \Sigma^{-1}\). Further, we have: \(\hat{e}_3 \hat{e}_1 = q^2 \hat{e}_1 \hat{e}_3\). Hence, there exists an algebra homomorphism \(g : \mathbb{C}_q[x^{\pm 1}, y^{\pm 1}] \rightarrow A_{\alpha, \beta} \Sigma^{-1}\) such that \(g(x) = \hat{e}_3\) and \(g(y) = \hat{e}_1\). It remains to prove that \(g\) is actually an isomorphism.

We first show that \(g\) is onto. Recall (see \([3.1]\)) that \(A_{\alpha, \beta}\) is generated as an algebra by \(\hat{e}_1\), \(\hat{e}_2\) and \(\hat{e}_3\), so that \(A_{\alpha, \beta} \Sigma^{-1}\) is generated as an algebra by \(\hat{e}_1^{\pm 1}\), \(\hat{e}_2\) and \(\hat{e}_3^{\pm 1}\). Thus, in order to prove that \(g\) is onto, it is sufficient to show that \(\hat{e}_2\) belongs to the sub-algebra of \(A_{\alpha, \beta} \Sigma^{-1}\) generated by \(\hat{e}_1^{\pm 1}\) and \(\hat{e}_3^{\pm 1}\). This is what we do now.

Recall (see \([3.1]\)) that, in \(A_{\alpha, \beta}\), \(\hat{e}_1 \hat{e}_3 = q^{-2} \hat{e}_3 \hat{e}_1\) and \(\hat{e}_3^2 + c_1 \hat{e}_3 \hat{e}_1 \hat{e}_2 + c_2 \hat{e}_1 + c_3 = 0\), where \(c_1 = q^4 - 1\), \(c_2 = q^2(q^2 + 1)\) and \(c_3 = \frac{q^6}{1 - q^2}\). We deduce from these relations that, in \(A_{\alpha, \beta} \Sigma^{-1}\), we have:

\[
\hat{e}_2 = -\frac{1}{c_1} \left( q \hat{e}_3 \hat{e}_1^{-1} + q^2 \alpha c_2 \hat{e}_3^{-1} + q^{-2} \beta c_3 \hat{e}_3^{-1} \hat{e}_1^{-1} \right).
\]

Thus, \(\hat{e}_2\) belongs to the sub-algebra of \(A_{\alpha, \beta} \Sigma^{-1}\) generated by \(\hat{e}_1^{\pm 1}\) and \(\hat{e}_3^{\pm 1}\), as required, and so \(g\) is onto.
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Now, to prove that the algebra homomorphism \( g \) is actually an isomorphism, it is sufficient to show that the Noetherian domains \( \mathbb{C}_q^{x^\pm 1, y^\pm 1} \) and \( A_{\alpha,\beta}^{-1} \) have the same Gelfand-Kirillov dimension. Since it is well known that \( \text{GKdim} \left( \mathbb{C}_q^{x^\pm 1, y^\pm 1} \right) = 2 \), it just remains to prove that the Gelfand-Kirillov dimension of \( A_{\alpha,\beta}^{-1} \) is also 2. First, since \( g \) is onto, we have:

\[
\text{GKdim} \left( A_{\alpha,\beta}^{-1} \right) \leq \text{GKdim} \left( \mathbb{C}_q^{x^\pm 1, y^\pm 1} \right) = 2.
\]

On the other hand, since \( \text{GKdim} \left( A_{\alpha,\beta} \right) = 2 \), we have

\[
\text{GKdim} \left( A_{\alpha,\beta}^{-1} \right) \geq 2.
\]

So

\[
\text{GKdim} \left( A_{\alpha,\beta}^{-1} \right) = 2 = \text{GKdim} \left( \mathbb{C}_q^{x^\pm 1, y^\pm 1} \right)
\]

and \( g \) is an algebra isomorphism, as desired. ■

An immediate consequence of Lemma 3.3 is the following statement.

**Corollary 3.4** The field of fractions of \( A_{\alpha,\beta} \) \( (\alpha,\beta) \neq (0,0) \) is isomorphic to the field of fractions of the quantum plane \( \mathbb{C}_q^{x,y} \).

Before computing the group of invertible elements of \( A_{\alpha,\beta} \), we need some informations on the expression of powers of \( \tilde{e}_3 \) in the linear basis of \( A_{\alpha,\beta} \) that we have described in Proposition 3.2.

**Lemma 3.5** Let \( p \) be a positive integer.

1. If \( \beta \neq 0 \), then we have

\[
\tilde{e}_3^{2p} = (-\beta c_3)^p + \sum_{i \geq 1, j \geq 0} \alpha_{i,j} \tilde{e}_1^i \tilde{e}_2^j + \sum_{i \geq 1, j \geq 0} \beta_{i,j} \tilde{e}_3 \tilde{e}_1^i \tilde{e}_2^j
\]

and

\[
\tilde{e}_3^{2p+1} = (-\beta c_3)^p \tilde{e}_3 + \sum_{i \geq 1, j \geq 0} \alpha'_{i,j} \tilde{e}_1^i \tilde{e}_2^j + \sum_{i \geq 1, j \geq 0} \beta'_{i,j} \tilde{e}_3 \tilde{e}_1^i \tilde{e}_2^j,
\]

where \( \alpha_{i,j}, \beta_{i,j}, \alpha'_{i,j}, \beta'_{i,j} \in \mathbb{C} \) are equal to zero except for a finite number of them.

2. If \( \beta = 0 \), then we have

\[
\tilde{e}_3^{2p} = \sum_{i \geq p, j \geq 0} \alpha_{i,j} \tilde{e}_1^i \tilde{e}_2^j + \sum_{i \geq p, j \geq 0} \beta_{i,j} \tilde{e}_3 \tilde{e}_1^i \tilde{e}_2^j
\]

and

\[
\tilde{e}_3^{2p+1} = \sum_{i \geq p, j \geq 0} \alpha'_{i,j} \tilde{e}_1^i \tilde{e}_2^j + \sum_{i \geq p, j \geq 0} \beta'_{i,j} \tilde{e}_3 \tilde{e}_1^i \tilde{e}_2^j,
\]

where \( \alpha_{i,j}, \beta_{i,j}, \alpha'_{i,j}, \beta'_{i,j} \in \mathbb{C} \) are equal to zero except for a finite number of them, and \( \alpha_{p,0} \neq 0, \beta'_{p,0} \neq 0 \).
Proof. This lemma easily follows from a straightforward induction. ■

In the sequel, if $R$ is an algebra, we denote by $U(R)$ the group of invertible elements of $R$. Since $U(C[q[x^\pm1, y^\pm1]]) = \{\lambda x^iy^j \mid \lambda \in \mathbb{C}^*, i, j \in \mathbb{Z}\}$, it follows from the above Lemma 3.3 that $U(A_{\alpha,\beta}) \subseteq \{\lambda \tilde{e}_3^{-i} \tilde{e}_1^j \mid \lambda \in \mathbb{C}^*, i, j \in \mathbb{Z}\}$. In fact, this inclusion is always strict.

**Proposition 3.6** Let $(\alpha, \beta) \in \mathbb{C}^2 \setminus \{(0, 0)\}$.

$$U(A_{\alpha,\beta}) = \begin{cases} \{\lambda \tilde{e}_3^{-i} \mid \lambda \in \mathbb{C}^*, i \in \mathbb{Z}\} & \text{if } \alpha = 0 \\ \{\lambda (\tilde{e}_1 \tilde{e}_2^{-i}) \mid \lambda \in \mathbb{C}^*, i \in \mathbb{Z}\} & \text{if } \beta = 0 \\ \mathbb{C}^* & \text{otherwise.} \end{cases}$$

**Proof.** In the case where $\alpha = 0$, $A_{\alpha,\beta}$ is a so-called Weyl-Hayashi algebra whose group of invertible elements has been computed for instance in [2: Proof of Theorem 2.5]. Hence we assume from now that $\alpha \neq 0$. We proceed in three steps.

- **Step 1:** we prove that $\tilde{e}_1 \notin U(A_{\alpha,\beta})$ and $\tilde{e}_3 \notin U(A_{\alpha,\beta})$.

Assume that $\tilde{e}_1 \in U(A_{\alpha,\beta})$. Then there exists $a \in A_{\alpha,\beta}$ such that $\tilde{e}_1 a = 1$. It follows from Proposition 3.2 that the family $\mathcal{F} := \{\tilde{e}_1 \tilde{e}_2^{-i}\}_{i,j \in \mathbb{N}} \cup \{(\tilde{e}_1 \tilde{e}_2^{-i})\}_{i,j \in \mathbb{N}}$ is a basis of $A_{\alpha,\beta}$ viewed as a $\mathbb{C}$-vector space. So we can write $a$ as follows:

$$a = \sum_{(i,j) \in I} \alpha_{i,j} \tilde{e}_1^i \tilde{e}_2^{-j} + \sum_{(i,j) \in I'} \beta_{i,j} \tilde{e}_3^{-i} \tilde{e}_1^j,$$

where $I, I'$ are two finite subsets of $\mathbb{N}^2$, $\alpha_{i,j} \in \mathbb{C}$ for all $(i, j) \in I$ and $\beta_{i,j} \in \mathbb{C}$ for all $(i, j) \in I'$. Thus, since $\tilde{e}_1 a = 1$ and $\tilde{e}_1 \tilde{e}_3 = q^{-2} \tilde{e}_3 \tilde{e}_1$, we get:

$$\sum_{(i,j) \in I} \alpha_{i,j} \tilde{e}_1^i \tilde{e}_2^{-j} + \sum_{(i,j) \in I'} \beta_{i,j} q^{-2} \tilde{e}_3^{-i} \tilde{e}_1^j = 1.$$

Since $\mathcal{F}$ is linearly independent, we obtain that $\alpha_{i,j} = 0$ for all $(i, j) \in I$ and $\beta_{i,j} = 0$ for all $(i, j) \in I'$, so that $a = 0$. This is a contradiction and so we have just proved that $\tilde{e}_1$ is not invertible in $A_{\alpha,\beta}$.

Assume now that $\tilde{e}_3$ is invertible in $A_{\alpha,\beta}$. Then there exists $a \in A_{\alpha,\beta}$ such that $\tilde{e}_3 a = 1$. As in the previous case, we can write $a$ as follows:

$$a = \sum_{(i,j) \in I} \alpha_{i,j} \tilde{e}_3^{-i} \tilde{e}_1^j + \sum_{(i,j) \in I'} \beta_{i,j} \tilde{e}_3^{-i} \tilde{e}_1^j,$$

where $I, I'$ are two finite subsets of $\mathbb{N}^2$, $\alpha_{i,j} \in \mathbb{C}$ for all $(i, j) \in I$ and $\beta_{i,j} \in \mathbb{C}$ for all $(i, j) \in I'$. Thus, since $\tilde{e}_3 a = 1$ and $\tilde{e}_1 \tilde{e}_3 = q^{-2} \tilde{e}_3 \tilde{e}_1$, we get:

$$\sum_{(i,j) \in I} \alpha_{i,j} \tilde{e}_3^{-i} \tilde{e}_1^j + \sum_{(i,j) \in I'} \beta_{i,j} q^{-2} \tilde{e}_3^{-i} \tilde{e}_1^j = 1.$$
Now recall (see §3) that $\tilde{e}_3^2 + c_1 \tilde{e}_3 \tilde{e}_1 + \alpha c_2 \tilde{e}_1 + \beta \tilde{e}_3 = 0$, where $c_1 = q^4 - 1$, $c_2 = q^2(q^2 + 1)$ and $c_3 = \frac{q^3}{1+q}$. Hence we deduce from the previous equality that

$$\sum_{(i,j) \in I} \alpha_{i,j} \tilde{e}_3 \tilde{e}_1 i \tilde{e}_2^j - c_1 \sum_{(i,j) \in I'} q^{2i} \beta_{i,j} \tilde{e}_3 \tilde{e}_1 i+1 \tilde{e}_2^{j+1} - c_2 \sum_{(i,j) \in I'} q^{4i} \alpha_{i,j} \tilde{e}_1 i+1 \tilde{e}_2^j - c_3 \sum_{(i,j) \in I'} q^{4i} \beta_{i,j} \tilde{e}_1 i \tilde{e}_2^j = 1$$

If every $\beta_{i,j}$ ($(i,j) \in I'$) is equal to zero, then $\sum_{(i,j) \in I} \alpha_{i,j} \tilde{e}_3 \tilde{e}_1 \tilde{e}_2^j = 1$. Since the family $\mathcal{F}$ is linearly independent, this implies that $\alpha_{i,j} = 0$ for all $(i,j) \in I$. Hence $a = 0$. This is a contradiction and so there exists $(u,v) \in I'$ such that $\beta_{u,v} \neq 0$. Choose such a pair $(u,v)$ maximal with respect to the lexicographic order. Since $\mathcal{F}$ is linearly independent, identifying the coefficients of $\tilde{e}_1^{u+1} \tilde{e}_2^v$ in the previous equality leads to

$$q^{4u} \alpha_{u,v} = 0.$$

This is a contradiction since $\beta_{u,v} \neq 0$ and $\alpha \neq 0$.

To sum up, $\tilde{e}_1$ and $\tilde{e}_3$ are not invertible in $A_{\alpha,\beta}$.

• Step 2: the case where $\beta \neq 0$.

Let $u \in U(A_{\alpha,\beta})$. It follows from the discussion preceding Proposition §3.6 that there exist $m, n \in \mathbb{Z}$ and $\lambda \in \mathbb{C}^*$ such that $u = \lambda \tilde{e}_3^{-m} \tilde{e}_1^{-n}$. We need to prove that $m = n = 0$.

First, observe that, since $u^{-1} = \lambda^{-1} q^{-2mn} \tilde{e}_3^{-m} \tilde{e}_1^{-n}$ also belongs to $U(A_{\alpha,\beta})$, we can assume that $m \geq 0$.

Now, since $\tilde{e}_1$ and $\tilde{e}_3$ are not invertible in $A_{\alpha,\beta}$, it is easy to show that we must have either $m = n = 0$ (and $u \in \mathbb{C}^*$ in this case), or $m > 0$ and $n < 0$.

Let us study this last case, that is, assume that $m > 0$ and $n < 0$. We set $k := -n > 0$. Then $u = \lambda \tilde{e}_3^{-m} \tilde{e}_1^{-k} = \lambda q^k \tilde{e}_1^{-k} \tilde{e}_3^{-m}$, where $\bullet \in \mathbb{Z}$. Thus $\lambda q^k \tilde{e}_3^{-m} = \tilde{e}_1^{-k} u$. Now $u \in A_{\alpha,\beta}$, so that one can write $u$ uniquely as follows:

$$u = \sum_{(i,j) \in I} \alpha_{i,j} \tilde{e}_1^i \tilde{e}_2^j + \sum_{(i,j) \in I'} \beta_{i,j} \tilde{e}_3^i \tilde{e}_1^j,$$

where $I, I'$ are two finite subsets of $\mathbb{N}^2$, $\alpha_{i,j} \in \mathbb{C}$ for all $(i,j) \in I$ and $\beta_{i,j} \in \mathbb{C}$ for all $(i,j) \in I'$. Hence we get:

$$\lambda q^k \tilde{e}_3^{-m} = \sum_{(i,j) \in I} \alpha_{i,j} \tilde{e}_1^{i+k} \tilde{e}_2^j + \sum_{(i,j) \in I'} q^{-2k} \beta_{i,j} \tilde{e}_3^i \tilde{e}_1^{i+k} \tilde{e}_2^j.$$

Since $\beta \neq 0$, comparing this expression of $\tilde{e}_3^{-m}$ to the expression of $\tilde{e}_3^{-m}$ obtained in Lemma §3.6 leads to a contradiction. Hence the only possibility is $m = n = 0$, so that $u = \lambda \in \mathbb{C}^*$ and $U(A_{\alpha,\beta}) = \mathbb{C}^*$, as desired.

• Step 3: the case where $\beta = 0$. 
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Let \( u \in U(A_{\alpha,0}) \). It follows from the discussion preceding Proposition 3.5 that there exist \( m, n \in \mathbb{Z} \) and \( \lambda \in \mathbb{C}^* \) such that \( u = \lambda \tilde{e}_3^m \tilde{e}_1^n \). We need to prove that \( m = -2n \).

First, as in the previous step, one can assume that \( m \geq 0 \).

Now, since \( \tilde{e}_1 \) and \( \tilde{e}_3 \) are not invertible in \( A_{\alpha,0} \), it is easy to show that we must have either \( m = n = 0 \) (and \( u \in \mathbb{C}^* \) in this case), or \( m > 0 \) and \( n < 0 \).

Assume that \( m > 0 \) and \( n < 0 \). As in the second step, we set \( k := -n > 0 \). Keeping the notations of the previous step, one can also prove that

\[
\lambda q^* \tilde{e}_3^m = \sum_{(i,j) \in I} \alpha_{i,j} \tilde{e}_1^{i+k} \tilde{e}_2^{-j} + \sum_{(i,j) \in I'} q^{-2k} \beta_{i,j} \tilde{e}_3^{-i+k} \tilde{e}_2^{-j}.
\]

Then, comparing \( u \) to the expression of \( \tilde{e}_3^{ln} \) obtained in Lemma 3.5, we get that \( 2k \leq m \).

Thus we can rewrite \( u \) as follows:

\[
u = \lambda q^* (\tilde{e}_3^{-1})^{2k} \left( \tilde{e}_1^{-1} \tilde{e}_3^{-2} \right)^k,
\]

where \( \ast \in \mathbb{Z} \). Observe further that, since \( \beta = 0 \), we have \( \tilde{e}_3^{-2} + c_1 \tilde{e}_3 \tilde{e}_1 \tilde{e}_2 + \alpha c_2 \tilde{e}_1 = 0 \). Thus

\[
\tilde{e}_1^{-1} \tilde{e}_3^{-2} = -q^2 c_1 \tilde{e}_3 \tilde{e}_2 - \alpha c_2 \in A_{\alpha,0}.
\]

So, recalling that \( 2k \leq m \), \( \tilde{e}_3^{m} \) expresses \( u \) as a product of elements of \( A_{\alpha,0} \). Since \( u \) is invertible, this implies that all factors of this expression should also be invertible in \( A_{\alpha,0} \). However we have already proved that \( \tilde{e}_3 \) is not invertible in \( A_{\alpha,0} \). So this implies that \( m = 2k \), so that \( u = \lambda q^* (\tilde{e}_1^{-1} \tilde{e}_3^{-2})^k \).

Hence we have already proved that \( U(A_{\alpha,0}) \subseteq \{ \lambda (\tilde{e}_1^{-1} \tilde{e}_3^{-2})^i \mid \lambda \in \mathbb{C}^*, i \in \mathbb{Z} \} \).

For the converse, it is sufficient to observe that \( \tilde{e}_1^{-1} \tilde{e}_3^{-2} \) is invertible in \( A_{\alpha,0} \) with inverse:

\[
(\tilde{e}_1^{-1} \tilde{e}_3^{-2})^{-1} = \frac{1}{c_2^2} \left[ -\alpha c_2 + c_1^2 \tilde{e}_1 \tilde{e}_2^2 + c_1 \tilde{e}_3 \tilde{e}_2 \right].
\]

If \( A \) is an algebra, the trivial invertible elements of \( A \) are the non-zero elements of the ground field.

**Proposition 3.7** Let \( \alpha, \beta \in \mathbb{C}^* \). Then \( A_{\alpha,\beta} \) is a simple algebra with no non-trivial invertible elements and the center of \( A_{\alpha,\beta} \) is reduced to \( \mathbb{C} \).

**Proof.** It just remains to show that the center of \( A_{\alpha,\beta} \) is reduced to \( \mathbb{C} \). Let \( x \) a non-zero element of the center of \( A_{\alpha,\beta} \). Then \( x A_{\alpha,\beta} \) is a two-sided non-zero ideal of \( A_{\alpha,\beta} \). Since this algebra is simple, we get \( x A_{\alpha,\beta} = A_{\alpha,\beta} \). This implies that \( x \) is invertible in \( A_{\alpha,\beta} \). Then Proposition 3.6 leads to \( x \in \mathbb{C} \), as desired. \( \blacksquare \)

One can also show, using similar arguments, that the center of the algebra \( A_{\alpha,\beta} \) with \( \alpha \beta = 0 \) is also reduced to \( \mathbb{C} \).

**Proposition 3.8** Let \( \alpha, \beta \in \mathbb{C}^* \). Then \( A_{0,\beta} \) and \( A_{\alpha,0} \) are simple algebras whose centers are reduced to \( \mathbb{C} \).

Note that, in the case of the so-called Weyl-Hayashi algebras \( A_{0,\beta} \) (\( \beta \in \mathbb{C}^* \)), this result was first proved by Kirkman and Small (see [13] Proposition 1.5).
3.3 Link with generalized Weyl algebras.

It is interesting to note that the algebras $A_{0, \beta}$ ($\beta \neq 0$) and $A_{\alpha, 0}$ ($\alpha \neq 0$) are examples of a large class of algebras called generalized Weyl algebras (GWA for short) that have been introduced by Bavula (see [4]). These algebras have been extensively studied recently. We refer to [4, 5, 15] for more details on these algebras and their representation theory. Recall that a GWA over a Noetherian $C$-algebra $R$ which is a domain is defined as follows. Let $a$ be a non-zero central element of $R$ and $\sigma$ be an automorphism of $R$. Then the GWA $R(\sigma, a)$ is the $C$-algebra generated over $R$ by two generators $x$ and $y$ with the following relations:

$$xr = \sigma(r)x \text{ for all } r \in R,$$

$$yr = \sigma^{-1}(r)y \text{ for all } r \in R,$$

$$xy = \sigma(a),$$

$$yx = a.$$

The algebra $R(\sigma, a)$ is a Noetherian domain (see [4]).

In fact, the algebras $A_{0, \beta}$ ($\beta \neq 0$) and $A_{\alpha, 0}$ ($\alpha \neq 0$) are examples of GWA over a Laurent polynomial ring in one indeterminate since it can be shown that:

**Proposition 3.9** Let $\beta \in \mathbb{C}^*$. Denote by $\sigma$ the automorphism of $\mathbb{C}[h^{\pm 1}]$ defined by $\sigma(h) = q^2 h$ and set $a = h^{1-q} + \frac{\beta q}{(q^2-1)(q^4-1)} h^{-1}$.

Then there exists a unique isomorphism $\Theta : A_{0, \beta} \to \mathbb{C}[h^{\pm 1}](\sigma, a)$ such that $\Theta(\overline{e}_1) = y$, $\Theta(\overline{e}_2) = x$ and $\Theta(\overline{e}_3) = h$.

and

**Proposition 3.10** Let $\alpha \in \mathbb{C}^*$. Denote by $\sigma$ the automorphism of $\mathbb{C}[h^{\pm 1}]$ defined by $\sigma(h) = q^2 h$ and set $a = h^{1-q} + \frac{\alpha}{q^2-1}$.

Then there exists a unique isomorphism $\Theta : A_{\alpha, 0} \to \mathbb{C}[h^{\pm 1}](\sigma, a)$ such that $\Theta(\overline{e}_1) = x^2 h$, $\Theta(\overline{e}_2) = y$ and $\Theta(\overline{e}_3) = x$.

Let $\alpha, \beta \in \mathbb{C}^*$. In contrast, the algebra $A_{\alpha, \beta}$ is not isomorphic to a GWA over $\mathbb{C}[h]$ nor $\mathbb{C}[h^{\pm 1}]$. In fact, every GWA over $\mathbb{C}[h^{\pm 1}]$ has non-trivial invertible elements ($h$ is invertible in this algebra) and so Proposition 3.9 shows that $A_{\alpha, \beta}$ cannot be isomorphic to a GWA over $\mathbb{C}[h^{\pm 1}]$. Now, assume that $A_{\alpha, \beta}$ is isomorphic to a GWA over $\mathbb{C}[h]$. Since the field of fractions of $A_{\alpha, \beta}$ is isomorphic to the field of fractions of a quantum plane, then it follows from [15, Proposition 2.1.1] that $A_{\alpha, \beta}$ must be isomorphic to a quantum GWA over $\mathbb{C}[h]$ (in the sense of [15]). But, it was observed in [15, 3.1] that such quantum GWA are never simple. This is a contradiction and so we have just proved the following statement.

**Proposition 3.11** Let $(\alpha, \beta) \in \mathbb{C}^2$ with $\alpha, \beta \neq 0$.

Then $A_{\alpha, \beta}$ is not isomorphic to a GWA over $\mathbb{C}[h]$ nor $\mathbb{C}[h^{\pm 1}]$. 
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4 Automorphism group of $U^+$ and orbits of the action of this group on Prim($U^+$).

The aim of this paragraph is to compute the automorphism group $\text{Aut}(U^+)$ of the algebra $U^+$ and to describe the orbits for the action of $\text{Aut}(U^+)$ on Prim($U^+$). In [8], Andruskiewitsch and Dumas have investigated the group $\text{Aut}(U^+)$ and conjectured that this group is isomorphic to the torus $\mathcal{H} = (\mathbb{C}^*)^2$ (see [8 Problem 1]). To give support to their conjecture, they have proved the following intermediate result (see [8 Proposition 3.3]).

Proposition 4.1 (Andruskiewitsch-Dumas) The sub-group $\text{Aut}_z(U^+)$ of $\text{Aut}(U^+)$ of those automorphisms that fix the ideal generated by $z$ is isomorphic to the torus $(\mathbb{C}^*)^2$.

Our aim in this section is to give a positive answer to the conjecture of Andruskiewitsch and Dumas. In fact, in view of Proposition 4.1, it is sufficient to prove that every automorphism of $U^+$ fixes the ideal generated by $z$. In order to do this, we proceed as follows. Using the results obtained in the previous paragraph, we establish that the set Prim($U^+$) of those primitive ideals of $U^+$ that contain $z$ is left invariant by every automorphism of $U^+$. Next, since $U^+$ is a Jacobson ring, every prime ideal is the intersection of those primitive ideals that contain this prime. In particular, the ideal generated by $z$ is the intersection of the set Prim($U^+$) of those primitive ideals that contain $z$. Since we have previously proved that the set Prim($U^+$) is invariant under any automorphism, we conclude that the ideal generated by $z$ is also invariant under any automorphism. Then Proposition 4.1 of Andruskiewitsch and Dumas allows us to prove that the group $\text{Aut}(U^+)$ is isomorphic to the torus $(\mathbb{C}^*)^2$. As a corollary, we obtain that the action of $\text{Aut}(U^+)$ on Prim($U^+$) has exactly 8 orbits that we describe explicitly.

4.1 Image of the maximal ideals $\langle z, z' - \beta \rangle$ ($\beta \in \mathbb{C}^*$) by an automorphism of $U^+$.

Throughout this section, $\beta$ denotes a non-zero complex number and $\sigma$ an automorphism of $U^+$. Further, we keep the conventions and notations of [3.1]. Since $\langle z, z' - \beta \rangle$ is a maximal ideal of height 2 of $U^+$, its image under $\sigma$ is also a maximal ideal of height 2 of $U^+$. So we deduce from Proposition 2.7 that there exists $(\alpha', \beta') \in \mathbb{C}^2 \setminus \{(0, 0)\}$ such that $\sigma (\langle z, z' - \beta \rangle) = \langle z - \alpha', z' - \beta' \rangle$. Further, since $\sigma$ induces an isomorphism between $U^+/(z, z' - \beta)$ and $U^+/(z - \alpha', z' - \beta')$, the algebras $A_{0,\beta}$ and $A_{\alpha',\beta'}$ must be isomorphic. In particular, their groups of invertible elements must be isomorphic. Hence, it follows from Proposition 3.6 that we must have $\alpha' = 0$ or $\beta' = 0$.

Next, let $\alpha \in \mathbb{C}^*$. Even though $A_{0,\beta}$ and $A_{\alpha,0}$ are isomorphic to GWA over a Laurent polynomial ring in one variable (see Proposition 3.9 and 3.10), they are not isomorphic algebras. Indeed, it follows from [5] Theorem 5.2 that the GWA that are isomorphic to $A_{0,\beta}$ and $A_{\alpha,0}$ (see Proposition 3.9 and 3.10) are not isomorphic.

Hence, we must have $\alpha' = 0$ and so we have just proved the following result.

Proposition 4.2 Let $\beta \in \mathbb{C}^*$ and $\sigma$ an automorphism of $U^+$.
There exists $\beta' \in \mathbb{C}^*$ such that $\sigma (\langle z, z' - \beta \rangle) = \langle z, z' - \beta' \rangle$. 
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4.2 Automorphism group of $U^+$. 

We denote by $\text{Aut}(U^+)$ the automorphism group of the algebra $U^+$ and by $\text{Aut}_z(U^+)$ the sub-group of $\text{Aut}(U^+)$ of those automorphisms of $U^+$ that fix $\langle z \rangle$. Recall that Andruskiewitsch and Dumas have shown (see [3, Proposition 3.3]) that $\text{Aut} U$ is isomorphic to $(\mathbb{C}^*)^2$. In order to prove that $\text{Aut}(U^+)$ itself is isomorphic to $(\mathbb{C}^*)^2$, it just remains to prove that $\text{Aut}_z(U^+) = \text{Aut}(U^+)$. This is what we do now.

**Proposition 4.3** $\text{Aut}_z(U^+) = \text{Aut}(U^+)$. 

**Proof.** The inclusion $\text{Aut}_z(U^+) \subseteq \text{Aut}(U^+)$ is obvious. Let now $\sigma$ be an automorphism of $U^+$. In order to prove that the ideal generated by $z$ is left invariant by $\sigma$, we first show that the set $\text{Prim}^2(U^+)$ of those primitive ideals of $U^+$ that contain $z$ is invariant under $\sigma$.

It follows from Proposition 2.3 that $\text{Prim}^2(U^+)$ is actually the disjoint union of the following $H$-strata of $\text{Prim}(U^+)$: $\{\langle z', -\beta \rangle \mid \beta \in \mathbb{C}^*\}$, $\{\langle e_3 \rangle\}$, $\{\langle e_1, e_2 - \beta \rangle \mid \beta \in \mathbb{C}^*\}$, $\{e_1 - \alpha, e_2 \mid \alpha \in \mathbb{C}^*\}$, and $\{(e_1, e_2)\}$. We set $\mathcal{P}_z := \{\langle z', -\beta \rangle \mid \beta \in \mathbb{C}^*\}$, $\mathcal{P}_0 := \{\langle e_3 \rangle\}$, and $\text{Prim}^4(U^+) = \{\langle e_1, e_2 - \beta \rangle \mid \beta \in \mathbb{C}^*\} \cup \{(e_1 - \alpha, e_2) \mid \alpha \in \mathbb{C}^*\} \cup \{(e_1, e_2)\}$, so that $\text{Prim}^2(U^+) = \mathcal{P}_z \cup \mathcal{P}_0 \cup \text{Prim}^4(U^+)$. Now, to prove that $\text{Prim}^2(U^+)$ is invariant under the automorphism $\sigma$, it is sufficient to show that the three subsets $\mathcal{P}_z$, $\mathcal{P}_0$ and $\text{Prim}^4(U^+)$ are left invariant by $\sigma$.

First, it follows from Proposition 4.2 that the image by $\sigma$ of an element of $\mathcal{P}_z$ is still an element of $\mathcal{P}_z$. Hence, $\mathcal{P}_z$ is invariant under $\sigma$. Next, it follows from Proposition 2.3 that $\mathcal{P}_0$ is exactly the set of those primitive ideals of $U^+$ that are not maximal. Thus $\mathcal{P}_0$ is also invariant under $\sigma$. Finally, it follows from Proposition 2.3 that $\text{Prim}^4(U^+)$ is actually the set of all height 4 prime ideals of $U^+$. Hence this set is also invariant under $\sigma$. To resume, we have just proved that the three sets $\mathcal{P}_z$, $\mathcal{P}_0$ and $\text{Prim}^4(U^+)$ are invariant under $\sigma$. Since $\text{Prim}^2(U^+) = \mathcal{P}_z \cup \mathcal{P}_0 \cup \text{Prim}^4(U^+)$, we obtain that $\text{Prim}^2(U^+)$ is invariant under $\sigma$ too, that is, $\sigma(\text{Prim}^2(U^+)) = \text{Prim}^2(U^+)$. 

Next, it follows from [6, Proposition II.7.12] that $U^+$ is a Jacobson ring. In particular, this implies that the prime $\langle z \rangle$ is actually equal to the intersection of the elements of $\text{Prim}^2(U^+)$, that is, the intersection of those primitive ideals of $U^+$ that contain $z$. In other words, we have 

$$\langle z \rangle = \bigcap_{P \in \text{Prim}^2(U^+)} P.$$ 

Applying the automorphism $\sigma$ to this equality yields

$$\sigma(\langle z \rangle) = \bigcap_{P \in \text{Prim}^2(U^+)} \sigma(P).$$

Since $\text{Prim}^2(U^+)$ is left invariant by $\sigma$, this implies that

$$\sigma(\langle z \rangle) = \bigcap_{P \in \text{Prim}^2(U^+)} P = \langle z \rangle,$$
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Since Andruskiewitsch and Dumas have shown that \( \text{Aut}_z(U^+) \) is isomorphic to the torus \((\mathbb{C}^*)^2\) (see [3, Proposition 3.3]), we deduce from Proposition 4.3 the following result that gives a positive answer to a conjecture of Andruskiewitsch and Dumas (see [3, Problem 1]).

**Theorem 4.4** \( \text{Aut}(U^+) = \{ \psi_{\alpha,\beta} \mid \alpha, \beta \in \mathbb{C}^* \} \), where, for all \( \alpha, \beta \in \mathbb{C}^* \), \( \psi_{\alpha,\beta} \) denotes the automorphism of \( U^+ \) defined by \( \psi_{\alpha,\beta}(e_1) = \alpha e_1 \) and \( \psi_{\alpha,\beta}(e_2) = \beta e_2 \).

Hence, \( \text{Aut}(U^+) \) is isomorphic to the torus \((\mathbb{C}^*)^2\).

### 4.3 Orbits for the action of \( \text{Aut}(U^+) \) on \( \text{Prim}(U^+) \).

We easily deduce from [6, Theorem II.8.14] and Theorem 4.4 the following statement.

**Corollary 4.5** The \( \text{Aut}(U^+) \)-orbits within \( \text{Prim}(U^+) \) coincide with the \( \mathcal{H} \)-strata of \( \text{Prim}(U^+) \). In other words, the action of \( \text{Aut}(U^+) \) on \( \text{Prim}(U^+) \) has exactly 8 orbits:

1. \( \text{Prim}_{(0)}(U^+) = \{ (z - \alpha, z' - \beta) \mid \alpha, \beta \in \mathbb{C}^* \} \),
2. \( \text{Prim}_{(z')}(U^+) = \{ (z - \alpha, z') \mid \alpha \in \mathbb{C}^* \} \),
3. \( \text{Prim}_{(z)}(U^+) = \{ (z, z' - \beta) \mid \beta \in \mathbb{C}^* \} \),
4. \( \text{Prim}_{(e_3)}(U^+) = \{ (e_3) \} \),
5. \( \text{Prim}_{(e_3')}(U^+) = \{ (e_3') \} \),
6. \( \text{Prim}_{(e_1)}(U^+) = \{ (e_1, e_2 - \beta) \mid \beta \in \mathbb{C}^* \} \),
7. \( \text{Prim}_{(e_2)}(U^+) = \{ (e_1 - \alpha, e_2) \mid \alpha \in \mathbb{C}^* \} \),
8. \( \text{Prim}_{(e_1, e_2)}(U^+) = \{ (e_1, e_2) \} \).
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