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\textbf{A B S T R A C T}

Gene networks can often be interpreted as computational circuits. This article investigates the computational properties of gene regulatory networks defined in terms of the speed and the accuracy of the output of a gene network. It will be shown that there is no single optimal set of parameters, but instead, there is a trade-off between speed and accuracy. Using the trade-off it will also be shown how systems with various parameters can be ranked with respect to their computational efficiency. Numerical analysis suggests that the trade-off can be improved when the output gene is repressing itself, even though the accuracy or the speed of the auto-regulated system may be worse than the unregulated system.

© 2011 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

Living systems depend crucially on their ability to adjust to changes of both internal or external conditions or combinations thereof. Examples are seasonal changes, nutrient availability, encounters with predators, prey or mating partners and the like. Reacting to such changes requires the organism to perform computations. Higher animals have specialised nervous systems to this end. However, even within unicellular organisms, such as bacteria, there are computational processes going on at a molecular level. Individual proteins have been described as performing computational functions (Bray, 1995). Another example of systems that can be considered as implementing computations are genes.

The idea that networks of genes can perform computational functions in the cell is now well established (see Fernando et al., 2009; Haynes et al., 2008; Ben-Hur and Siegelmann, 2004; Ziv et al., 2007). As a simple example consider the regulation of metabolic pathways in bacteria. The enzymes necessary to metabolize a specific nutrient will only be activated if the nutrient is present in the environment (see for example Chu et al., 2008), this metabolic control implements a basic if-then statement. In this case a bacterial cell takes as input the concentration of an external nutrient concentration, and “computes” an output, namely whether or not to turn on a metabolic pathway. This is probably the simplest example of computing one could imagine. The next step in biological software sophistication is inducer exclusion (Narang, 2006; Narang and Pilyugin, 2007), i.e. the process whereby prokaryotic cells faced with several concurrently available nutrient sources exclusively take up the highest quality one. Beyond these examples, there are many more complicated instances of gene networks in cells where environmental information is integrated from a variety of sources to decide whether or not to turn on a gene (Mattick and Gagen, 2001).

The “computation” metaphor may not be useful in all contexts in theoretical biology, but in the case of gene networks it can be very enlightening. A network of genes that relays information from some input to some output can be parameterised in a number of ways. To see this consider the simplest model of the output $y$ of a single gene that is regulated by some molecule with concentration $x$.

$$\dot{y} = \alpha + \beta \frac{x^h}{K^h + x^h} - \mu y.$$ 

Here $\alpha$ and $\beta$ are the leak rate and the maximal growth rate respectively, $h$ and $K$ are kinetic parameters of the Hill function, and $x$ is the concentration of the regulator molecule. Depending on the particular parameters of the system, the gene activation function will be a concave ($h \leq 1$) or sigmoid ($h > 1$) function of the concentration of the input molecules; the sensitivity of the function to a particular range of input concentrations depends on $K$; $\alpha$ and $\beta$ determine the output range of the gene. A gene network would be
modelled as a set of differential equations of the above type, where the network topology is determined by the dependencies between the equations.

For a cell, the particular choice of parameters is strongly constrained by a number of factors: (i) The kinetic parameters of each gene must be such that each gene can be regulated over a physiologically relevant range of the input $x$. Analogous considerations apply to the output range. (ii) The gene networks need to be able to process input sufficiently rapid, that is they need to change gene expression patterns, i.e. switch between steady states of protein concentrations, within a time that is appropriate given the biological context of the genes. Within the computational metaphor this can be thought of as the computational speed of a gene network. (iii) The parameters’ impact on the metabolic cost must also be taken into account. Expressing proteins requires the cell to use ATP molecules; an expression rate $\beta$ of a gene comes at a continuous cost per time unit that is proportional to $\beta$. This presumably exerts a strong adaptive pressure on organisms that compete for limited resources. (iv) Proteins are discrete units expressed and degraded stochastically. This means that even at steady state concentrations will be subject to random fluctuations [noise]. Noise can be beneficial for the cell in some contexts, but is usually detrimental when the function of a gene network is to relay/process information. The fluctuations around the signal make it harder for the cell to tell apart two signals that are close together, hence reducing the ability of a gene network to distinguish between signals.

This uncertainty can be reduced if the cell averages the signals over a longer period of time. The intuition behind this is straightforward: Assume a series of data points and assume further that it is known that these data points are distributed around a mean value $m_1$ or $m_2$. One can now ask how many data points need to be examined before one can, with a given level of confidence, decide between the two mean values. The answer is: It depends! More precisely it depends on the level of noise that affects the data and the distance between $m_1$ and $m_2$. The closer they are together and the higher the noise the more sample points must be taken. Or, for a given level of noise, the more points are taken, the more confident one can be in determining the true mean value.

This is precisely the situation for a binary gene sensing its regulatory input. The more input data it collects, the more accurate the cell senses the activation state of the binary input, which implies that it will be more accurate in its output. However, collecting more input data takes time. What is more, mathematically it can be seen that it also entails that the gene switches slower between its two possible output levels. This manifests itself through a reduced computational speed of the gene. Hence, there is a trade-off between the accuracy of a cellular “computation” and its speed. This trade-off has been described in a recent contribution by Zabet and Chu (Zabet and Chu, 2009; Zabet et al., 2010), where it has been shown for the (near trivial) case of a single gene that noise and switching time cannot be separated. They described a trade-off between the levels of noise of the output of a gene (which they call accuracy), the metabolic cost of expressing the gene, and the speed with which changes can be processed. Formally, this manifests itself through the relationship of the switching time and the output noise with the decay rate of the output of the gene; these are proportional and inversely proportional, respectively.

The question of noise and speed of gene networks has previously received considerable attention in the community. In particular the impact of local network topologies, so-called network motifs (Oltvai and Barabasi, 2002; Milo et al., 2002a,b; Ma et al., 2009), on speed and noise has been researched in considerable detail. One of the results of this research is an emerging consensus that negative auto-regulation decreases the noise and switching time of a gene (Alon, 2006, 2007; Singh and Hespanha, 2009; Wang et al., 2010; Bruggeman et al., 2009). However, many of the relevant studies on networks consider a limited range of parameters only. Moreover, they often do not keep the metabolic cost of sets of parameters they compare fixed. Following Zabet and Chu (2009) this draws into question the comparison. Finally, most studies consider noise and switching speed separately, ignoring the trade-off between them.

Nearly all of the existing literature on stochastic fluctuations in gene networks focuses on noise at a particular steady state, in the sense that standard definitions of noise are normalised with respect to the steady state. This choice can be misleading when it is the aim to understand the computational limits of gene networks. Processing and relaying signals requires that the individual components are able to adequately distinguish between different input signals. The classic model in computer science is to consider only two possible states per component, e.g. “on” or “off.” Translated into the realm of gene networks this would mean that each gene can be either turned on (high expression/protein abundance) or turned off (low expression/protein abundance). Within such a binary model noise manifests itself through an uncertainty about the activation state of a gene. Depending on the size of the fluctuation and the difference between the high state and the low state (the signal strength) the cell needs to average out fluctuations by “repeat measurements.” The extent to which a given level of noise impairs the “distinguishability” of two signals does not primarily depend on the size of the fluctuations in relations to the steady state, but on the size of the fluctuations in relation to the difference between the two possible states, i.e. the signal strength rather than by the steady state concentration. Hence, the appropriate measure of noise in this context is the size of the fluctuation normalised by the mean signal strength, as discussed in the original article by Zabet and Chu. This seemingly minor modification, however, not only complicates the mathematics considerably, but also alters the optimality properties of the system.

In this article, we will ask the same question as Zabet and Chu (2009), but extend the analysis beyond their minimal network: Given a network of genes that is primarily computational in the above sense, what are the constraints on the choice of parameters? As it turns out, the answer to this question depends on the topology of the network. We therefore limit the scope of this article to networks small enough to allow some exact analysis, thus striking a balance between feasibility and practical relevance. The hope is that the insights gained from this (if not the results themselves) generalise and create the right intuition for later large scale numerical simulation studies.

The main results presented here are as follows: We prove a number of optimality properties of gene networks, including a lower bound on the noise of a gene network. Specifically, we show that the absolute fluctuations of negatively auto-regulated genes are always lower than those of comparable standard genes without negative auto-regulation, while this is no longer true when considering noise normalised by the signal strength. We also describe a methodology based on trade-off curves to compare two models of gene networks in terms of their computational efficiency. We could not find a single set of parameters for which negative auto-repression is inferior in terms of its computational properties.

2. Materials and Methods

2.1. The Model

In this article we consider three genes, $G_z$, $G_y$, and $G_x$. The gene $G_z$ is regulated by an input signal $x$ which we assume to change instantaneously from a high state $x_H$ to the low state $x_L$ or vice versa. Similarly, $G_y$ is regulated by the product of $G_z$. 

The question of noise and speed of gene networks has previously received considerable attention in the community. In particular the impact of local network topologies, so-called network motifs (Oltvai and Barabasi, 2002; Milo et al., 2002a,b; Ma et al., 2009), on speed and noise has been researched in considerable detail. One of the results of this research is an emerging consensus that negative auto-regulation decreases the noise and switching time of a gene (Alon, 2006, 2007; Singh and Hespanha, 2009; Wang et al., 2010; Bruggeman et al., 2009). However, many of the relevant studies on networks consider a limited range of parameters only. Moreover, they often do not keep the metabolic cost of sets of parameters they compare fixed. Following Zabet and Chu (2009) this draws into question the comparison. Finally, most studies consider noise and switching speed separately, ignoring the trade-off between them.
The output gene $G_y$ thus takes one of two possible steady state values depending on the input $x$.

We model gene expression as a one-step process, thus ignoring the noise contribution from mRNA expression (McAdams and Arkin, 1997; Paulsson, 2004; Raj and van Oudenaarden, 2008). The amount of translational noise depends crucially on the number of proteins produced from a single mRNA transcript and the lifetime of the mRNA transcript in relation to the protein product. While translational noise can be dominating, for most genes it is true that the overall noise is mainly driven by the underlying transcriptional dynamics (Bar-Even et al., 2006). In terms of the dependence of noise and time on the parameters of the system, this is therefore the main level to consider.

We denote the concentration of gene $G_y$ by $z$ and analogously for $G_c$. In this article we will consider two regulation functions, the activator and the repressor. At steady state, if the input is $x_0$ then the products of the genes take the values $z^* = z_1$ and $y^* = y_1$, in the case of the activator and $z^* = z_2$ and $y^* = y_2$ in the case of the repressor. The asterisk indicates the steady state value of the relevant concentration. We model the dynamics of the system as a set of two differential equations:

$$\begin{align*}
y = \alpha_z + \beta y(x) - \mu_z y \\
z = \alpha_z + \beta y(x) - \mu_z z
\end{align*}$$

The symbols $\alpha_z$ and $\alpha_z$ represent the leak expression of the gene in the case of complete de-activation. Non-vanishing leak expression is probably common in biological systems, but is also a source of inefficiency of the system (see Zabet and Chu, 2009); since it does not add any interesting dynamical effects, we will assume $\alpha_z = \alpha_z = 0$ throughout this contribution. Here the functions $g$ and $f$ are assumed to be Hill functions given by:

$$\begin{align*}
g(x) &= \frac{x^m}{K^m + x^m} \\
f(y) &= \frac{y^n}{K^n + y^n}
\end{align*}$$

In the case of the repressor the Hill function is given by:

$$f(y) = \frac{K^n}{K^n + y^n}$$

Note that we always assume the gene $G_c$ to be activated by its input. Following Zabet and Chu (2009) we define $\zeta$, the cost of the activator network, as the sum of the maximum production rates of $G_c$ and $G_y$:

$$\zeta = \alpha_G + \beta f_0.$$  

Here $g_0 = g(0)$; $f_0$ is defined analogously. In the case of the repressor we define the cost as $\zeta = \alpha_G + \beta f_0$, to reflect that at steady state the genes $G_c$ and $G_y$ are never simultaneously activated. In order to keep the total cost of the gene network constant, we assume that the production rate of $z$ is given by

$$\beta = \frac{\zeta - \alpha_G}{f_0}.$$  

The system (1) can be solved analytically for $y(t)$, but not for any subsequent gene products; however, $z(t)$ can be given explicitly in terms of a quadratic, namely

$$z(t) = e^{-\mu_z t} \int_0^t e^{\mu_z t} \left( \alpha_z + \beta f(y(s)) \right) ds + C,$$  

where the constant $C$ depends on initial conditions, and is zero if there is initially no product, $z(0) = 0$.

In the case of the negative auto-regulator (NAR), we model the system as follows:

$$\dot{z} = \beta z(y) R(z) - \mu_z z$$

where the negative auto-regulation $R$ is given by

$$R(z) = \frac{K^4}{K^4 + z^4},$$

and $y = R(z^*)^{-1}$.

When assessing the relevance of stochastic fluctuations for sub-cellular information processing, the common definition of noise (variance divided by the mean or square of the mean (Paulsson, 2004; Ozbudak et al., 2002)) may not always be appropriate. In essence, both of these measures relate the stochastic fluctuations at steady state to a (fictitiously assumed) zero-concentration baseline. If defined in this way, noise is an indicator of the number of (statistically independent) measurements that are required in order to determine—within a given margin of error—the mean particle number in a cell. In many contexts this may be the relevant question to ask. In the context of information processing by genes it is not. If we assume binary genes, then the absolute size of a signal $S_t$ may not be as important as the ability of the cell to distinguish $S_t$ from another signal $S_v$ in the presence of a given amount of stochastic fluctuations. This second signal $S_v$ may just be the absence of a signal, but this rarely works out to be a true zero baseline. Instead, “no signal” will typically mean “weak signal.”

Therefore, in order to assess the impact of the stochastic fluctuations on the computational properties of gene regulatory networks, it is necessary to modify this standard definition of noise. Following Zabet and Chu (2009) we normalise the variance by the square of the signal strength (defined as $z_1 - z_2$), rather than the signal itself, which is a measure of how the stochastic fluctuations limit an observer’s ability to distinguish one signal from another one. To compute the noise we use Paulsson’s version of van Kampen’s linear noise approximation (van Kampen, 2007; Paulsson, 2004). For the standard system this yields the formula

$$\frac{\text{N}_c}{\text{N}_c} = \frac{z}{(z_2 - z_1)^2} \left( \frac{\beta f_0}{2T_D - z_1 - z_2} + \frac{1}{z_2 - z_1} \left( \frac{\beta f_0}{2T_D - z_1 - z_2} \right)^2 \right)$$

for the noise of $z$, while the noise formula for the NAR system evaluates to

$$\frac{\text{N}_c}{\text{N}_c} = \frac{z}{(z_2 - z_1)^2} \left( \frac{\beta f_0}{2T_D - z_1 - z_2} \right)^2 \left( \frac{1}{z_2 - z_1} \right)^2 \left( \frac{\beta f_0}{2T_D - z_1 - z_2} \right)^2 \left( \frac{1}{z_2 - z_1} \right)^2$$

2.2. Switching Time

In the language of dynamical systems that we use to model our system of genes, the computational speed of a system is determined by the time to switch from one state to another. In the simplest possible case of a binary system that we consider here, there are only two transitions, namely from/to a high state $z_h$, and to/from a low state $z_l$. Specifically, we interpret the time to switch as the time of the output to reach a fraction of one steady state (say $z_1$) given that the system starts in the other possible state (which would be $z_2$ in this case). In general, the transition time $T_{\psi}(\Theta_{\delta_1})$, from the high to the low state, and the time $T_{\psi}(\Theta_{\delta_1})$, from the low to the high states will not be equal, i.e. $T_{\psi}(\Theta_{\delta_1}) \neq T_{\psi}(\Theta_{\delta_1})$. However, the maximum switching frequency is limited by $T(\Theta)$, the slowest state transition time in the system, which is therefore a good indicator of the computational speed of a network of genes:

$$T(\Theta) = \max \left\{ T_{\psi}(\Theta_{\delta_1}), T_{\psi}(\Theta_{\delta_1}) \right\},$$

where $\Theta_{\delta_1} = z_{21} - \theta_1(z_{21} - z_{22})$, and $\Theta_{\delta_2} = z_{21} + \theta_2(z_{21} - z_{22})$.

Here the subscripts $u$ and $d$ abbreviate “up” and “down,” signifying whether the output signal is rising ($G_c$ turning on) or falling ($G_c$ turning off). The optimum configuration is reached where the time to switch the system equals the time to switch it off, i.e. $T_{\psi}(\Theta) = T_{\psi}(\Theta)$.  

2.3. Stochastic Model

We compared the noise prediction from the linear noise approximation with a Markov chain model corresponding to the deterministic system. The Markov chain model was constructed using the PRISM probabilistic model checker (Kwiatkowska et al., 2001), using the following code:
y : [miny..maxy] init miny;
[] (y < maxy) & (x>0) -> omeg*(pow(x,h2)/(pow(x,h2) + pow(K2,h2))): (y'=y+1);
[] (y> miny) -> y*m: (y'=y-1);
[] (z < maxz) & (y>0) -> beta*(pow(y,h)/(pow(y,h) + pow(K,h))): (z'=z+1);
[] (z> minz) -> z*m: (z'=z-1);

To save space, we suppressed the specification of the parameters here. The noise was computed using two reward structures namely (i) \text{true: } z; and (ii) \text{true: } z = 1. The relevant property query was then given by:
\[
\langle (R^{2} = ?) \land (R(1) = ?) \rangle \land (R(1) = ?) / pow(zh-zl,2)
\]

PRISM can compute the exact numerical values (up to machine precision) of the noise; this approach is thus not only computationally more efficient than noise estimates based on stochastic simulations using Gillespie’s algorithm, but also more precise. The drawback of this approach is that it only works for relatively small models. In the present case, this works as long as the noise from the gene \( G_1 \) is considered negligible, which was the case in Fig. 1(right). In the case of the positive auto-regulator in Fig. 1(right) this was no longer the case and we had to resort to approximations of the noise by simulation. The model used in this figure had an additional stochastic variable \( x \) representing the number particle number of \( G_1 \) with the following transition rates:
\[
x : [minx..maxx] init minx;
[] (y < maxy) & (x>0) -> 10: (x'=x+1);
[] (x < minx) & (y>0) -> beta*(pow(y,h)/(pow(y,h) + pow(K,h))): (z'=z+1);
\]

Here we did not duplicate the items already listed above.

3. Results

In this section we report how the computational properties of the three-gene system depend on its parameters. In all cases we assume that \( G_1 \) is activated by \( G_2 \) and we consider the cases where \( G_2 \) is activated/repressed by \( G_3 \) both for the standard system and the case of \( G_2 \) repressing its own expression.

3.1. Linear Chain without Feedback—The Standard System

For a linear chain of genes there are two distinct trade-offs between noise and time. Firstly, at a fixed metabolic cost the overall noise of the output increases linearly with the decay rate (see equation (5) in SI 2), while the time to switch is inversely proportional to the decay rate (see SI 4.2). This is a direct generalization of the noise-time trade-off that has been identified previously for a single gene (Zabet and Chu, 2009).

Secondly, there are optimal values of the Hill threshold \( K \) for noise and switching time. In general, these will not be equal. Hence, the values of \( K \) in between the noise-optimum and the time-optimum realize a trade-off between noise and time, representing various possible combinations of noise and switching speed. In what follows, we describe these in more detail. For a fixed metabolic cost \( \xi \), decay rate \( \mu \) and Hill threshold \( K_2 \) both the switching time and the noise have an optimum parameter value for the Hill threshold \( K \) of the gene \( G_2 \). Conversely, the linear noise approximation predicts that for a fixed \( K \) there is an optimum value \( K_2 \) that minimizes the total noise of the output (see SI 3). When \( G_2 \) is an activator, then as \( K \to 0 \) and \( K_2 \) is kept optimal with respect to \( K \), Eq. (4) predicts the noise to approach
\[
\lim_{K \to 0} N = \left( \frac{x_H h_0}{x_H^2 - x_H h_0} \right)^2 \frac{\mu_2}{\xi}.
\]

Hence, the linear noise approximation does not predict an optimal value for the pair \((K, K_2)\) in the case of the activator. We expect the linear noise approximation to become inaccurate for extreme parameter values, i.e. close to \( K = 0 \). An exact numerical analysis of the full Markov chain model shows that the linear noise approximation holds well for even very low \( K \) but eventually breaks down before this minimum can be reached (see Fig. 1(left)).

The repressor case is somewhat different in that noise does not diverge for \( K \to 0 \), but approaches a finite value (see SI). Unlike the case of the activator, there is a global minimum for the noise in terms of the Hill coefficients \( K \) and \( K_2 \), but it is not possible to find a meaningful closed form solution for this global minimum.

Numerical analyses suggest that the time to switch is strongly dependent on the relative position of \( K \) between \( y_H \) and \( y_L \). Intuitively, this can be understood as follows: In the case of an infinite Hill coefficient \( h \) the Hill threshold \( K \) defines the crucial limit for \( y \) below which there is no activation and above which the gene is fully activated. Hence, if the Hill threshold \( K \) is very low, then low levels of \( y \) will fully activate \( G_2 \), which entails that \( G_2 \) will be activated even after \( G_2 \) has been activated. Hence, low \( K \) means rapid turn-on of \( G_2 \). Analogous reasoning applies when turning the activator off. The closer the Hill parameter to the activated state \( y_H \), the earlier the predecessor gene \( G_2 \) falls to levels below the activation threshold, and hence higher values of \( K \) entail a faster switch-off. In the case of \( h = \infty \) we therefore find that the time-optimal value of the Hill threshold is given by \( K = (y_H - y_L)/2 \).

If we relax the assumption of an infinite Hill coefficient, the same qualitative reasoning still holds, but the optimum \( K \) will not exactly coincide with the mid-point between the steady states of \( G_2 \). Fig. 1 illustrates the optimal \( K \) for a number of numerical examples. The graph records a normalised difference between the time required to switch the gene off and the time required to switch it on, i.e. \( (T_d(K) - T_s(K))/T_d(K) \). The optimal \( K \) coincides with the respective times being equal, which is where the curves in the graph intersect the horizontal axis in Fig. 1. The case of the repressor gene is analogous.

As stated previously (and in Zabet and Chu, 2009), for each of the individual genes \( G_1 \) and \( G_2 \) the computing time crucially depends on the metabolic cost of the gene (assuming a fixed level of noise). In our present system the costs allocated to the individual genes can be altered as long as the boundary condition of a fixed total cost is respected, i.e. \( \xi = \beta_{C_1} + \rho_{C_2} \) remains constant. One could be tempted to conjecture that the computing time will depend on how cost is allocated to the individual genes. We show in SI 5 that this is not the case: The switching time is independent of the cost allocation. This rules out an allocation mediated trade-off between noise and time.

With respect to noise, the cost allocation does matter. In the limiting cases of all the cost being allocated to either \( G_1 \) or \( G_2 \) the noise goes to infinity which shows that there exists at least one minimum in between these extremes. It can also be shown that
any such minimum is independent of the decay rate \( \mu \), at least in the case of decay by dilution.

Fig. 2 illustrates the noise-optimal cost distribution (and hence the optimal \( \omega_1 \)) as a function of the relative strength of the upstream noise. It indicates a strong relationship between the amount of the upstream noise relative to the total noise and the cost allocation. Intuitively, this can be understood as follows: Allocating more resource to \( G_z \) reduces the input noise to \( G_y \) by increasing the metabolic cost at \( G_y \), but at the expense of increasing the intrinsic noise at \( G_z \). Depending on which noise source is the dominant one, more or less cost should be allocated to \( G_y \). The same reasoning holds in the case of the repressor, although the input noise tends to be low because it is generated by a low particle concentration \( y_L \).

3.2. Negative Auto-regulation—The NAR System

Negative auto-regulation has been shown to attenuate noise and increase the switching time (Wang et al., 2010; Rosenfeld et al., 2002). Indeed, irrespective of its parameters, the variance of the NAR system is at worst equal to the noise of the corresponding standard system (see SI). Section SI 5 shows that in the NAR system the variance is lowest for \( K = 0 \) and approaches the levels of the standard system for \( K = \infty \). This is true for both the repressor and the activator. However, it should be noted that this does not necessarily translate into a lower noise. The signal \( z_H - z_L \) in the NAR system is at best as strong as in the standard system (see SI 5). This means that there is the potential for the noise of the NAR system to be higher, even though the variance is lower. A full analytic treatment of the noise is hindered by the shape of the equation. In the case of the high state this is not a problem, because \( z_H \) is identical in the NAR system and in the corresponding standard system. However, the steady state equation for the low state \( z_L \) cannot be solved in general. We are therefore largely limited to doing numerical analysis.

Fig. 3 compares the noise of the NAR system and the standard system for some parameter values. The influence of \( h \) seems to be more pronounced in the case of the NAR repressor than for the activator. In both cases the Hill coefficient of the repression function does not seem to influence the noise qualitatively, in the sense that the range of parameters for which the standard system has better noise characteristics is roughly unchanged. For a particular set of parameters, Fig. 3 shows that the noise of the NAR activator is lower than the corresponding standard system. This contrasts with the case of the NAR repressor; the right hand side of Fig. 3 suggests that there is a significant proportion of the parameter space where the noise of the NAR repressor is higher than the corresponding standard system. Given that this is a particular example set of parameters, it is unclear to what extent this conclusion generalizes.

Figs. 4 and 5 compare the switching times of the NAR and the standard system. A somewhat different picture presents itself. While with respect to noise the NAR activator seemed to have shown more benign computational properties throughout the parameter space, when it comes to the switching time there is a sizeable area where the NAR activator is slower than the standard system. This is specifically true for lower values of the Hill threshold \( K \), but the NAR activator is always faster once \( K \) is sufficiently increased. There is also an area for very low \( K \) where the NAR activator is faster. However, this is unlikely to be of biological significance, because this corresponds to \( G_z \) being only weakly controlled by \( G_y \). The example also suggests that the Hill coefﬁcient \( h \) correlates negatively with speed once it is greater than 2, although the difference does not seem to be big. Lower Hill coefficients \( h \) lead to NAR systems that are overall more similar to the standard system. This is expected and for \( h < 1 \) this trend would continue. One can see from
Fig. 3. The noise of the NAR system (activator and repressor). (left) Comparing the noise of the NAR system with the standard system. The graph shows the ratio of the noise of the standard system and the NAR system for different Hill thresholds of the repressor function $\bar{K}$ (x-axis) and Hill parameters $\bar{h}$. A value of 1 means that the systems have the same noise. A value $<1$ means that the standard system has higher noise. The parameters used are as follows: $\omega = 2$, $h = 3$, $h_2 = 2$, $x_{H_l} = 5$, $x_{L_l} = 0.1$, $\zeta = 4$, $\mu = 1$. The Hill constants $K_0$ and $K$ have been kept at the midpoint between the high states of $x$ and $y$, respectively. (right) Same as left but for the NAR repressor.

Fig. 4. Comparing the switching time of the NAR (activator) system with the standard system. (left) The graph shows the ratio of the switching times of the NAR system and the standard system for different Hill coefficients of the NAR system ($\bar{h}$). A value of 1 means that the systems have the same switching time. A value $<1$ means that the standard system is slower. The parameters used are as follows: $\bar{K} = 2x_H$, $\omega = 2$, $h = 3$, $h_2 = 2$, $x_{H_l} = 5$, $x_{L_l} = 0.1$, $\zeta = 4$, $\mu = 1$. (right) Same, but $h = 2$. The different plots correspond to different relative positions of $\bar{K} = 2x_H$.

Fig. 5. Comparing the switching time of the NAR (repressor) system with the standard system. Parameters and interpretation are the same as in Fig. 4.
the system of differential equations (3) that the regulation factor $R_Y$ reduces to 1 for $\hat{h} = 0$ independent of $\hat{K}$; this means that in this limit the NAR system and the standard system are identical. The same is true for very large $\hat{K}$, when the contribution of $z(t)$ and $z_H$ in $R(z)$ and $y$ respectively become negligible.

The example solutions shown in Fig. 5 indicate that the NAR repressor is faster than the standard system for most of the parameters, i.e. only a small proportion of each graph reaches beyond 1. It is difficult to obtain analytical results for the switching time, although in the limiting case of $\hat{K} = 0$ one can gain some insight. In this case the production rate in the differential equations is given by $\dot{f} = f_0 z_H(t)$. This can be integrated to obtain a general solution corresponding to Eq. (2), namely

$$\dot{z}(T) = z_H \left( \frac{1 + \hat{h}}{z_H} \right) \int_0^T f e^{\mu(T-t)} dt + z_H e^{-\mu T} \quad (7)$$

The trajectory of $\dot{z}(t)$ can be seen to be the scaled version of an un-repressed system with a decay rate $\mu' = \mu(1 + \hat{h})$, whose solution is denoted $z'(t)$. The trajectory from the high state to the low state can then be written as follows:

$$\dot{z}(T) = z_H \left( \frac{z'(T)}{z_H} \right) \left( 1 + \frac{1}{\hat{h}} \right) e^{-\mu T} \quad (8)$$

Analogously, one can write the trajectory from the low state to the high state. The fact that the repressor is a scaled version of the un-repressed system, denoted by $z'(t)$, does not mean that $\dot{z}(t)$ and $z'(t)$ have the same switching times. The reason is that the points $\theta$ and $\theta'$ where the respective systems reach a fraction $\theta$ of the distance between the high and low state are not in direct correspondence. If we map the point $\dot{z}(T_{\phi}) = \theta$ onto the corresponding point on $z'(t)$ then we obtain

$$\dot{z}(T_{\phi}) = \left( 1 - \frac{\theta}{\theta'} + \frac{z_H}{z_H} \right) \frac{1}{(1 + \hat{h})} \quad (9)$$

From Eq. (8) we can also calculate the low state of the system, that is

$$\dot{z}_L = z_H \left( \frac{z_L}{z_H} \right) \frac{1}{(1 + \hat{h})} \quad (10)$$

The numerical examples so far show that the NAR system is sometimes noisier/slower than the standard system, this does not mean that the NAR system itself is “worse” than the standard system in terms of its computational properties. Fig. 6 compares two trade-off curves. The trade-off curves of the NAR activator are clearly below the standard system, which means that across the parameters varied the NAR systems has computationally more benign properties/trade-offs, and similarly in the case of the repressor. It should be noted that some of the points in the trade-off curves correspond exactly to points in Figs. 3 and 4. In the trade-off curves all points of the NAR system are below the standard system. At the same time, the activator corresponding to $K = 0.4y_H$ in Fig. 4 is clearly slower than the corresponding standard system; similarly, Fig. 3 shows that the noise of the NAR repressor is higher for $K = 0.5y_H$. Nonetheless, for both of these parameters the trade-off curve of the NAR system is below the standard system, which indicates an overall better computational performance than the corresponding standard system.

In order to get a better impression of the behavior of the system across the parameter space we performed a Monte-Carlo sampling of the parameter space. Fig. 7 shows parameter sweeps for the behaviors of the NAR repressor and activator. Sampling different $\omega$ and $K$ further corroborates the impression that there are significant parts of parameter space where the NAR repressor is noisier than the standard system, and significant parts where the NAR activator is slower than the standard system. The interpretation of these parameter sweeps is aided by comparison with random points taken at optimal $K$ on the rhs of Fig. 7. Two main observations emerge from this. Firstly, the NAR repressor is both faster than the standard system and has lower noise when the Hill threshold parameter is optimised. Secondly, the activator has only lower noise, but is slower than the standard system at noise-optimal $K$.

Fig. 8 shows a parameter sweep showing the time optimal $K$ for random parameters for the repressor. The result shows that for most points the NAR system is faster than the corresponding standard system.

4. Discussion

In order to survive, bio-systems need to perform computations on the state of their environment and their internal states. For bacteria one way to implement such computations are gene regulatory networks. These can switch genes or sets of genes on and off depending on environmental or internal conditions or rather concentrations of molecular species that indicate such conditions.

\footnote{It is not possible to know from the graph precisely which points in the trade-off curve map to the corresponding points in Figs. 3 and 4, because the dots in Fig. 6 are not labeled with respect to the free parameter $\mu$.}
Fig. 7. Parameter sweep of the NAR system. (top) The graph shows noise-time trade-offs of the standard system compared to the NAR for both the positive regulator (lhs) and the negative regulator (rhs). This is a parametric plot of $N_{\text{nar}}/N_{\text{std}}$. The variables that are varied are $0 < \bar{K} < 2\bar{h}$ and $0.1 \leq \omega \leq 4.1$ each for $\bar{h} = 1, 2, 3, 4, 5$. A value below 1 on the horizontal and vertical axis respectively means that the noise/switching time of the NAR system is lower. The parameters used are as follows: $\mu = 1, \omega = 2, \bar{h} = 3, \bar{h}_2 = 2, h = 2, x_0 = 5, x_1 = 0.1, \chi = 4, K_2 = (1/2)x_0$. (bottom) As top, but random parameter were chosen. For each set of parameters the optimal value of $K$ was calculated and used to generate the point. This graph is in log-scale for better readability.

In this article we use a model of binary genes, that is each gene can be in one of two states only, "high" or "low." This assumption significantly simplifies the mathematics, but does not limit the generality of our conclusions. In genes that have more than two states, the same ideas as the one we present here apply. However, a detailed consideration of this case has to be left to future research.

We define a gene network as computing when it relays or processes changes of one and more input concentrations and regulates genes in response to this. In this article we exclusively consider binary genes, that is genes that have only two possible activation states. In gene networks that are optimised for computing, there are two distinct trade-offs between the time to compute and the accuracy of the computation, a trade-off mediated by the decay rate $\mu$ and one mediated by the Hill thresholds $K$. Mathematically, the former is the more fundamental one, in the sense that it is a consequence of how the noise and the switching time scale with the decay rate, namely ($N \sim \mu$) and $T(\theta) \sim 1/\mu$, respectively. The biological interpretation of this $\mu$-mediated trade-off is somewhat more difficult than the mathematics suggest. In bacterial cells, there is often no active break-down mechanism for proteins and concentrations diminish mainly through cell growth and division. Consequently, the decay rate will be related to the growth rate, which is time-varying and dependent on the nutrient supply.

Fig. 8. Parameter sweep of the NAR repressor system. As in the bottom right graph in Fig. 7 but $K$ is optimised for switching time.
The growth rate and the availability of nutrients are only to a limited extent free parameters of the cell. The $\mu$-mediated noise-time trade-off is therefore best thought of as a physical constraint on the cell rather than the result of an evolutionary strategy.

In the case of active particle breakdown the interpretation is not much clearer. The issue is complicated by the fact that active breakdown requires at least one additional species of particles to break down or inactivate the primary regulator. This comes itself at an additional metabolic cost and thus complicates the analysis. Moreover, the presence of the breakdown particle does not per se increase the switching speed because these breakdown particles need to be broken down themselves before a new signal can be built up. This may be circumvented by transporting particles to dedicated breakdown sites as it occurs in eukaryotic cells. Analyzing this case in terms of optimality considerations would go well beyond the scope of the present contribution.

Biologically, the $K$-mediated trade-off is more rewarding to analyze, at least in the context of prokaryotic gene regulation. The Hill threshold $K$ is related to the the binding and the un-binding rate constants of the transcription factor, and as such tunable over evolutionary time-scales. What makes the $K$-mediated trade-off interesting is that it provides insight into the adaptive pressures that shaped the parameters of the cell. When the parameters are known, then this can be used to understand what precisely the network is an adaptation to. When parameters are not known, then optimality considerations can be used to constrain the search space during parameter inference (e.g. during model fitting or via priors in Bayesian parameter estimation).

At present a problem are the high error rates which affect empirical estimates of kinetic parameters in gene regulatory networks. Fig. 9 shows a $K$-mediated trade-off curve for the $pR$ promoter using parameters taken from Rosenfeld et al. (2005). They report errors for the value of the Hill threshold of about 20% and similarly high values for other parameters. Using the reported mean values, would locate the promoter just off the noise optimum; a mutant they reported in the same contribution would be just off the time optimum. Fig. 9 also shows error bars around the points. We assumed that only the Hill threshold is affected by an error and that all the other parameters are certain. The figure shows that even in this overly optimistic scenario it is not possible to meaningfully locate individual genes on the trade-off curve itself. Future more accurate information about the parameters will make this type of analysis more rewarding.

In order to analyze the noise-time trade-offs we used the van Kampen–Paulsson linear noise approximation. A comparison with exact calculations of the same Markov chain shows that the predictions of this approximation are very accurate for most parameters. However, there is still some caution warranted when interpreting the results with respect to real organisms. One source of error are the simplifying assumptions we made in order to arrive at the dynamical model of the gene networks (i.e. Eqs. (1) and (3)).

One of these assumptions concerns the input (i.e. the product of the gene $G_R$) which we assumed to be flipping instantaneously between the high state $X_H$ and the low state $X_L$, a condition that is clearly never fulfilled in nature. However, we have mainly concentrated on qualitative aspects of the dynamics, that is how observable features of the gene network depend on the parameters of the system and we are not trying to present a predictive model of a specific system. Relaxing the assumption of instantaneous input will not affect the qualitative relations we have established; the assumption is therefore of little consequence to our conclusions.

Another aspect that is clearly not taken into account in our model is the time delay due to the translation step which, amongst other things, will depend on the length of the protein. The length of the protein will also enter into the cost function thus complicating the analysis. For our current purposes these are second order effects that will be important in quantitative models of specific systems, but are of minor relevance for the conceptual understanding we are trying to develop here.

Of more direct impact for our models is the breakdown of the linear noise approximation for extreme parameters. The FDT approach predicts that there is a theoretical minimal value for the noise given by Eq. (6); this can be reached in the limit of a vanishing $K$ (while keeping $K_2$ optimal). Fig. SI 1(left) indicates that the theoretical estimates for the noise become inaccurate for very low values of $K$ which means that this global optimum will probably not be reproduced by real systems even though (at least for the parameters in the graph) the linear noise approximation is a good indicator for a wide range of parameters (see Fig. SI 2 and SI 1(left)). Add to this that the model itself is a simplification and we must conclude that the prediction of Eq. (6) may be far from biological reality in quantitative terms. On the other hand, the linear noise approximation
has successfully been applied to real biological systems and it is therefore reasonable to assume that the overall qualitative picture it paints is relevant.

In the literature, there is a general consensus developing that self-repressing genes have more benign noise and time (Rosenfeld et al., 2002; Wang et al., 2010) properties than a standard gene with the same parameters. Indeed, in bacteria estimates for the proportion of NAR genes among all genes range from 40 to 60% (Rosenfeld et al., 2002; Alon, 2007). However, there is no obvious metabolic cost in negative auto-regulation, which begs the question why not all genes are auto-repressors. Part of the answer is that the idea of gene networks as computing input is not always true. Sometimes genes fulfill functions other than information processing. In those the main adaptive pressures may not come from noise and/or switching speed, but from other considerations. There may be systems that need to switch fast in one direction only. In this case the trade-off curves would have to be drawn very differently, thus altering the conclusions reached here. Finally, in our analysis we did not consider motifs other than the standard system and negative auto-regulation. For example, in some circumstances Feed-Forward Loop network motifs (Mangan and Alon, 2003) may be more suitable than negative auto-regulation.

The linear noise approximation predicts that the variance is always lower in the NAR system than in the standard system. This entails that the noise, if taken against a zero-concentration baseline is lower. However, if the baseline signal corresponds to a non-vanishing concentration, then the noise of the NAR system may be even lower than the standard system. In the case of the NAR repressor we even found this to be the typical behavior for the range of parameters we considered. On the other hand, our Monte-Carlo parameter sweeps indicate that the NAR-activator is typically less noisy than the corresponding standard system, although there are significant parts of parameter space where the auto-regulated system is slower than the standard system.

Biologically the typical behavior of a system may not be as relevant as the optimal behavior to which adaptive pressures drove the system. This is particularly true in the present case where the typical behavior of the system is very different from the optimal behavior: Both at its noise-optimal and its time-optimal the repressor is faster and less noisy than the standard system. This leads us to the conclusion that the NAR system has a better computational performance than the standard system. More generally, however, this suggests that trade-off curves can be very useful tool when exploring optimal parameter ranges for bio-systems.
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