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Abstract

The European Space Agency’s cornerstone mission Rosetta is due for launch in January 2003. It will perform a rendezvous with comet 46P/Wirtanen beyond 3 AU and, following an initial mapping phase, deploy a lander to a selected site on the nucleus surface. The Rosetta Lander will provide unprecedented access to cometary material. Some of the most uncertain characteristics of the nucleus material are physical properties such as its density, the structure of the surface layers and its mechanical strength.

MUPUS (Multi-Purpose Sensors for Surface and Sub-Surface Science) is one of the experiment packages selected for the Lander payload which will address certain physical properties and their evolution with time. This thesis focuses on the in situ measurement of the density of the surface layers by a radiation densitometer incorporated into the MUPUS thermal probe, and on the penetrometry measurements to be performed by an accelerometer mounted in the Lander’s anchoring harpoon.

A concept for incorporation of a gamma ray attenuation densitometer into the thermal probe is presented and explored. A $^{137}$Cs radioisotope source will be mounted near the tip of the probe and semiconductor radiation detectors situated at the top of the probe will monitor the transmitted count rate during probe insertion, as the intervening material attenuates the radiation. Preliminary experiments to evaluate cadmium telluride (CdTe) detectors for this purpose are presented, as well as results from a specially-developed Monte Carlo computer code designed to model the absorption and scattering of photons in bulk material.

Also presented is a control algorithm to dynamically re-budget the integration time and depth resolution of the instrument as it is inserted by the hammering mechanism. This is required due to: a) the wide range of possible densities the instrument may encounter, b) the variation vs. depth of required integration time, and c) the limited time in which the measurement must be performed. For lower than nominal densities, integration time may be wasted when it could be used to improve the accuracy and depth resolution. For higher densities the integration time at particular depths may not be sufficient to obtain acceptable accuracy; in this case some depth resolution could be sacrificed to improve the accuracy. The proposed algorithm uses the density measured at each point to update the time budget and depth resolution for the remaining stages of penetration.

Although the use of the gamma ray backscatter type of densitometer was eventually rejected in favour of the aforementioned attenuation technique, investigation of the backscatter technique resulted in an extension to the Single Scattering Model – an analytic approximation of its operation. This extended model adds to our understanding of these devices' response to spatial inhomogeneity.

Calculations show that anchoring of the Lander is necessary to avoid possible ejection from the nucleus by gas drag in the case of a landing in an active area. The use of the Lander’s anchoring harpoon to perform penetrometry measurements is reported, including the results of preliminary experiments and techniques for analysing the accelerometry data. It is shown that layers with distinctly different strengths may be identified, and that the mean deviatoric stress – a strength parameter – may be constrained to within a factor of about 2.2. This would be a significant improvement on current estimates, which vary by several orders of magnitude.

Together with other investigations on the Rosetta mission the densitometry and penetrometry measurements will serve to constrain models of the physical state and evolution of the cometary material found at the landing site. In particular both instruments are sensitive to near-surface layering, which may be expected from theoretical models of cometary activity.
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1 Introduction

ESA’s international Rosetta mission to comet 46P/Wirtanen (ESA, 1993; Verdant and Schwehm, 1998) provides the first chance to perform an extended *in situ* analysis of a comet nucleus. Due for launch in January 2003, the mission will rendezvous with the comet beyond 3 AU from the Sun in August 2012. After an initial reconnaissance phase by the Orbiter, a landing site will be chosen and the Rosetta Lander deployed towards the surface of the nucleus (Rosetta Lander ECDR, 1997). After landing, a number of experimental investigations will be carried out by the Lander’s science payload. The Unit for Space Sciences and Astrophysics of the University of Kent is a founding member of one of the instrument teams, MUPUS, which aims to investigate the physical properties of the cometary material at and just below the surface (MUPUS Proposal, 1995). This chapter introduces the reader to comet nucleus material, some of the reasons why it is worthy of investigation, and outlines the history of Rosetta, the Rosetta Lander and MUPUS in particular. An overview of this thesis in the context of cometary science is then presented.

1.1 Comet Nucleus Material

The nuclei of comets have for many years been cited as likely repositories for primordial material left over from the formation of the Solar System (Huebner, 1990). Why should we expect to find such primitive material in comet nuclei? There are three main reasons (MUPUS Proposal, 1995):

- their formation in the cold environment of the solar nebula;
- their storage at low temperatures for most of the history of the Solar System; and
- their small size which strongly inhibits differentiation and endogenic processing.

The activity of cometary nuclei brings these bodies to the attention of astronomers and, indeed, the general public. However this activity caused by the higher solar flux in the inner Solar System is the main influence thought to modify the remaining material relative to its pristine state. By measuring basic physical properties and their evolution with time MUPUS will help us understand how the material near the surface changes with time, in response to thermally induced processes such as the sublimation of volatiles. The surface of the nucleus is the most important interface in the structure of an active comet. Better knowledge of the energy balance across this surface will lead to increased understanding of cometary activity and evolution. This will enable a more confident assessment of the
degree to which the material analysed by the *Rosetta Lander* is representative of primordial comet nucleus material.

The study of cometary nuclei also provides information useful to the understanding of

1. the formation of planetesimals,
2. the early history of the Solar System,
3. the evolution of planets through cometary impacts and
4. the possible origin of life on Earth due to the influx of comets.

Another reason why we might wish to examine cometary nuclei is the potential threat that Earth-crossing comets pose to our planet. In order to defend ourselves against a catastrophic impact we first need to know the nature of the threat—what sort of body has to be dealt with? Secondly, a number of possible methods of defence may require detailed knowledge of the physical properties of the nucleus material, such as its density, strength and mechanism of activity. Applying a sufficient impulse to the nucleus to divert its orbit requires the nucleus mass to be known. Destroying the nucleus requires knowledge of its strength, while artificially inducing a jet of activity on the nucleus requires knowledge of how activity may be initiated and sustained.

Cometary material is thought to be porous and of low density—a result of its probable formation by low velocity aggregation of fluffy grains in the solar nebula (Donn, 1990). It is composed of many different chemical and mineralogical components. These include refractory minerals, organic compounds and ices of volatile compounds such as H$_2$O and CO. Cometary nuclei were described by Whipple (1950, 1951) as ‘dirty snowballs’. Much of the complexity of cometary activity and nucleus evolution arises from the porosity of the material and the ways in which the many constituent species behave and interact as the nucleus approaches the Sun. This complexity is reflected in the difficulty with which the nucleus' physical state, chemistry and mineralogy can be analysed remotely from Earth or even by spacecraft flyby. Ejection of material by cometary activity is associated with significant physical differentiation and chemical change, such that the nucleus may not be ‘reconstructed’ from this material, merely constrained.

Primitive interplanetary dust grains can be collected by aircraft in the Earth’s upper atmosphere (e.g., Love *et al.*, 1994)—many of these are of a fluffy structure that suggests they originate from porous, undifferentiated bodies. However the volatile components originally present in the comet have of course already been lost through sublimation.
1.1.1 Past, present and future investigations of cometary material

As the field of cometary science progresses, new techniques are being applied. In addition to the continued advances in ground-based astronomy, many new Earth-orbiting observatories have become available at a range of wavelengths. The exploration of the outer planets has moved from the flyby era of the Pioneers and Voyagers to the orbiter / entry probe era of Galileo and Cassini/Huygens. In the same way, cometary exploration has moved from flybys (of Giacobini-Zinner (1985), Halley (1986) and Grigg-Skjellerup (1992)) to the Rosetta rendezvous and landing mission and NASA’s Stardust Discovery mission (flyby and coma dust sample collection of Wild 2 in January 2004, returning to Earth in January 2006).

Further cometary missions are planned as part of NASA’s New Millennium and Discovery programmes, though in these cases technology demonstration will be a much stronger driver in their design. Deep Space 4 (DS4) is a comet nucleus sample return mission derived from the Champollion lander concept conceived for Rosetta. It will rendezvous with comet Tempel 1 in May 2005 and return a sample to Earth in May 2010, two years before the arrival of Rosetta at comet Wirtanen. In effect the DS4 mission has ‘spun off’ from Rosetta, and some have questioned both the wisdom of this (should NASA have stayed on board the Rosetta mission?) and the validity of Rosetta given that it appears to be pre-empted by DS4. The issues are complex but one could argue that while DS4 will demonstrate key technologies and return a small sample to Earth, Rosetta will be better equipped to perform a comprehensive in situ analysis and set of remote sensing observations over an extended period.

In October 1997 NASA selected another Discovery mission to be targeted at cometary nuclei. CONTOUR (Comet Nucleus Tour) will visit at least three comets to obtain images of the nuclei and analyse the dust and gas flowing from them. CONTOUR is due for launch in July 2002 and will perform comet flybys in November 2003 (Encke), June 2006 (Schwassmann-Wachmann-3) and August 2008 (d’Arrest).

Since the Halley encounters there has also been increased activity in the laboratory using cometary analogue materials. In particular the series of KOSI (Kometen Simulation) experiments from 1987 → 1993 contributed greatly to our understanding of the physical processes involved in the modification of cometary material (see Geophys. Res. Lett. 18(2), 1991 for several KOSI-related papers).

From an astronomical perspective, three major events have pushed cometary science forward in recent years. In July 1994 the fragments of comet Shoemaker-Levy 9 impacted
Jupiter’s atmosphere. 1996 and 1997 saw the spectacular apparitions of comets Hyukatake and Hale-Bopp. These three events occurred at a time when an unprecedented array of observational tools had become available on Earth, in Earth orbit and in interplanetary space. While there remains much analysis and interpretation to be performed on the data obtained during these three events it is already clear that the knowledge obtained will prove useful in the next phase of the exploration of comets by spacecraft. The Shoemaker-Levy 9 impact in particular provided more information on cometary nuclei. Certainly the main qualitative conclusion is that nuclei are delicate and easily disrupted, suggesting both low density and porosity.

Many questions remain about the physical nature of cometary material. These are summarised in subsection 2.1.4 (page 41).

### 1.2 History of the Rosetta Mission

In May 1985 ESA’s Solar System Working Group made an initial recommendation for a ‘Mission to the Primitive Bodies of the Solar System’ as a cornerstone of the new Horizon 2000 science programme (ESA SP-1070, 1984). Short-period comets were selected as candidates for the mission’s primary target. Known briefly as the Comet Nucleus Sample Return (CNSR) mission, it had by 1987 been renamed Rosetta. This name was chosen to reflect the hypothesis that primordial material found in comets could be the ‘Rosetta Stone’ to help our understanding of the formation of the whole Solar System.

By the end of 1985 a joint ESA / NASA Science Definition Team had been formed to define in detail the mission’s scientific objectives, NASA being envisaged as a partner for ESA on the mission. Planning began in earnest after the Giotto spacecraft’s pioneering encounter with comet Halley in March 1986, which provided an important ‘first look’ at the type of body Rosetta was due to visit.

An ESA workshop was held at the University of Kent (the home of Giotto’s Dust Impact Detection System DIDSY) from 15 to 17 July 1986 to bring together the cometary community to look forward to the next European cometary space mission. The proceedings were published as ESA SP-249 (1986).

The report of the Science Definition Team was published in 1987 (ESA SCI(87)3). Work on the sample return mission scenario continued (see Atzei et al. (1989) for an overview), producing a Mission and System Definition Document (ESA SP-1125) in June 1991. This outlined the type of spacecraft and mission architecture that would be required. A large commitment from NASA was envisaged in the form of a carrier spacecraft derived
from the Mariner Mark-II bus. This would carry the landing stage to the comet, lifting off from the surface after about 15 days of sampling operations, to bring about 10 kg of cometary material back to Earth in an Earth Return Capsule. Figure 1.1 shows the spacecraft configuration as it would appear during on-comet operations, while Figure 1.2 shows an earlier artist’s impression of the carrier lifting off for the return journey to Earth.

Figure 1.1. The configuration of the Rosetta CNSR (Comet Nucleus Sample Return) spacecraft during on-comet operations (from ESA SP-1125, 1991). The three main components are a carrier derived from the Mariner Mark-II bus; a lander section for in situ measurements and sample collection, and an Earth Return Capsule which would be brought back to Earth by the carrier and perform a re-entry.

Much attention was paid to the procedure for sampling the comet material and its storage for the journey to Earth. In particular there was concern over the degree to which the material would be changed by the sample-return process. Physical, mechanical and even chemical changes may have been unavoidable, reducing the scientific value of the sample once it had reached the terrestrial laboratory. However a significant advantage of the CNSR concept is that the sample analysis is not restricted by the payload capabilities of a single spacecraft. Techniques can be applied that are not yet possible in space, and the analysis can take advantage of new technology developed both during and after the mission.
Figure 1.2. Artist’s impression of the *Rosetta* CNSR concept (ESA, *circa* 1989). The carrier part of the spacecraft is shown departing for Earth with the sample return capsule.

The goals and requirements of the *Rosetta* CNSR were described as follows (ESA SCI(87)3, 1987; ESA SP-1125, 1991): –

A returned comet sample should preserve such fundamental properties as:

- the chemical and isotopic composition of the individual molecular species of the volatile compounds
- the chemical, isotopic and structural state of the individual phases and crystals constituting higher temperature condensates and aggregates
- the molecular structure and isotopic composition of complex carbon compounds and their aggregates.
To acquire cometary samples which will permit the investigation of the above listed properties, the *Rosetta* mission must:

- rendezvous with an active and relatively fresh comet,
- characterise the surface of the nucleus as active and inactive regions and allow high-resolution imaging and in situ characterisation of the sample site (e.g. temperature),
- acquire three classes of samples: (1) which preserves stratigraphy to a depth of at least 1 m, preferably 3 m, (2) containing all volatile components, sealed to prevent any loss of such volatiles and (3) surface samples intended to provide a large amount of possible less volatile components for analysis,
- store the samples until their return to Earth at a temperature at the most equal to the ambient temperature at the sampling site, but in any case below 160 K and
- distribute cometary samples for study to scientists in dedicated appropriately equipped and staffed laboratories.

Early in 1992, however, financial and programmatic difficulties within NASA (related to its own ill-fated *CRAF* (Comet Rendezvous and Asteroid Flyby) mission proposal) prompted a re-examination of the original sample return concept, with a need to show that the mission could be achieved by European technology alone. As a result, *Rosetta* was re-oriented as a comet rendezvous and *in situ* analysis mission. A new System Definition Study (December 1993) was carried out to define the new mission. An ESA Study Report (ESA SCI(93)7) was produced. This re-examined the scientific objectives and model payload as well as outlining the new mission architecture, thus superseding the previous publications. The *Rosetta* ‘comet rendezvous’ concept involves a main orbiter spacecraft which will carry both a payload for remote sensing of the nucleus and *in situ* measurements of the dust, gas and plasma environment, and a 75 kg lander to be deployed towards the surface. Rendezvous with the target comet will occur at just over 3 AU heliocentric distance and the primary mission will last until perihelion a year or so later. A computer-generated image of the Orbiter is shown in [Figure 1.3](#). A major difference between this design and the CNSR concept is the use of solar arrays rather than RTGs. The Orbiter will not actually descend to the surface with the Lander (as was the case for the CNSR scenario). Rather, it will stay in orbit around the nucleus and perform a much more extensive remote sensing investigation from rendezvous until perihelion.
Figure 1.3.  ESA Visulab computerised image of the *Rosetta* Orbiter (from Visulab web site at www.estec.esa.nl/vislab.html, 1996). The spacecraft bus is derived from a communications satellite.

The scientific objectives of this mission are as follows, reproduced from a paper giving a general overview of *Rosetta* (Schwehm and Hechler, 1994):

- Global characterisation of the nucleus, determination of dynamic properties, surface morphology and composition.
- Chemical, mineralogical and isotopic compositions of volatiles and refractories in a cometary nucleus.
- Physical properties and interrelation of volatiles and refractories in a cometary nucleus.
- Study the development of cometary activity and the processes in the surface layer of the nucleus and in the inner coma (dust-gas interaction).
- Origin of comets; relationship between cometary and interstellar material; and implications for the origin of the Solar System.

During the cruise phase *Rosetta* will encounter asteroids Mimistrobell (September 2006) and Rodari (May 2008). An additional mission goal (Verdant and Schwehm, 1998) is their global characterisation, including the determination of dynamic properties, surface morphology and composition.
Compared with the Rosetta CNSR these mission objectives are expressed much more clearly in terms of cometary science. This is perhaps a more satisfactory approach, helping to develop a more carefully focussed mission. For CNSR the resulting mission may have been more directly concerned with satisfying the sample return requirements than achieving a set of scientific objectives.

Reviewing the plans for the original CNSR mission scenario it becomes clear how restricted the possibilities for in situ investigations would have been. With only 15 days of surface operations there would have been little or no chance to observe the onset and gradual increase of activity, either at the surface or from cometary orbit. Surface operations would have focussed on the gathering of samples and the characterisation of their context, rather than examination of the undisturbed ‘living’ material. Certainly it would have been difficult to perform a satisfactory investigation of the physics of cometary activity. Such activity is clearly the most distinctive feature of comets and results from physical properties which are difficult to preserve in a returned sample, including porosity, thermal properties and distribution of volatile phases. The prospects for studying cometary activity more fully have improved since the transition from the CNSR scenario to a rendezvous and landing mission. The longer orbital phase will also allow better global characterisation of the nucleus and its evolution as it approaches the Sun.

An Announcement of Opportunity for the Rosetta Orbiter science payload was finally released on 1 March 1995, with a deadline of 1 August 1995. The two lander consortia had already (October / November 1994) made preliminary proposals to ESA (see section 1.3). Following preliminary selection of the Orbiter and Lander payloads in the autumn of 1995 there followed a year-long confirmation phase, during which technical feasibility had to be demonstrated and spacecraft interfaces defined in more detail. The industrial contract was issued to Dornier in March 1997, with completion of the definition phase and start of the main development phase due at the end of 1998. The confirmed Orbiter payload is shown in Table 1.1.
Table 1.1. Confirmed science payload of the *Rosetta* Orbiter.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSIRIS</td>
<td>Optical, Spectroscopic and Infrared Remote Imaging System</td>
</tr>
<tr>
<td>GIADA</td>
<td>Grain Impact Analyser and Dust Accumulator</td>
</tr>
<tr>
<td>ALICE</td>
<td>UV Spectrometer</td>
</tr>
<tr>
<td>VIRTIS</td>
<td>Visible and Infrared Thermal Imaging Spectrometer (visible / infrared mapping spectrometer)</td>
</tr>
<tr>
<td>MIRO</td>
<td>Microwave Spectrometer</td>
</tr>
<tr>
<td>ROSINA</td>
<td>Ion and Neutral Mass Spectrometer</td>
</tr>
<tr>
<td>MODULUS</td>
<td>Isotopic Composition Analyser</td>
</tr>
<tr>
<td>COSIMA</td>
<td>Cometary Secondary Ion Mass Analyser</td>
</tr>
<tr>
<td>MIDAS</td>
<td>Microdust Analyser and Sampler (atomic force microscope)</td>
</tr>
<tr>
<td>RPC</td>
<td><em>Rosetta</em> Plasma Consortium:</td>
</tr>
<tr>
<td>LAP</td>
<td>Langmuir Probe</td>
</tr>
<tr>
<td>IES</td>
<td>Ion and Electron Sensor</td>
</tr>
<tr>
<td>MAG</td>
<td>Fluxgate Magnetometer</td>
</tr>
<tr>
<td>ICA</td>
<td>Ion Composition Analyser</td>
</tr>
<tr>
<td>MIP</td>
<td>Mutual Impedance Probe</td>
</tr>
<tr>
<td>CONSERT</td>
<td>Comet Nucleus Sounding Experiment by Radio wave Transmission (Nucleus Tomography)</td>
</tr>
<tr>
<td>RSI</td>
<td>Radio Science Investigation</td>
</tr>
</tbody>
</table>

### 1.3 History of the Rosetta Lander

Until the *Rosetta* mission relatively little effort had been applied to the problem of performing a rendezvous with a comet and deploying a lander to its surface. Among the challenges presented by such a mission scenario are the following: –
• Very low surface gravity (risk of rebound on landing and ejection by reaction forces during mechanical operations)

• Wide variations in temperature across the surface (dependent on nucleus rotation state and topography)

• Wide variations in temperature on both diurnal and orbital timescales

• Cometary activity may eject the Lander from the surface (see section 7.2, page 117 and cause problems for attitude and orbital control of the Orbiter (Oria and Bowling, 1995).

• Cometary dust may inhibit solar cells, optics and mechanisms.

• Uncertain size, mass and rotation state until after arrival of the spacecraft at the comet

• Uncertain surface topography until completion of the mapping phase

• Uncertain surface strength (Lander may penetrate too deep into the surface if the material is softer than expected)

Kührt et al. (1997) published a detailed study of the physical risks of landing on a cometary nucleus. The Wirtanen Nucleus Reference Model (Möhlmann, 1996) is a useful survey of the current state of knowledge of key physical parameters, many of which are only very loosely constrained.

The original Rosetta CNSR concept involved a large lander attached to the carrier vehicle, as shown in Figure 1.1. Since the reorientation of Rosetta to a comet rendezvous the surface mission has changed from being a major component of the spacecraft system (provided by ESA) to the status of a large PI-led instrument mounted on the Orbiter. As a result the design of the landers was left to such PI-led consortia. The 1993 System Definition Study carried out for ESA by industry presented three alternative concepts for a lander, based on three possible landing techniques. Penetrators were also considered— in particular the design for NASA’s CRAF proposal (see Figure 1.4) was cited as adaptable for Rosetta.

The only previous attempt to land on a minor body was made by the Soviet Union’s Phobos 1 and Phobos 2 missions to the Martian moon in 1988. Both spacecraft carried a Long-Term Automated Lander (LAL), while Phobos 2 also carried a ‘Hopper’, called PROP-F. Phobos 1 failed before reaching Mars, while Phobos 2 was lost in Martian orbit before either lander could be deployed. Figure 1.5 shows the PROP-F while Figure 1.15 and Figure 1.16 (pages 24 and 25) show the LAL.
Figure 1.4.  Artist’s impression of the *CRAF* penetrator (NASA, 1987). It would have been 1.5 m in length and propelled by the rocket motor into the cometary surface at 40 m\textsuperscript{s}\textsuperscript{-1}.

Figure 1.5.  Diagram of the *PROP-F* Phobos 2 ‘Hopper’ taken from the *Space Educators’ Handbook* web site (http://tommy.jsc.nasa.gov/~woodfill/SPACEED/SEHHTML/).
Figure 1.6 shows the *Rosetta* System Definition Study concept of a probe using the passive touchdown technique, where the impacts would be damped by crushable material. Due to the low gravity the probe would bounce several times before finally coming to rest. This concept is similar in some ways to that used for the *PROP-F*.

![Figure 1.6. Probe concept with passive impact damping, from the System Definition Study, December 1993.](image)

To avoid rebounds the lander could be equipped with a small hold-down thruster to be fired on touchdown. Damping material is only required on the underside and the landing can be performed with greater precision. However, this method is less suitable at higher landing velocities than the passive technique. Figure 1.7 shows this concept—of the three landers in the System Definition Study this is the one showing most similarity to the subsequent *Champollion*, *RoLand* and *Rosetta Lander* designs. Hold-down thrusters were also to be used on the *Phobos LALs*.

![Figure 1.7. Probe concept with active landing, from the System Definition Study, December 1993.](image)
A combined active and passive landing technique is shown in Figure 1.8. In the case of a large comet (and hence high impact speed), the lander would stay folded and follow the same landing scenario as the passive lander. Opening of the three petals would then ensure its correct orientation—a technique reminiscent of the Soviet / Russian small stations used on the Moon and Mars. For low impact speeds the three petals would be deployed prior to landing to act as landing legs in a similar way to the active lander. In this case the hold-down thruster would be used on touchdown.

![Image of combined active and passive landing technique](image)

**Figure 1.8.** Probe concept with combined active and passive landing, from the System Definition Study, December 1993.

In 1993 or early 1994 ESA called for preliminary proposals for 45 kg landers, on the basis that two of these could be accommodated on the Orbiter. Two consortia were formed, one based on a CNES / NASA JPL partnership, the other a German-led consortium centred on the Max-Planck-Gesellschaft (MPG) and the DLR (Deutsche Forschungsanstalt für Luft- und Raumfahrt). An early concept for Champollion, the CNES / NASA lander, is shown in Figure 1.9. Crushable feet are used for impact damping and anchoring is achieved by three anchoring spikes at the end of deployable arms. A sampling drill is mounted centrally.

The early design for RoLand from autumn 1994 is shown in Figure 1.10. The main body is covered almost entirely with solar cells, and a central hold-down thruster is used. In comparison with Champollion the landing gear allows the main body to stand off from the surface. It would appear that this solution causes less disruption to the material under the lander.
Figure 1.9. Montage of the Champollion lander concept on the cometary surface, early 1995 (downloaded from the former Champollion web site at NASA JPL).

Figure 1.10. RoLand design presented in the preliminary proposal to ESA, 27 October 1994. The linear measurements are in mm.
On 1 March 1995 the two landers released Announcements of Opportunity for their science payloads, with proposals due by the end of June. A tentative selection was made in the autumn on the basis that there would then be a year-long definition phase before final confirmation. In November 1995 the two lander consortia presented their formal proposals to ESA based on these tentative payloads.

During summer 1996 ESA declared its preference for a single lander, then in September of that year NASA withdrew funding from the Champollion partnership. This left CNES to join the RoLand team to build a single, larger lander of 75 kg. This is called simply Rosetta Lander, though no doubt this will change to something more poetic before launch. JPL has, however, resurrected Champollion in the form of the lander stage of a comet nucleus sample-return mission for the New Millennium programme. An artist’s impression of the JPL scheme, called Deep Space 4 (DS4), is shown in Figure 1.11. In addition to the lander the Earth return stage is shown lifting off, as well as an orbiter in the background.

Figure 1.11. NASA JPL concept of the Deep Space 4 / Champollion New Millennium mission, late 1996 (downloaded from the DS4 web site at ds4.jpl.nasa.gov).
The scientific objectives of the *RoLand* lander (and hence the current *Rosetta Lander*), as given in the Proposal to ESA (1995) were as follows: –

- measurement of the composition of cometary material in terms of elemental and isotopic abundances, molecular and mineral constituents,
- observation of small scale structure and topography of the cometary surface,
- investigation of the internal structure of the cometary body, its stratigraphy and morphology,
- investigation of cometary properties and processes as a function of time and insolation, and
- ground truth measurements for Orbiter experiments.

These objectives are particularly appropriate for a lander for the *Rosetta* mission since they focus only on those questions (aside from ground truth) which cannot satisfactorily be answered by Orbiter investigations. There is ample scope for measurement of physical properties and their evolution with time, an aspect which perhaps reflects the strong KOSI heritage in Germany where the main Lander consortium institutes (DLR and MPG) are based.

In 1995 a demonstration model of the *RoLand* main structure was constructed, reflecting design changes such as a pentagonal rather than cylindrical body and the introduction of a ‘cold balcony’ on the baseplate. The model was constructed using representative lightweight carbon fibre materials (Figure 1.12).

A more up-to-date version of the larger *Rosetta Lander* design is shown in Figure 1.13. The main body of the Lander will be able to rotate with respect to the landing gear, allowing payload instruments to access different parts of the surface underneath and around the Lander. The three legs will be unfolded soon after ejection from the Orbiter. As soon as two of the feet sense touchdown on the surface an anchoring harpoon will be fired down into the surface from within the Lander to avoid rebound. The use of this harpoon for penetrometry is the subject of chapter 7.
Figure 1.12. *RoLand* Demonstration Model, 1995 (photo: DLR), showing the three-legged landing gear, baseplate (800 mm corner to corner diameter) and main body (height 640 mm) covered with solar cells.

Figure 1.13. Computer-generated view of the *Rosetta Lander* published on the web site (roland.mpae.gwdg.de) in spring 1997. The Lander is shown after the landing gear has been deployed. The baseplate is a square 850 mm along each side, truncated at the two left-hand corners. The solar hood is 610 mm in height.
The confirmed payload of the *Rosetta Lander* is given in Table 1.2. A gamma ray spectrometer was to have been included but this was deleted due to lack of funding.

**Table 1.2. Science payload of the *Rosetta Lander*.**

<table>
<thead>
<tr>
<th>Instrument Name</th>
<th>Brief Description</th>
<th>Principal Investigator</th>
<th>Mass Allocated (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>APXS</td>
<td>Alpha-Proton-X-ray Spectrometer (elemental composition)</td>
<td>R. Rieder, MPI für Chemie, Mainz, Germany</td>
<td>1.0</td>
</tr>
<tr>
<td>COSAC</td>
<td>Cometary Sampling and Composition Experiment (evolved gas analyser for elemental, isotopic, chemical and mineralogical composition)</td>
<td>H. Rosenbauer, MPI für Aeronomie, Lindau, Germany</td>
<td>4.5</td>
</tr>
<tr>
<td>MODULUS</td>
<td>Method of Determining and Understanding Light Elements from Unequivocal Stable Isotope Compositions (evolved gas analyser for elemental, isotopic, chemical and mineralogical composition)</td>
<td>C. Pillinger, Open University, UK</td>
<td>2.7</td>
</tr>
<tr>
<td>ČIVA</td>
<td>Comet nucleus Infrared and Visible Analyser (camera system)</td>
<td>J.-P. Bibring, IAS, Orsay, France</td>
<td>3.0</td>
</tr>
<tr>
<td>MUPUS</td>
<td>Multi-Purpose Sensors for Surface and Sub-Surface Science (sensors for thermal and mechanical properties; surface density)</td>
<td>T. Spohn, IfP, Münster, Germany</td>
<td>1.5</td>
</tr>
<tr>
<td>SESAME</td>
<td>Surface Electrical, Seismic and Acoustic Monitoring Experiments</td>
<td></td>
<td>1.5</td>
</tr>
<tr>
<td>CASSE</td>
<td>Comet Acoustic and Seismic Sounding Experiment</td>
<td>D. Möhlmann, DLR Cologne, Germany</td>
<td></td>
</tr>
<tr>
<td>PP</td>
<td>Permittivity Probe</td>
<td>H. Laakso, FMI, Helsinki, Finland</td>
<td></td>
</tr>
<tr>
<td>DIM</td>
<td>Dust Impact Monitor (detection of back-falling dust particles)</td>
<td>I. Apathy, KFKI, Budapest, Hungary</td>
<td></td>
</tr>
<tr>
<td>ROMAP</td>
<td><em>Rosetta Lander</em> Magnetic Field Investigation and Plasma Monitor (magnetometer and plasma package)</td>
<td>H. U. Auster, TU Braunschweig, Germany</td>
<td>0.6</td>
</tr>
<tr>
<td>CONSERT</td>
<td>Comet Nucleus Sounding Experiment by Radiowave Transmission</td>
<td>W. Kofmann, CNRS, St. Martin d'Hères, France</td>
<td>1.5</td>
</tr>
</tbody>
</table>
1.4 History of MUPUS

The MUPUS (Multi-Purpose Sensors for Surface and Sub-Surface Science) team was formed between late 1994 and the completion of the proposal to the RoLand lander in June 1995. Those institutes with major involvement in hardware development and construction are listed in Table 1.3. CIT joined the team in early 1997 after the deletion of the Champollion lander. Their experiment (CPPP) on Champollion payload was similar in many ways to MUPUS (thermal and mechanical properties and density measurements).

The author helped research and edit the MUPUS proposal (June 1995) which incorporated input from all the institutes listed in Table 1.3 (except CIT). Although MUPUS succeeded in the preliminary payload selection for RoLand, the lander’s payload science committee did not choose all the experiment’s subsystems. Those rejected are identified by crosses in Table 1.4.

Table 1.3. Institutes with major involvement in the MUPUS experiment.

<table>
<thead>
<tr>
<th>Institute</th>
<th>Country</th>
<th>Acronym</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institut für Planetologie, Westfälische Wilhelms-Universität, Münster</td>
<td>Germany</td>
<td>IfP</td>
</tr>
<tr>
<td>Space Research Centre, Polish Academy of Sciences, Warsaw</td>
<td>Poland</td>
<td>SRC</td>
</tr>
<tr>
<td>Institut für Weltraumforschung, Österreichische Akademie der Wissenschaften, Graz</td>
<td>Austria</td>
<td>IWF</td>
</tr>
<tr>
<td>DLR Institut für Planetenerkundung, Berlin</td>
<td>Germany</td>
<td>DLR</td>
</tr>
<tr>
<td>Unit for Space Sciences and Astrophysics, University of Kent, Canterbury</td>
<td>United Kingdom</td>
<td>UKC</td>
</tr>
<tr>
<td>Mullard Space Science Laboratory, University College London, Holmbury St. Mary, Dorking</td>
<td>United Kingdom</td>
<td>MSSL</td>
</tr>
<tr>
<td>Department of Geology and Planetary Sciences, California Institute of Technology, Pasadena</td>
<td>USA</td>
<td>CIT (CalTech)</td>
</tr>
</tbody>
</table>

In parallel with MUPUS the same team proposed a slightly descoped suite of instruments for the Champollion lander. This proposal (1995), named SuSI (Suite of Spike Instruments) was narrowly rejected by the Champollion selection committee in favour of the CPPP proposal by Ahren’s CIT-based team.
Table 1.4. Constituent experimental subsystems of *MUPUS* as originally proposed in June 1995.

<table>
<thead>
<tr>
<th>Experimental Subsystem</th>
<th>Acronym</th>
<th>Proposed Measurements</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature Probe</td>
<td>PEN-TP</td>
<td>Sub-surface temperature profile</td>
<td>✓</td>
</tr>
<tr>
<td>Thermal Conductivity Probe</td>
<td>PEN-THC</td>
<td>Thermal conductivity</td>
<td>✓</td>
</tr>
<tr>
<td>Penetrometer</td>
<td>PEN-M</td>
<td>Mechanical and structural properties of surface layers</td>
<td>✓</td>
</tr>
<tr>
<td>Accelerometer</td>
<td>ACC</td>
<td>Analysis of landing dynamics and any subsequent motion</td>
<td>×</td>
</tr>
<tr>
<td>Compton Backscatter Densitometer</td>
<td>CBD</td>
<td>Bulk density of surface layers</td>
<td>✓</td>
</tr>
<tr>
<td>Pressure Sensor</td>
<td>PS</td>
<td>Gas pressure and flow rate</td>
<td>×</td>
</tr>
<tr>
<td>Microbalance Deposition Sensor</td>
<td>MDS</td>
<td>Mass and composition of deposited / condensed material</td>
<td>×</td>
</tr>
<tr>
<td>Optical Scattering Deposition Sensor</td>
<td>ODS</td>
<td>Optical properties of deposited / condensed material</td>
<td>×</td>
</tr>
<tr>
<td>Thermal Mapper</td>
<td>TM</td>
<td>Surface temperature (infrared sensors)</td>
<td>✓</td>
</tr>
<tr>
<td>Anchor Penetrometer</td>
<td>ANC-M</td>
<td>Mechanical and structural properties of surface layers</td>
<td>✓</td>
</tr>
<tr>
<td>Anchor Temperature Sensor</td>
<td>ANC-T</td>
<td>Sub-surface temperature</td>
<td>✓</td>
</tr>
</tbody>
</table>

Following further definition of *MUPUS* during 1996 and its firm acceptance on the payload of the *Rosetta Lander* in early 1997, the constituent measurement subsystems were as shown in Table 1.5. With the exception of the anchor accelerometer and temperature sensor and the body-mounted infrared temperature sensor, all the subsystems are incorporated into a thin probe deployed from the Lander and gradually hammered into the surface. Figure 1.14 shows the location of the *MUPUS* experimental subsystems on the Lander.
Table 1.5. Post-selection *MUPUS* measurement subsystems. †Subsystems that measure the evolution of these parameters with time (diurnal and orbital variations).

<table>
<thead>
<tr>
<th>Experimental Subsystem</th>
<th>Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature Probe†</td>
<td>Sub-surface temperature profile</td>
</tr>
<tr>
<td>Thermal Conductivity Probe†</td>
<td>Thermal conductivity (line heat source technique)</td>
</tr>
<tr>
<td>Penetrometer</td>
<td>Mechanical and structural properties of surface layers</td>
</tr>
<tr>
<td>Densitometer†</td>
<td>Bulk density of surface layers (gamma ray attenuation technique during and after probe insertion)</td>
</tr>
<tr>
<td>Thermal Mapper†</td>
<td>Surface temp. (infrared sensors at 12-17 µm &amp; 17-23 µm)</td>
</tr>
<tr>
<td>Anchor Penetrometer</td>
<td>Mechanical and structural properties of surface layers</td>
</tr>
<tr>
<td>Anchor Temperature Sensor†</td>
<td>Sub-surface temperature</td>
</tr>
</tbody>
</table>

Figure 1.14. Schematic diagram of the *MUPUS* experimental subsystems (shaded) on the *Rosetta Lander* (see Table 1.5 for description).
The scientific objectives of **MUPUS** are as follows (adapted from the **MUPUS** Proposal, 1995): –

- To understand the properties and layering of the near-surface matter as these evolve with time as the comet rotates and approaches the Sun.
- To understand the energy balance at the surface and its variation with time and depth.
- To understand the mass balance at the surface and its evolution with time.
- To provide ground truth for thermal mapping from the Orbiter, and to support other instruments proposed for the **Rosetta Lander** (e.g. SESAME-CASSE).

The **MUPUS** concept as a whole— a synthesis of thermal, mechanical and density instruments in the same package— is relatively new in the history of planetary exploration. While all the separate techniques planned for **MUPUS** have been used in the past, this will be the first time they have been combined in such an integrated instrument. Penetrometers, densitometers, temperature sensors and thermal conductivity probes have all been used (or will be used) on the surfaces of the Moon, Mars, Venus or Titan. There are of course numerous terrestrial versions of the same techniques, most often found in the fields of geophysics and non-destructive testing.

Perhaps the only space instrument resembling the **MUPUS** probe is a device built for the Long-term Automated Landers (**LALs**) of the Soviet **Phobos** spacecraft (**Phobos 1** and **2**) launched in 1988. Since both spacecraft were lost before the landers could be deployed to the surface of Phobos there is very little information available in the scientific literature. However, the author recently obtained a diagram from an IKI document showing the **LAL** and its payload [Figure 1.15]. The **RAZREZ** instrument is described as a “Penetrometer with temperature sensors and accelerometer”. One presumes that it can be seen in the diagram as the central penetrating probe, apparently also performing the function of anchoring the lander to the surface. However Surkov (1997) states that the **LAL** was anchored using a tethered harpoon. It is also not certain whether the **RAZREZ** instrument was actually launched as part of the payload— it may have been dropped due to insufficient resources. A photo of a **LAL** on display at an exhibition is shown in [Figure 1.16].
In the summer of 1996 NASA withdrew funding for its part of Champollion, leaving the CNES-led French participants to join with RoLand to develop a single, larger lander (‘Rosetta Lander’) of 75 kg mass. Since then, however, JPL has ‘recycled’ the Champollion lander design as part of a comet nucleus sample return mission for the New Millennium programme. Deep Space 4, as it has become known, will have an orbiter and a lander like Rosetta. The lander would incorporate an Earth return stage, mounted on a surface package derived from Champollion. It is hoped that the MUPUS team will have a chance to participate in DS4 science activities when the opportunity arises.

Further opportunities to exploit heritage from MUPUS include possible ESA missions to Mars (Mars Express)– or even the Moon– early in the 21st Century. Other targets for investigations of the thermal and mechanical properties of regolith or porous ice include asteroids and the icy satellites of the outer planets.
1.5 Overview of this Thesis in the Context of Cometary Science

How does this thesis relate to cometary science, the Rosetta mission, the Lander and the MUPUS experiment package? Figure 1.17 is an attempt to show the inter-relation between topics in the form of a ‘road map’. Grey boxes indicate areas of original work covered in this thesis. The white boxes indicate necessary input information, previous work and the eventual data produced. The start and end point is ‘cometary knowledge’. This leads to the scientific objectives of the Rosetta mission, the Lander and the MUPUS.
experiment. The resulting requirements for the MUPUS experiment form the basis for the work carried out for this thesis.

Figure 1.17. Road map for this thesis, showing how the topics inter-relate. Grey boxes indicate areas of original work (including collaboration).

Chapter 2 presents an overview of the relevant scientific and technological background. This includes discussion of the physical properties of cometary nuclei and the relation of density to other key physical parameters. The main questions to be answered by an in situ investigation such as MUPUS are identified. The technological background of density measurement is reviewed, including terrestrial examples as well as instruments previously flown to the Moon, Mars and Venus. Chapter 3 introduces the rationale and design concept of the MUPUS densitometer, taking into account the objectives and constraints for such an instrument. The current attenuation design is discussed, as is the previously considered backscatter design and the reasons for its eventual rejection. A scheme for combining density measurement with gradual insertion of the probe is suggested. Chapter 4 presents the results of a ‘spin-off’ investigation prompted by study of the backscatter densitometry technique. Consideration of the measurement volume of these devices and their susceptibility to density inhomogeneity led to an extension of the single scattering model approximation of their response. Chapter 5 discusses the application of Monte Carlo simulation to the attenuation design and its utility as a tool for evaluating
candidate configurations. Chapter 6 reports on collaborative experimental work carried out to evaluate the response of a cadmium telluride detector to radiation from a \(^{137}\)Cs source attenuated by varying depths of water. Moving away from density measurement, chapter 7 results from collaborative experimental work on the MUPUS anchor penetrometer and techniques for analysing the data obtained. After a quantitative analysis of the rationale for lander anchoring the results of harpoon test shots are presented. The data is compared with results obtained using a recently published penetration model and discussed with respect to penetrometry of cometary surface material. The overall conclusions of the thesis are given in chapter 8.
2 Background

Section 2.1 outlines our current state of knowledge of cometary material with particular reference to its physical properties. The rationale for density measurement is then explained, citing particular areas where knowledge of density is an important constraint for models of the surface material (section 2.1.2). Previous work on the global bulk density of comet nuclei is then reviewed (section 2.1.3) with the aim of defining rough limits for the value to be encountered at the surface. Section 2.1.4 identifies key questions to be answered by a surface density investigation.

Section 2.2 then focuses on the technological background of density measurement using the Compton backscatter of gamma rays, citing examples used on Earth for applications such as borehole geophysics and soil science, as well as backscatter densitometers previously flown to the surfaces of the Moon, Mars and Venus.

2.1 Scientific Background

The physical properties of a comet nucleus are of interest since they constrain models of its formation, evolutionary history, current state and dynamic processes. It is thought that cometary nuclei may still contain pristine material from the formation of the Solar System. The reasons to expect this are the cold formation of cometary nuclei in the solar nebula, the absence of significant endogenic processing due to their small size, and their cold storage for most of their history in the outer Solar System or Oort cloud (MUPUS Proposal, 1995).

There are many processes that may have modified the cometary material present in a currently active comet, as shown in Table 2.1. It is important to understand the importance of these modification processes, both in their own right and from the point of view of gauging the degree of sample pristinity. For instance the balance between crust formation and surface erosion is a central issue for the study of nucleus activity, while the pristinity of a sample obtained from 1 m depth is of great concern to those investigators studying the chemical, mineralogical and isotopic composition of material obtained from beneath the surface by a sampling drill.
### Table 2.1. Some physical processes capable of modifying cometary material.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Resultant processes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar radiation (heat flux)</td>
<td>sublimation of volatile components</td>
</tr>
<tr>
<td></td>
<td>ejection of grains from surface by gas drag</td>
</tr>
<tr>
<td></td>
<td>recondensation</td>
</tr>
<tr>
<td></td>
<td>sintering of ices</td>
</tr>
<tr>
<td></td>
<td>phase changes of volatile components</td>
</tr>
<tr>
<td></td>
<td>thermally-induced chemical changes</td>
</tr>
<tr>
<td></td>
<td>mechanical change due to thermal cycling</td>
</tr>
<tr>
<td>Radioactive decay (e.g. of $^{26}\text{Al}$)</td>
<td>change in isotopic composition</td>
</tr>
<tr>
<td></td>
<td>phase changes triggered by internal heating</td>
</tr>
<tr>
<td></td>
<td>chemical change triggered by ionising radiation</td>
</tr>
<tr>
<td>Solar wind &amp; UV</td>
<td>formation of organic material near surface</td>
</tr>
<tr>
<td>Cosmic rays</td>
<td>chemical modification (formation of tholins near surface– see McDonald <em>et al.</em> (1996))</td>
</tr>
<tr>
<td>Dust impacts</td>
<td>surface erosion</td>
</tr>
<tr>
<td></td>
<td>accumulation of impactor residues</td>
</tr>
<tr>
<td></td>
<td>chemical and physical changes at impact sites</td>
</tr>
<tr>
<td>Gravity</td>
<td>tidal disruption on close encounter with a planet</td>
</tr>
<tr>
<td></td>
<td>self-gravitation if nucleus becomes large enough</td>
</tr>
</tbody>
</table>

When analysing cometary nucleus material, what physical parameters are (in principle) available for measurement? Key physical properties can be seen in [Table 2.2](#) categorised into several broad areas. In addition to these there are of course the fundamental global parameters of the whole nucleus, including size, shape and rotation state. While measurements of many of these properties may in themselves only weakly constrain models of the nucleus, the combination of a sufficient number of synergistic properties is much more powerful.
Table 2.2. Key physical properties of cometary nucleus material.

<table>
<thead>
<tr>
<th>Category</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal</td>
<td>conductivity</td>
</tr>
<tr>
<td></td>
<td>diffusivity</td>
</tr>
<tr>
<td></td>
<td>specific heat capacity</td>
</tr>
<tr>
<td>Mechanical</td>
<td>strength (compressive, tensile, shear)</td>
</tr>
<tr>
<td></td>
<td>Young’s modulus, Poisson ratio</td>
</tr>
<tr>
<td></td>
<td>density</td>
</tr>
<tr>
<td>Electromagnetic</td>
<td>dielectric constant (complex permittivity)</td>
</tr>
<tr>
<td></td>
<td>magnetic field</td>
</tr>
<tr>
<td>Optical</td>
<td>spectral variation of absorption and scattering (e.g. albedo)</td>
</tr>
<tr>
<td>Structural</td>
<td>layering</td>
</tr>
<tr>
<td></td>
<td>porosity</td>
</tr>
<tr>
<td></td>
<td>grain size</td>
</tr>
<tr>
<td>Energy Balance</td>
<td>solar flux (reflection, absorption)</td>
</tr>
<tr>
<td></td>
<td>thermal radiation</td>
</tr>
<tr>
<td></td>
<td>phase changes (latent heat of sublimation, etc.)</td>
</tr>
<tr>
<td></td>
<td>vapour transport</td>
</tr>
<tr>
<td>Evolution with Time</td>
<td>diurnal</td>
</tr>
<tr>
<td></td>
<td>orbital</td>
</tr>
<tr>
<td></td>
<td>activity-triggered events (e.g. erosion, seismic activity)</td>
</tr>
</tbody>
</table>

2.1.1 The physical nature of cometary material

The physical nature of cometary material is much more comprehensively reviewed elsewhere. Useful general starting points include the books Comets in the Post-Halley Era (eds. Newburn et al., 1991); Physics and Chemistry of Comets (Huebner, 1990) and Comet Halley: Investigations, Results, Interpretations (ed. Mason, 1990). The proceedings of a workshop on the physics and mechanics of cometary materials have been published by ESA (ESA SP-302, 1989). Even more directly relevant to Rosetta are the Nucleus Reference Model (Möhlmann, 1st ed., 1996) and a paper by Klinger et al. (1996). Key physical parameters from the Reference Model are shown in Table 2.3. There are many
papers focussing on particular aspects, including a large number on the global characteristics of cometary nuclei and their structure (e.g. Hughes, 1996) as well as models of the thermal behaviour of porous ice/dust mixtures and their implications for the whole nucleus (Benkhoff and Huebner, 1995; Prialnik and Bar-Nun, 1990; Steiner and Kömle, 1991; Fanale and Salvail, 1990). Some papers discuss models applied directly to the Rosetta target comet (Benkhoff and Boice, 1996; Podolak and Prialnik, 1996). Of particular interest to in situ investigations from a lander are papers concerning the surface crust or regolith (Kührt and Keller, 1994; Möhlmann, 1994; Rickman et al., 1990). For a discussion of the strength of cometary material see section 7.3 page 125.

In summary, cometary nuclei are now established to be solid bodies comprising a mixture of ices (dominated by H₂O and CO), minerals (e.g. silicates of Fe, Mg, Ca and Al) and hydrocarbon compounds (containing C, H, O, N). In addition to the general sources mentioned above, the Rosetta Mission and System Definition Document (ESA SP-1125) contains a review of cometary material composition.

Comet nuclei are thought to have formed in the solar nebula by some sort of collisional process (the details being dependent on such local conditions in the nebula as temperature and relative velocity– see Bridges et al. (1996)). Individual grains are thought to have accumulated into aggregates, which in turn collided to form macroscopic bodies (Donn and Meakin, 1989; Donn, 1990). Cometary nuclei may possibly be pseudo-fractal in nature, showing self-similar structure on a wide range of scales. This would reflect the collisional accumulation of fragments from the smallest grains to the largest building blocks.

Dynamic evolution of those comet nuclei not eventually swept up into planetary bodies can lead to their entry into the inner Solar System and resultant activity, or indeed their complete ejection from the Solar System. Close encounters with the Sun or planets can lead to tidal disruption, as was seen in the case of comet Shoemaker-Levy 9. There is some debate as to the end state of nuclei no longer able to sustain activity– will a nucleus completely disperse or might a non-volatile ‘dead’ nucleus remain? In the case of the latter, are the remnants distinguishable from asteroids?

As mentioned above, a significant fraction of the effort expended in the study of cometary nuclei is in the field of thermal evolution and the processes involved. Thermal inputs (beyond the background) come from the absorption of solar radiation, decay of radionuclides, chemical processes and phase changes. Conduction, radiation and gas flow are competing transport processes within the porous material, while mass and energy
balance provide boundary conditions at the surface. At the surface itself the physics of the thermal processes within the nucleus must interface with the physics of the inner coma.

Table 2.3. Summary of physical parameters from the first edition of the Rosetta Nucleus Reference Model (Möhlmann, 1996).

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nucleus size</strong></td>
<td></td>
</tr>
<tr>
<td>Spherical nucleus</td>
<td></td>
</tr>
<tr>
<td>Radius (m)</td>
<td>600</td>
</tr>
<tr>
<td>Volume (m$^3$)</td>
<td>$9.05 \times 10^8$</td>
</tr>
<tr>
<td>Surface area (m$^2$)</td>
<td>$4.52 \times 10^6$</td>
</tr>
<tr>
<td>2:1 prolate sphere</td>
<td></td>
</tr>
<tr>
<td>Large radius (m)</td>
<td>952</td>
</tr>
<tr>
<td>Small radii (m)</td>
<td>476</td>
</tr>
<tr>
<td>Surface area (m$^2$)</td>
<td>$4.3 \times 10^6$</td>
</tr>
<tr>
<td>1:2 oblate sphere</td>
<td></td>
</tr>
<tr>
<td>Large radii (m)</td>
<td>756</td>
</tr>
<tr>
<td>Small radius (m)</td>
<td>378</td>
</tr>
<tr>
<td>Surface area (m$^2$)</td>
<td>$5.5 \times 10^6$</td>
</tr>
<tr>
<td><strong>Mass-related properties</strong></td>
<td></td>
</tr>
<tr>
<td>Bulk density (kg m$^{-3}$)</td>
<td>200</td>
</tr>
<tr>
<td>Porosity (material dominated by organics and silicates of density 3000 kg m$^{-3}$)</td>
<td>0.80</td>
</tr>
<tr>
<td>Porosity (material dominated by ice of density 1000 kg m$^{-3}$)</td>
<td>0.40</td>
</tr>
<tr>
<td>Mass (kg)</td>
<td>$1.8 \times 10^{11}$</td>
</tr>
<tr>
<td>Escape velocity (m s$^{-1}$)</td>
<td>0.17</td>
</tr>
<tr>
<td>Surface gravity (m s$^{-2}$)</td>
<td>$1.89 \times 10^{-5}$</td>
</tr>
<tr>
<td><strong>Mechanical properties</strong></td>
<td></td>
</tr>
<tr>
<td>Tensile stress sufficient to disrupt nucleus (Pa)</td>
<td>50</td>
</tr>
<tr>
<td>Compressive strength (Pa)</td>
<td>$10^3$</td>
</tr>
<tr>
<td>Young’s modulus (low-density dry snow approximation) (Pa)</td>
<td>$3 \times 10^6$</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>0.1?</td>
</tr>
</tbody>
</table>
### Thermal properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific heat capacity (Jkg$^{-1}$K$^{-1}$) (Giauque and Stout, 1936)</td>
<td>$7.49 \times T[K] + 90$</td>
</tr>
<tr>
<td>Thermal conductivity (Wm$^{-1}$K$^{-1}$) (porous dust &amp; crystalline ice)</td>
<td>0.05, 0.4, 1.0</td>
</tr>
<tr>
<td>Thermal conductivity (Wm$^{-1}$K$^{-1}$) (solid ice)</td>
<td>$567 / T[K]$</td>
</tr>
<tr>
<td>Thermal conductivity (Wm$^{-1}$K$^{-1}$) (amorphous ice)</td>
<td>$7.1 \times 10^{-7}$</td>
</tr>
<tr>
<td>Coefficient of thermal expansion (K$^{-1}$)</td>
<td>$5 \times 10^{-5}$</td>
</tr>
<tr>
<td>Latent heat of sublimation (Jkg$^{-1}$)</td>
<td>$2.888 \times 10^6 - 1.116 \times 10^3 \times T[K]$</td>
</tr>
<tr>
<td>Surface temperature (K) (active area)</td>
<td>130, 170, 215</td>
</tr>
<tr>
<td>Surface temperature (K) (inactive area)</td>
<td>130, 260, 380</td>
</tr>
</tbody>
</table>

### Electromagnetic properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static dielectric constant $\varepsilon_0$</td>
<td>4</td>
</tr>
<tr>
<td>High frequency dielectric constant $\varepsilon_\infty$</td>
<td>1.3</td>
</tr>
<tr>
<td>Albedo</td>
<td>0.03, 0.04, 0.05</td>
</tr>
<tr>
<td>Emissivity</td>
<td>0.9, 1.0</td>
</tr>
</tbody>
</table>

#### 2.1.2 Rationale for density measurement

While a value for the bulk density of the entire nucleus can be obtained by the *Rosetta* Orbiter, we may expect there to be significant variations in density on a range of linear scales, as would be the case if the nucleus were a pseudo-fractal body (Hughes, 1996). We may also expect the density at the surface to have changed relative to the undisturbed material. The sublimation and loss of volatile components is the principal modifying process, with recondensation, crust formation (Kührt and Keller, 1994) and surface impacts (Matese and Whitman, 1994) as possible secondary processes. The model of Benkhoff and Huebner (1995) showed that density can not only decrease due to the loss of volatiles but also increase just below the ‘sublimation fronts’ of volatile components, due to the inward transport and condensation of volatiles.

The surface density at the landing site may tentatively be applied to other parts of the nucleus surface only if data from the Orbiter can demonstrate the landing site to be sufficiently representative of those areas. This is an issue that arises frequently in planetary
surface missions—great care must be taken in applying more widely the single-point measurements made at the landing site. A value of material density on its own is of course rather less important than the conclusions that may be drawn after combination with other measurements at the same location. In this way the physical state and physical processes may be better constrained and understood.

It is useful here to classify the characteristics and phenomena of cometary nuclei into those which can be considered to affect the density (‘input parameters’) and those which can be considered to be affected by the density (‘output parameters’). This framework is then useful in the subsequent analysis of density data. The two groups are shown in Table 2.4 and Table 2.5.

<table>
<thead>
<tr>
<th>Table 2.4. Features affecting the density of cometary nucleus material.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment and collision dynamics of the grains and fluffy aggregates which form planetesimals in the solar nebula (Donn, 1991). Impacts may either compress or ‘porosify’ the material.</td>
</tr>
<tr>
<td>Composition (sum over mineralogical components; determines density of grains); post-formation chemical evolution</td>
</tr>
<tr>
<td>Porosity ($\phi$, defined as the fractional volume of voids)</td>
</tr>
<tr>
<td>Collision history (post-formation impacts of cosmic dust)</td>
</tr>
<tr>
<td>Thermal evolution (e.g. sublimation &amp; recondensation)</td>
</tr>
<tr>
<td>Self-gravity of comet (compression if stress is large enough)</td>
</tr>
</tbody>
</table>

From the point of view of MUPUS the combination of density profile with thermal and mechanical measurements is of most interest. The temperature profile along the length of the probe will be monitored with resistance temperature detectors. The finite thermal conductivity along the length of the probe will tend to smooth out the temperature profile. For this reason the data will have to be inverted numerically to obtain the profile that would have existed had the probe not been there (Hagermann and Spohn, 1998).
Table 2.5. Features affected by or correlated with the density of cometary nucleus material.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal properties (conductivity, diffusivity, temperature profile, specific heat capacity)</td>
<td>(Seiferlin <em>et al.</em>, 1996).</td>
</tr>
<tr>
<td>Mechanical strength (compressive, tensile, shear)</td>
<td></td>
</tr>
<tr>
<td>Mineralogical profiles</td>
<td></td>
</tr>
<tr>
<td>Seismic velocity (depends on both density itself and the density dependence of the elastic constants)</td>
<td></td>
</tr>
<tr>
<td>Dielectric constant (complex permittivity)</td>
<td></td>
</tr>
<tr>
<td>Electrical resistivity</td>
<td></td>
</tr>
<tr>
<td>Balance between mantle formation and erosion (Kührt and Keller, 1994)</td>
<td></td>
</tr>
<tr>
<td>Attenuation coefficients for absorption and scattering of radiation</td>
<td></td>
</tr>
<tr>
<td>Gravitational field of comet</td>
<td></td>
</tr>
</tbody>
</table>

The *MUPUS* Thermal Mapper (TM) sensor (Knollenberg *et al.*, 1998) will provide the surface temperature boundary condition as well as a measure of the thermal inertia $P$ (resistance of a material to temperature change), obtained using observations over day/night cycles:

$$P = \sqrt{\kappa_p \rho_b c} \quad ,$$

(2.1)

where $\kappa_p$ is the thermal conductivity of the porous material, $\rho_b$ its bulk density and $c$ the specific heat capacity.

The periodic solar heat flux due to the rotation of the nucleus (with period $T_{rot}$) will generate an evanescent heat wave propagating into the surface. Monitoring the evolution of the near-surface temperature profile may enable determination of the thermal skin depth, which will most easily be measurable if it is similar in scale to the probe. The skin depth $d_{skin}$ is related to bulk density as follows:

$$d_{skin} = \frac{\kappa_p T_{rot}}{\pi \rho_b c} \quad .$$

(2.2)

The line heat source technique will allow the thermal conductivity to be measured, as described by Seiferlin *et al.* (1996) and Banaszkiewicz *et al.* (1997). The heat transport
equation for porous, multi-component material with vapour flow is given in several
publications including Benkhoff (1992) and Benkhoff and Huebner (1995):

\[
\text{Heat gained by material} = \text{Heat acquired by conduction} - \text{Heat lost by vapour transport} - \text{Heat lost by sublimation of ice}
\]

\[
\rho \Delta H_i \sum_{i=1}^{n} \phi \rho_s c_s \nabla \cdot \nabla T - \nabla \cdot \nabla \rho_s c_s \nabla T = \rho_g \nabla \cdot \rho \nabla T - \nabla \cdot \nabla \rho_s c_s \nabla T = \rho_g \nabla \cdot \rho \nabla T - \nabla \cdot \nabla \rho_s c_s \nabla T - \sum_{i=1}^{n} \Delta H_i q_i , \tag{2.3}
\]

where \( \phi \) is the porosity, \( \rho_{s,g} \) the densities of solid and gas, \( c_{s,g} \) their specific heat capacities, \( \partial T / \partial t \) the rate of change of temperature with time and \( \nabla \cdot \) the vapour flow velocity. \( q_i \) and \( \Delta H_i \) are the sublimation rate per unit volume and enthalpy of sublimation, respectively, of the \( i \)\text{'th of} \( n \) volatile components. The surface temperature is constrained by the balance between net solar flux, thermal reradiation, surface sublimation and heat transport across the surface.

The bulk density \( \rho_b \) is given by

\[
\rho_b = (1 - \phi) \rho_s + \phi \rho_g , \tag{2.4}
\]

though for the regime of cometary material \( \rho_g \ll \rho_s \) so we can assume

\[
\rho_b \approx (1 - \phi) \rho_s . \tag{2.5}
\]

Knowledge of the chemical and mineralogical composition from other instruments on the
Lander will provide a good estimate for \( \rho_s \), enabling the porosity to be derived.

Density is also a key parameter in dynamic penetrometry since one of the
decelerating forces is analogous to hydrodynamic drag and thus proportional to the density
and the square of the velocity. Kömle et al. (1997) examine the use of the Lander’s anchor
for penetrometry.

The electrical properties of the nucleus material are also dependent on density, as
outlined in the Reference Model (Möhlmann, 1996). On the Rosetta Lander one of the
instruments of the SESAME experiment will measure electrical permittivity. One of the
electrodes for this purpose will in fact be housed in the MUPUS thermal probe. The main
aim of the permittivity experiment is to monitor changes in the abundance of H\textsubscript{2}O (a polar
molecule) in the surface layers.
The frequency dependence of relative permittivity (or relative dielectric constant) can be expressed in terms of a complex relative permittivity \( \varepsilon \):

\[
\varepsilon = \varepsilon' - i\varepsilon'' = \varepsilon_\infty + \frac{(\varepsilon_0 - \varepsilon_\infty)}{(1 + i\omega\tau)}. \tag{2.6}
\]

Hence, by equating real and imaginary parts,

\[
\varepsilon'(\omega) = \varepsilon_\infty + \frac{(\varepsilon_0 - \varepsilon_\infty)}{(1 + \omega^2\tau^2)} \quad \text{and} \quad \varepsilon''(\omega) = \omega\tau\frac{(\varepsilon_0 - \varepsilon_\infty)}{(1 + \omega^2\tau^2)}, \tag{2.7}
\]

where \( \varepsilon' \) and \( \varepsilon'' \) are the real and imaginary parts of \( \varepsilon \), and \( \varepsilon_\infty \) and \( \varepsilon_0 \) are the limits at infinite and zero frequency. \( \omega \) is the angular frequency and \( \tau \) is the dipole relaxation time.

Möhlmann (1996) presents the following information from Bader and Kuroiwa (1962) for the values of \( \varepsilon_\infty \) and \( \varepsilon_0 \):

- For low temperatures, \( \varepsilon_\infty = 3.2 \) and \( \varepsilon_0 = 95 \) are reported to be standard values for pure compact ice.
- \( \varepsilon_0 \) increases if the ice is contaminated but decreases if it is cracked. \( \varepsilon_\infty \) remains unchanged in these cases.
- For dry snow of density 260 kgm\(^{-3}\) the values \( \varepsilon_\infty = 1.5 \) and \( \varepsilon_0 = 6.5 \) were reported for low temperatures.
- A few degrees below 0°C the values \( \varepsilon_\infty = 2.5 \) and \( 13 < \varepsilon_0 < 6.5 \) were reported for compact, granular snow. \( \varepsilon_0 \) approaches 80 for water.
- Both \( \varepsilon_\infty \) and \( \varepsilon_0 \) show a more or less linear dependence with density, with \( \varepsilon_\infty = 2 \) and \( \varepsilon_0 = 15 \) for 600 kgm\(^{-3}\), and \( \varepsilon_\infty = 1.3 \) and \( \varepsilon_0 = 4 \) at 200 kgm\(^{-3}\).

The ranges of values in the Reference Model [Table 2.3] do not take into account mixing of the ice with refractories of unknown electromagnetic properties.

An empirical relation between the real part \( \varepsilon' \) and the bulk density \( \rho_b \) of rocks has been proposed by Ulaby et al. (1990). For a range of silicates, carbonates and other materials they obtained

\[
\varepsilon' = (1.96 \pm 0.14)^{\rho_b} \tag{2.8}
\]
(with $\rho_b$ in gcm$^{-3}$), though the significant variation in mineralogical composition of the samples chosen resulted in a linear correlation coefficient of $R = 0.72$– only 50 % of the variance in the data was due to density.

The effective dielectric coefficient of a multi-phase or porous material is in general impossible to solve analytically. For a material whose spatial variations are small in comparison with the scale of the measurement, however, it is possible to determine lower and upper limits for the effective $\varepsilon$, according to the theory of Wiener (1912), which states that

$$
\left( \sum_{k=1}^{N} \frac{\phi_k}{\varepsilon_k} \right)^{-1} \leq \varepsilon_{\text{eff}} \leq \sum_{k=1}^{N} \phi_k \varepsilon_k ,
$$

where $\phi_k$ and $\varepsilon_k$ are the volume fraction and dielectric constants of the $k$'th of $N$ components. A porous material would thus have an effective dielectric constant $\varepsilon_{\text{eff}}$ between the following limits:

$$
\frac{\varepsilon_s}{1 + \phi(\varepsilon_s - 1)} \leq \varepsilon_{\text{eff}} \leq \varepsilon_s - \phi(\varepsilon_s - 1) ,
$$

where $\varepsilon_s$ is the dielectric constant of the material at zero porosity.

Scaife (1989) discusses the problem of heterogeneous dielectrics. One approximation attributed to Landau and Lifshitz (1984) applies to heterogeneous materials whose dielectric constant varies from the mean $\varepsilon$ by only a small amount $\delta\varepsilon$. The expression is

$$
\langle \ldots \rangle_v = \left\langle e^{\delta\varepsilon}_v \right\rangle_v = \left\langle \left[ \langle e \rangle_v + \delta\varepsilon \right]_v \right\rangle_v ,
$$

where $\langle \ldots \rangle_v$ denotes an average over the volume concerned.

Seismic properties are also related to density. The velocities $V_P$ and $V_S$ for P and S waves are given by equations 2.12 and 2.13. Although at first it would seem that $V_P$ and $V_S$ should decrease with density, in fact the elastic constants usually rise rapidly so the reverse is true.

$$
V_P = \frac{E(1-\nu)}{\sqrt{(1+\nu)(1-2\nu)\rho_b}} ; \quad V_S = \frac{E}{\sqrt{2(1+\nu)\rho_b}} ,
$$

where $E$ is Young’s modulus and $\nu$ is Poisson’s ratio. Alternatively

$$
V_P = \frac{\mu}{\rho_b} ; \quad V_S = \frac{\mu}{\rho_b} ,
$$
where $j$ is the elongational elasticity and $\mu$ the shear modulus. The quantity $j$ can also be expressed in terms of the bulk modulus $K$ and $\mu$:

$$j = K + 4\mu/3 .$$

(2.14)

Nucleus density is a key parameter of relevance to possible future planetary defence systems. A number of methods of defence may require detailed physical knowledge of the nucleus material, including its density, strength and mechanism of activity. Applying a sufficient impulse to the nucleus to divert its orbit requires the nucleus mass to be known. Destroying the nucleus requires knowledge of its strength, while creating an artificial jet of activity on the nucleus requires knowledge of how activity may be initiated and sustained.

2.1.3 Cometary nucleus density measurement

Determination of the bulk density of minor bodies is particularly difficult. Unless an asteroid can be imaged and has a satellite of its own (e.g. Ida and its satellite Dactyl), a simple application of the laws of orbital motion (as can be achieved for all the planets except Mercury and Venus) is not possible. The mass of Ida was constrained by Galileo observations of Dactyl’s orbit to $4.2 \pm 0.6 \times 10^{16}$ kg (Belton et al., 1996), and the volume to $16100 \pm 1900$ km$^3$ (Thomas et al., 1996). This gave a density of $2600 \pm 500$ kgm$^{-3}$ (Belton et al., 1995). The masses of several asteroids have been determined by measuring perturbations of the orbits of smaller asteroids or Mars. Only for Ceres, Pallas and Vesta, however, have corresponding volume estimates resulted in densities accurate to 35% or better (Lewis, 1995). Densities have been obtained for Phobos ($1900 \pm 100$ kgm$^{-3}$; Avanesov et al., 1991) and Deimos ($1340 \pm 828$ kgm$^{-3}$; Smith et al., 1995) by means of spacecraft perturbation and imaging. The flyby of the asteroid Mathilde by the NEAR spacecraft produced a value for the mass of $1.033 \pm 0.044 \times 10^{17}$ kg from the radio science experiment (Yeomans et al., 1997). Combined with a volume of $78000^{+12000}_{-11000}$ km$^3$ derived from the images this gives a density of $1300 \pm 200$ kgm$^{-3}$ (Veverka et al., 1997). Mass determination by spacecraft flyby becomes more difficult as the mass of the body decreases or the speed or distance of closest approach increase. This may be the reason why no estimate of the mass of Gaspra appears to have been obtained from the Galileo flyby.

The density of cometary nuclei has been a matter of much discussion (see Klinger et al., 1996, for a review), but it is widely thought that reasonable densities must lie within the range $200 \rightarrow 1500$ kgm$^{-3}$. This was taken as the range over which a nucleus surface densitometer must operate. The measurement of both mass and volume is problematic.
Unless the nucleus can be imaged, as was the case for Halley (Keller, 1990), the volume of the nucleus can only be derived less directly. This often requires an assumed albedo or activity model. Even for Halley, the mass had to be derived using observations of the non-gravitational perturbations, assuming a model for the activity of the nucleus (Sagdeev et al., 1988; Peale, 1989; Rickman, 1990). Sagdeev et al. produced a value of $600^{+900}_{-400}$ kgm$^{-3}$. Rickman et al. (1987) examined 29 short-period comets and from statistical arguments came to the conclusion that they were most likely to have typical densities below 500 kgm$^{-3}$.

The tidal break-up of comet Shoemaker-Levy 9 during its close encounter with Jupiter in July 1992 allowed estimates of the density of the parent body to be made, based on models of the disruption and subsequent evolution of the fragments. Boss (1994) calculated for a particular model lower and upper bounds of $702 \pm 80$ kgm$^{-3}$ and $1500 \pm 170$ kgm$^{-3}$ respectively, where the uncertainties result from an assumed uncertainty in the perijove radius of the close encounter. The type of model used is actually the dominant source of uncertainty, however. Asphaug and Benz (1994) determined that only a bulk density in the range of $300 \rightarrow 700$ kgm$^{-3}$ would produce the observed chain of clumped fragments.

*Rosetta* will measure the bulk density of the entire nucleus using camera measurements of the nucleus size and spacecraft tracking measurements of the gravitational influence on the Orbiter. At present it is not clear how accurately the mass will be determined, given the potential problems caused by the non-gravitational forces gas and dust drag will introduce (Oria and Bowling, 1995).

To put the density of comets in context, a summary of the densities of bodies in the Solar System is shown in Figure 2.1. Since differentiation of a body tends to increase its density relative to the original material (due to the action of heat and gravity), we can say that the densities of terrestrial planets and differentiated asteroids and satellites are higher than those of the primordial bodies that formed them. The bodies most comparable in density to comets are thus likely to be the small icy satellites of Saturn (Nicholson et al., 1992) and the most primitive asteroids. The extent to which the densities of captured interplanetary dust particles (Love et al., 1994) reflect the densities of their parent bodies is perhaps rather limited– the grains are depleted of volatiles and their original ejection from a cometary surface would have removed porosity on scales larger than themselves.
Figure 2.1. Densities of Solar System bodies, where known. Data sources not already cited above are Beatty and Chaikin, 1990, Lang and Whitney, 1991 and Surkov, 1997. The grey band indicates the range of possible densities over which the MUPUS densitometer should be able to operate.

2.1.4 Questions to be answered

Based on our current understanding of cometary material one can formulate key questions to be answered by surface densitometry and penetrometry investigations (often in conjunction with results from other instruments): –

- What is cometary nucleus material like? Current models provide only weak constraints on its density (both bulk and surface) and strength. Measurements of both would constrain characteristics such as the material’s thermal properties and mechanical behaviour.

- The nature of the surface interface is key to understanding the relation between material in the interior and material emitted from the surface. To what extent is the material at the surface representative of that in the interior?

- What sort of layering does the surface material show, if any? Layering clearly indicates modification – fully pristine material cannot be found above the deepest detectable boundary.
• How does cometary activity affect the surface layers? What proportion of the material is lost from the surface itself, rather than sub-surface layers?

### 2.2 Technological Background of Backscatter Density Measurement

The low (and uncertain) surface gravity of minor bodies makes it very difficult to ‘weigh’ a sample of known volume reliably to obtain the local density of surface material. The likely porous, brittle nature of comet nucleus material makes sampling a known volume of material particularly difficult. Two basic methods of radiation densitometry are available—attenuation and backscatter. Neither makes assumptions regarding the local gravity or the material’s mechanical properties. The attenuation method is simply the measurement of the change in detected count rate from a source when a material (of known thickness and absorption coefficient) is introduced in between.

The backscatter technique relies on the detection and analysis of Compton scattered photons at the surface of a bulk material that is being irradiated by a source placed some distance away. In comparison with attenuation densitometers the backscatter technique is useful for semi-infinite bulk materials (such as soil or concrete surfaces) or boreholes where the linear geometry of source, sample and detector is not achievable. The technique is also useful for slabs or the walls of long tubes where only one side of the material is accessible. The backscatter method is also attractive in that it requires no moving parts other than deployment to the surface of the material. The basic geometry is shown in Figure 2.2.

![Figure 2.2](image.png)

**Figure 2.2.** Diagram showing the basic geometry of gamma backscatter density gauges. Emitted photons are either 1) detected having scattered once in the material, 2) detected after multiple scattering, 3) lost by scattering and / or absorption in the material, or 4) stopped by the source shielding.
Gamma photons emitted from the source are either 1) detected having scattered once in the material, 2) detected after multiple scattering, 3) lost by scattering and absorption in the material, or 4) stopped by the source shielding. In many practical designs the source and detector are collimated. Table 2.6 lists the factors affecting the detected count rate.

Table 2.6. Parameters affecting detected count rate for a backscatter densitometer.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The characteristics of the source: energy, activity and emission direction (collimation).</td>
</tr>
<tr>
<td>2</td>
<td>The characteristics of the detector, such as aperture size, field of view, efficiency, energy window and susceptibility to background radiation.</td>
</tr>
<tr>
<td>3</td>
<td>The source-detector separation (sonde length).</td>
</tr>
<tr>
<td>4</td>
<td>The scattering and absorption characteristics of the bulk material underneath the instrument.</td>
</tr>
</tbody>
</table>

For the range of energies used in backscatter densitometry the dominant interaction is the Compton scattering process, though photoelectric absorption, coherent scattering and electron / positron pair production also occur (pair production can only occur for photon energies above twice the electron rest mass energy, 1.02 MeV). The probability that a photon will undergo Compton scattering is proportional to the number density of electrons in the material. This in turn, to a good approximation, is proportional to the mass density since $A/Z$ is constant (approximately 2) for the commonest isotopes of most elements (as shown in Figure 2.3). Hence the mass attenuation coefficient is almost constant with composition. Hydrogen is the most significant exception, though its mass fraction in most materials is low enough for its effect to be small. Basic knowledge of the material’s elemental composition enables the effect to be eliminated altogether. The mass absorption coefficient for pair production is proportional to atomic number, and so it is not a useful process for measurement of composition-independent density. The photoelectric effect becomes more significant with decreasing energy and increasing atomic number, again introducing composition dependence.
Most practical densitometers use $^{137}\text{Cs}$ which emits at 662 keV, within the energy range where the Compton process dominates. $^{60}\text{Co}$ (1.17 and 1.33 MeV) can also be used. Backscatter densitometry is feasible outside this range if the elemental composition is known (e.g. using the 59.5 keV emission of $^{241}\text{Am}$– see Divós et al., 1996). It is desirable to use radioisotopes that emit mostly at a single energy, otherwise source photons would encounter differing interaction cross-sections. The detector cannot distinguish between photons which, when originally emitted, had different energies. Thus an ambiguity arises and the variation of count rate with energy and density becomes much more complex.

The half-life of the radioisotope used is also a constraint– it must be long enough for the device to remain useful for an adequate length of time. $^{137}\text{Cs}$, $^{241}\text{Am}$ and $^{60}\text{Co}$ have half-lives of 30.2, 433 and 5.27 years, respectively.

For an instrument with a particular sonde length, parameters 1, 2 and 3 in Table 2.6 are fixed and known. The count rate thus varies with density alone (assuming Compton dominance), reaching a maximum at some critical value. Above this density the count rate of scattered photons is reduced by a lack of photons– fewer penetrate far enough into the material to scatter into the detector. Below the critical density the count rate is reduced by a lack of electrons– lower density, therefore fewer scattering centres. Hence in general a particular count rate can correspond to two alternative densities, according to whether
scattering or attenuation dominates. This can cause confusion if both densities are within the range expected for the material in question. 

Figure 4.1 (page 68) shows an example calibration curve for a backscatter densitometer. Decreasing the sonde length increases the count rate and shifts the peak to higher densities.

Section 2.2.1 reviews the physics of absorption and scattering cross-sections, while sections 2.2.2 → 2.2.8 review selected densitometers already built for use on the Earth and terrestrial planets.

2.2.1 Interaction cross-sections

Figure 2.4 shows the mass attenuation coefficients (which have units of m²kg⁻¹) for the three significant interaction processes (and their sum) for photons in bulk material, over the energy range 1 keV → 1 MeV. The data (from Storm and Israel, 1970) is shown for selected elements based on their likely abundance in cometary material. Compton scattering dominates the other processes from about 150 keV to beyond the threshold for e⁻/e⁺ pair production at 1.02 MeV. The Compton (and thus total) cross-sections converge in this region, for all elements except hydrogen since its \( A/Z \) ratio is around half that of the other elements. Photoelectric absorption increases rapidly for lower energies. For higher \( Z \) the photoelectric cross-section increases and the K edge moves to higher energies. Coherent scattering never dominates the other two processes.

Photon radiation from a \(^{137}\)Cs source occurs almost entirely at 662 keV, with a few less intense emissions at 32 → 38 keV. 662 keV is well within the Compton dominant region, while \(^{241}\)Am emission at 59.5 keV is in the photoelectric domain. Despite this, a small proportion of the photons do undergo Compton scattering—this can be used in cases where the elemental composition of the material is known, or at least constant.

For ideal mixtures of elements (i.e. compounds present in a single solid phase) the combined mass attenuation coefficient is simply the linear combination (by mass) of the constituent elements' coefficients. This also applies to materials where different phases are mixed finely. For coarser mixtures the situation is more complex, as shown in the paper by Umiastowski et al. (1977).
Figure 2.4. \( \log_{10} \) of the mass attenuation coefficients for photoelectric absorption (dots & dashes), coherent scattering (dotted line), incoherent (Compton) scattering (dashed line), and the total (solid line). The data is plotted vs. the \( \log_{10} \) of the reduced energy. The \( ^{241}\text{Am} \) and \( ^{137}\text{Cs} \) emission energies at 59.5 keV and 662 keV respectively are shown.

2.2.2 Borehole density logging tools

The most common terrestrial application of backscatter densitometers is in the field of borehole geophysics. The oil industry uses such devices on newly bored wells, hence the term ‘well logging’. The logging tool is slowly pulled up through the borehole, measuring density vs. depth using a backscattering device pressed against the rock. Densitometry is just one of a suite of tools for borehole analysis– a review of well logging in general was published by Snyder and Fleming (1985), and several books on the subject are available (Tittman, 1986; Ellis, 1987; Gorbachev, 1995). Density logging has been in use by geophysicists since the early 1950s (Pickell and Heacock, 1960; Tittman and Wahl, 1965).

\footnote{The reduced energy is the photon energy divided by the rest mass energy \( m_e c^2 \) of an electron, which equals 511 keV.}
and analogous devices have been incorporated into cone penetrometers for use in soils (Lunne et al., 1997). Figure 2.5 shows the basic arrangement of a gamma ray logging tool used for both density and lithology measurements (Czubek, 1983; Ellis, 1988). Two detectors are used in order to compensate for unevenness in the wall of the borehole and the presence of mudcake remaining from the drilling process. Lithology—related to the mean atomic number \(Z\) of the material—is determined by examining the lower energies of the detected spectrum (Bertozzi et al., 1981). High \(Z\) rock formations give a lower count rate in the low energy window than do low \(Z\) formations. This is due to the \(Z\)-dependence of photoelectric absorption. The photoelectric parameter \(P_e\) is defined by

\[
P_e = \left( \frac{Z}{10} \right)^{3.6},
\]

and is proportional to the photoelectric cross-section per electron.

Figure 2.5. Schematic diagram of a borehole litho-density logging tool.

Clearly the borehole density log could form the basis of a device for examining planetary surface material. The detectors and electronics in the logging tool are already quite rugged in order to survive the high temperatures and pressures found in deep boreholes as well as the mechanical shocks as it is deployed and hauled along. The use of a second detector to compensate for irregularities in the rock surface and mudcake between the tool and the rock is also a useful feature.

On the negative side, the density logging tool only generates a point measurement, relying on its motion along the borehole to obtain spatial coverage. It also relies on gravity to reach the lower end of the borehole before logging can start. The instrument is inherently massive due to the shielding required between source and detectors.
2.2.3 Surface density gauges

The backscatter technique has also been applied to surface density gauges used in civil engineering and manufacturing. The density of tarmac, concrete or soil can be measured non-destructively in situ. A continuously produced material can be monitored using backscatter— for instance the wall thickness of tubes can be measured (see Putman et al., 1954 for an early example) to provide control feedback to the manufacturing process. A prototype soil density gauge described by Devlin et al. (1969) improved the accuracy of the measurement by adjusting the position of the source to provide the optimum sonde length for the density under investigation. From simple scaling arguments one can deduce that smaller sonde lengths are better for higher densities. An associated general theory of backscatter response based on the principle of similitude (Christensen, 1971) was developed by Henderson and McGhee (1986).

2.2.4 Low energy backscatter densitometers

In cases where the elemental composition of the material is known, source energies below the ‘Compton window’ can be used despite the dominance of photoelectric absorption over Compton scattering. Divós et al. (1996) present results obtained by a device using an $^{241}$Am source (59.5 keV) and an NaI scintillator detector. The purpose of the device is to examine wooden beams inside buildings for decay and defects. The elemental composition of wood is reasonably well constrained and does not vary significantly within a single piece. Thus changes in density are easily detected— Divós et al. (1996) were able to detect a knot in the sample of wood investigated.

Low energy backscatter densitometry can also be used for non-contacting measurement of the concentration of aqueous solutions (e.g. Gayer et al., 1982) such as seawater. This relies on the increase in $Z$ of the liquid rather than the change in density. Such a $Z$-sensitive measurement can equally be made using the lower end of the backscatter spectrum from a high-energy densitometer, in the same way as the lithology measurement made by borehole logging tools.

2.2.5 Single-sided Compton tomography

Single-sided Compton tomography using X-rays is a more advanced technique than simple backscatter densitometry, requiring relative motion of the sample and source / detector arrangement. It is usually applied to manufactured materials such as aerospace components whose composition is known, though this constraint is removed for systems using the higher energy gamma rays available from $^{137}$Cs. Such devices can detect...
corrosion or structural defects since they are capable of building up a three-dimensional map of density within the material. *NDT Using Compton Scattering* (1995) is a collected list of abstracts in the field and serves as a useful starting point. Working systems have been reported by authors including Thoe (1993a,b; 1994) and Harding and Kosanetzky (1989). This technique is not to be confused with Single Photon Emission Computed Tomography (SPECT), a medical physics technique where the source radioisotope is distributed through the material under examination.

A more appropriate method for investigation of the near-surface structure of planetary surface materials is ground-penetrating radar, however. The technique is well-developed in terrestrial geophysics and requires less massive equipment, though of course the connection between the radar response and material bulk density is much more complex.

### 2.2.6 The Luna 13 densitometer

In December 1966 a backscatter densitometer was used on the surface of another planet for the first time. The Soviet lander *Luna 13* carried out an analysis of the physical properties of the Lunar regolith (Cherkasov et al., 1968a,b). The densitometer (‘*Plotnomer*’) was deployed from the landing capsule on the end of an unfolding arm, as shown in Figure 2.6.

![Image of Luna 13 on Lunar surface](image)

**Figure 2.6.** Artist’s impression of *Luna 13* on the Lunar surface (from Wilson, 1987). The densitometer can be seen at the end of the deployed arm to the right of the picture; the other arm carries a penetrometer.

Although the instrument operated successfully, its reading was ambiguous since only one count rate was measured. The measured value corresponded to either 800 kgm$^{-3}$ or
2100 kgm\(^3\). At first it was concluded that the lower density was more likely, though subsequent analysis of Lunar regolith showed that the upper value cannot be ruled out. A \(^{137}\)Cs source was used together with three groups of gamma counters, whose count rates were presumably added before relay to Earth (hence the ambiguous calibration). The sensor head (shown in Figure 2.7) was 25.8 cm long and 4.8 cm wide.

![Figure 2.7. Photograph of the Luna 13 densitometer, known as the ‘plotnomer’ (from Cherkasov et al., 1968a): 1) detector body, 2) lateral segments, 3) superstructure. The source is mounted at the far right-hand end beyond the shielding block. The total length of the plotnomer was 25.8 cm.](image)

2.2.7 The Mars 2, 3, 6 & 7 densitometers

The landers of the Soviet Mars 2 and Mars 3 missions launched in May 1971 both carried small rovers. These were to have made measurements of density and mechanical strength across the surface. Each rover carried a penetrometer and a gamma backscatter densitometer. Figure 2.8 shows an artist’s impression of the Mars 3 lander– the rover can be seen on its unfolding deployment arm on top of the lander.

Unfortunately the Mars 2 lander failed during descent through the atmosphere and the Mars 3 lander failed only a few seconds after landing. Mars 6 and 7 were launched in 1973, both carrying landers similar to those of Mars 2 and 3. The Mars 7 lander missed the planet altogether, having separated from the orbiter prematurely. The Mars 6 lander did transmit for 150 s after entry but the data was unreadable due to a problem with the computer chips. Harvey (1996) gives a fuller account.
Figure 2.8. Artist’s impression of the Mars 3 lander on the surface of Mars, from the book Course to Mars (Markov, 1989). The rover is mounted on top of the lander on an unfolding deployment arm.

Kemurdzhian (1990) describes the rover used for Mars 2 and 3 (Figure 2.9); other information is available in the proceedings of an international symposium on ‘Missions, Technologies and Design of Planetary Mobile Vehicles’ (Kemurdzhian et al., 1993; Kovtunenko et al., 1993).

Figure 2.9. The small tethered rover (PROP-M) carried on the landers of Mars 2,3,6 & 7 (from Kemurdzhian, 1990). Each rover carried a penetrometer and a gamma backscatter densitometer.
2.2.8 The Venera densitometers

Gamma ray densitometers were carried on the Soviet Venus probes Venera 9 and 10 (Surkov, 1977 and 1997; Surkov et al., 1976 and 1977a,b). Each lander carried a densitometer sonde at the end of a deployable arm. The cylindrical sensor head incorporated source, shielding and three Geiger counters, as shown in Figure 2.10.

![Figure 2.10](image)

**Figure 2.10. Schematic diagram of the Venera densitometer sonde (from Surkov et al., 1976).** Key: 1,2,3) Geiger counters; 4) titanium housing; 5) tungsten screen; 6) $^{137}$Cs source; 7) sealed wire; 8) cable to electronics unit inside the main body of the lander.

This design was an improvement on the Luna 13 version, particularly since the calibration of the three-detector arrangement had allowed for non-ideal deployment of the sensor head. If the head was deployed at an angle to the ground, making contact only at one end, the effect could be compensated for by comparison of the three count rates. This technique is analogous to that used by borehole logging tools to compensate for mudcake and unevenness in the rock surface.

The method of measurement used by the Venera instrument involved taking the ratio of count rates between the first and third detectors. This ratio was found to be reasonably linear with density across the required range and thus a convenient way to extract a density measurement.

Despite the improvements the Venera 9 densitometer failed to return any useful data, although the panoramic images show that it was successfully deployed (Surkov et al., 1977b). However Venera 10 succeeded in measuring a surface rock density, producing a value of $2800 \pm 100 \, \text{kgm}^{-3}$. 


3 Design Concept of the Densitometer

This chapter presents the design concept for the \textit{MUPUS} density instrument, based on the requirements and constraints for such a device. The device will use attenuation of 662 keV gamma radiation emitted by a $^{137}$Cs source mounted at the tip of the thermal probe, which will be inserted into the surface of the nucleus by a hammering mechanism. Cadmium telluride (CdTe) or cadmium zinc telluride (CZT) semiconductor detectors at the top of the probe will measure the attenuated count rate at intervals during the penetration process to obtain density vs. depth, to a maximum penetration of about 350 mm (the maximum probe length that can be accommodated on the Lander). Due to the density and depth dependence of the required integration time, an algorithm for budgeting the available operation time during the penetration process is proposed.

3.1 Introduction

Density is a fundamental parameter for investigation and was measured at the landing sites of \textit{Luna 13} (Cherkasov et al., 1968a,b) on the Moon\footnote{Unfortunately the measurement was ambiguous since the same data could imply two different densities, as discussed in section 2.2.6.} and \textit{Venera 10} (Surkov et al., 1977a) on Venus. Density measurements were also intended for the \textit{Mars 2, 3, 6 and 7} rovers. Section 2.1.2 examined the rationale for density measurement of the cometary surface material found at the landing site. It is clear that a measurement of density profile vs. depth is much more valuable than a single value of bulk density at the surface. Near-surface density profile measurements are particularly appropriate for cometary nuclei due to the importance of the surface material’s thermal behaviour and the possibility of activity-related layering.

The \textit{MUPUS} densitometry investigation will be performed at the same location as thermal and mechanical measurements by means of a single inserted probe. This co-location aspect will be crucial for combined analysis of the data. Table 3.1 lists the measurement subsystems of \textit{MUPUS}, most of which are incorporated into the probe shown in Figure 3.1. This ensemble of instruments could be applied to other surface missions and would be particularly useful for the regolith of minor bodies and other surface materials likely to be porous or layered. \textit{MUPUS} is of course intended for a cometary surface where the flow of volatiles adds much complexity to the transport of heat.
Table 3.1. Post-selection MUPUS measurement subsystems. †Subsystems that measure the evolution of these parameters with time (diurnal and orbital variations).

<table>
<thead>
<tr>
<th>Location</th>
<th>Experimental Subsystem</th>
<th>Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosetta Lander Anchor (ANC; primary and backup anchors stowed inside Lander body)</td>
<td>Anchor Penetrometer (ANC-M)</td>
<td>Mechanical and structural properties of surface layers derived from accelerometry</td>
</tr>
<tr>
<td>Top of Rosetta Lander body above the cold balcony</td>
<td>Anchor Temperature Sensor (ANC-T)†</td>
<td>Sub-surface temperature at final position of anchor</td>
</tr>
<tr>
<td>MUPUS Penetrator (PEN; deployed from the Lander’s cold balcony)</td>
<td>Temperature Sensors (PEN-TP)†</td>
<td>Sub-surface temperature profile</td>
</tr>
<tr>
<td></td>
<td>Thermal Conductivity Probe (PEN-THC)†</td>
<td>Thermal conductivity using the line heat source technique</td>
</tr>
<tr>
<td></td>
<td>Penetrometer (PEN-M)</td>
<td>Mechanical and structural properties of surface layers (distance penetrated per hammer blow)</td>
</tr>
<tr>
<td></td>
<td>Densitometer (PEN-CBD)†</td>
<td>Bulk density of surface layers by attenuation of γ rays</td>
</tr>
</tbody>
</table>

The backscatter method described in section 2.2 was initially (until about a year after the original proposal) adopted as baseline for the MUPUS densitometer (Ball et al., 1996). This decision was based on the space-proven heritage of the technique and its apparent simplicity to implement. The instrument was proposed to be mounted in one of the Lander’s feet, offering guaranteed good contact with the ground on landing without any additional deployment mechanisms.
Figure 3.1. Diagram of the MUPUS probe after penetration of the nucleus surface, showing the sensors for measurement of density, thermal and mechanical properties.

A $^{137}$Cs-based device such as the borehole logging or Venera designs would have placed an unreasonable demand on the mass budget, however, due to the shielding required between source and detectors. Initially it was thought that relatively large and delicate scintillator / photomultiplier detectors or Geiger tubes would be required for detection of the $^{137}$Cs $\gamma$ rays. Hence it was thought that an $^{241}$Am device could be used, allowing the use of smaller semiconductor detectors such as cadmium telluride (CdTe) or cadmium zinc telluride (CZT). Elemental composition would be required from other instruments on the Lander for density to be determined, however. The $^{241}$Am backscatter densitometer would have had three to five detectors at different distances from the source. The uncertainty in elemental composition (and thus photoelectric cross-section), combined with the wide
range of possible densities (200 → 1500 kgm\(^{-3}\)) resulted in a larger uncertainty in the optimum sonde length than for a \(^{137}\text{Cs}\) device. Multiple detectors would thus have covered this range. Under unfavourable circumstances a single detector may have had a calibration curve which was too flat at the density encountered for the measurement to have been acceptably accurate. A possible further advantage of multiple detectors may have been the crude depth resolution obtainable—measurements with larger sonde lengths penetrate more deeply into the material. Section 4.3 (page 74) explains this idea more fully using the Single Scattering Model.

Although at first sight mounting the densitometer on one of the Lander’s feet is an appealing idea, two overriding problems arose. Firstly the presence of a payload instrument on the landing gear (a critical Lander subsystem) would have caused conflicts of requirements. The foot would have had to ensure a successful landing as well as accommodate the instrument safely and provide good contact with the ground. During deployment of the landing gear the more massive foot carrying the densitometer would have caused the Lander’s centre of mass to move, complicating the Lander’s attitude control system. Secondly it was never confirmed that modelling could have compensated for the likely compression of the soil under the foot. Certainly landing deceleration data would have been required, together with a measurement of the depth to which the foot had sunk into the surface.

### 3.2 The MUPUS Densitometer Concept

Having finally rejected the foot-mounted \(^{241}\text{Am}\) densitometer design it was decided that a better solution was to incorporate a densitometer into the MUPUS probe. Since the length of the probe is many times the attenuation length of \(^{241}\text{Am}\) photons a \(^{137}\text{Cs}\) source would have to be used. By this stage, however, it had been found that CdTe or CZT semiconductor detectors did in fact provide a viable alternative to the scintillator or Geiger tube devices. Since no mass was available for source / detector shielding the attenuation method was adopted in preference to the backscatter method.

On balance this solution improves on the previous design for reasons of simplicity, improved interface requirements and the co-location of the density measurement with the other MUPUS probe measurements. One potential problem, however, was increased disturbance of the thermal measurements due to heat dissipation in the detectors and / or increased shadowing of the surface by the protruding detectors.
The new design involves mounting a $^{137}\text{Cs}$ source at the tip of the probe, the 662 keV radiation from which is viewed by detectors at the surface. Thus the radiation is attenuated by any intervening cometary material. As mentioned already the mass attenuation coefficient at 662 keV is almost independent of composition. The degree of attenuation is intended to be measured by monitoring the count rate of unscattered photons reaching the detectors through the material. The column density thus obtained would, together with knowledge of the depth below the surface to which the source had penetrated, allow bulk density to be determined. In practice the presence of lower-energy scattered photons and imperfect resolution of the 662 keV peak, as well as detector noise, complicate the detection of primary photons. This means that the count rate needs to be measured over some finite energy window, and that some degree of ‘contamination’ by non-662 keV counts is to be expected. Chapter 6 discusses the results of initial experiments to view $^{137}\text{Cs}$ through attenuating material using a CdTe detector.

### 3.2.1 Constraints on the detection system

This section presents a brief overview of detection system design issues, investigated in collaboration with Mr. Matt Whyndham of University College London’s Mullard Space Science Laboratory. A much more detailed analysis can be found in the internal MUPUS documents *Requirements of the MUPUS Densitometer* (Trow et al., 1997a) and *Densitometer Instrument of MUPUS– Design Thoughts* (Trow et al., 1997b).

As discussed in section 3.1 cadmium telluride (CdTe) or cadmium zinc telluride (CZT) semiconductor detectors were identified as the baseline technology for the densitometer, operating in photon counting (rather than spectroscopic) mode. At the time of writing, however, many questions regarding the detection system remain open due to lack of resources for further development. These issues include:

- The exact specification of the detectors (e.g. dimensions) and their housing
- The analogue stage and digital electronics associated with pulse processing and counting
- Interfaces (especially electrical) with the rest of the MUPUS experiment
- The power supply required (and the level of the detector bias voltage)
- The details of any on-board software required to control the measurement (see section 3.3.4 for a possible scheme to be implemented as on-board software)
A significant constraint is the time available to make the measurement—perhaps 12 hours for the initial phase including the hammering process. This has a bearing on the source activity and the required size and efficiency of the detectors. The density of CdTe is 6200 kgm$^{-3}$, so using the mass attenuation coefficient at 662 keV (8.3 $\times$ $10^{-3}$ m$^2$kg$^{-1}$) one can calculate, for instance, that to interact with 10% of the incoming photons a detector 2.05 mm thick would be required. A 5 mm thickness would raise this efficiency to 22.7%

The system may have to compensate for drifts in gain, which could arise due to temperature variations (for example). It would also be desirable to examine different regions of the detected spectrum—this capability may allow some degree of compensation for noise, scattered photons or primary photons scattering out of the detector.

### 3.3 Application of Attenuation Method to an Inserted Thermal Probe

The gradual insertion of the MUPUS probe by the hammering mechanism allows column density to be measured over a range of depths during the insertion process. Thus the profile of bulk density vs. depth may be obtained. After full insertion any long-term changes in the density or erosion of the surface layer may be monitored. This section examines some of the issues arising from the combination of penetration and density measurement.

#### 3.3.1 Direction of photon path

Since the source is mounted at the tip of a rod the detectors have to be mounted off-axis; otherwise the direct photon path would pass only through the probe instead of the cometary material. It is, however, desirable to have the photon path as parallel to the insertion direction as possible. Increasing the angle between these two directions increases the possible confusion between vertical density variation (layers) and horizontal variations such as lumps or voids inside the material or unevenness of the surface. These opposing effects are illustrated in Figure 3.2. A compromise has to be reached such that deep measurement is sacrificed to keep the photon path as parallel as possible to the insertion direction. Two detectors are used for redundancy and to provide two different paths through the cometary material. Density variations seen along both paths can more confidently be ascribed to layering. This aspect gives rise to the requirement that the count rate in each detector be measurable independently (simultaneously if this is feasible).
Figure 3.2. Source / detector geometry. The horizontal scale is exaggerated to show the angles more clearly. A vertical height of $d/(2\tan\theta)$ is lost due to the passage of the transmitted beam through the material of the probe, where $d = 10$ mm. As the probe is inserted the finite angle between the transmitted beam and the insertion direction can cause ambiguity between vertical density variations (i.e. layering) and horizontal variations such as lumps, voids or surface unevenness.

In practice the detectors are of finite extent so there is no sharp cut-off— the maximum outer diameter of the protruding detectors is 125 mm, so for $h = 0.35$ m and $d = 10$ mm we have $\theta + \delta\theta = 10.1^\circ$ and a height of 28 mm lost in the probe. Assuming the detectors are 20 mm in size, photon paths from the source to their inner edge would have $\theta = 6.9^\circ$ and lose 41 mm in the probe. Thus there is little value in pausing the hammering process to measure the count rate before the probe is more than 41 mm into the surface.

### 3.3.2 Required integration time

How long would it take to make a density measurement? An estimate can be made based on a simple calculation. For this we shall assume the following configuration: –

- Activity $S$ of $^{137}$Cs source = 7.4 MBq ($\equiv 0.2$ mCi), with yield $\alpha$ of 662 keV photons $= 0.85$. 

• Source-detecteur distance $d = 0.35$ m.

• Mass attenuation coefficient $\mu = 8.31 \times 10^{-3}$ m$^2$kg$^{-1}$ (for water ice, based on data from Storm and Israel, 1970).

• Detector area $A_d = 4 \times 10^{-4}$ m$^2$, efficiency $\eta_d = 0.1$.

• Range of density $\rho = 200 \rightarrow 1500$ kgm$^{-3}$.

• Required accuracy of measurement $\Delta \rho = 10$ kgm$^{-3}$.

Attenuation through 0.35 m of material would thus be by a factor of between 1.79 and 78.5 depending on the density (18.3 for 1000 kgm$^{-3}$). In free space the source would produce a flux of $4.09 \times 10^6$ photons m$^{-2}$s$^{-1}$ at a distance of 0.35 m. This would then fall to between $2.28 \times 10^6$ and $5.21 \times 10^4$ photons m$^{-2}$s$^{-1}$ (2.23 $\times$ 10$^5$ for 1000 kgm$^{-3}$) once the probe had been fully inserted. For the 4 cm$^2$ detector (with 10% efficiency) the count rate would then have fallen from 163 s$^{-1}$ to between 2.08 and 91.4 s$^{-1}$ (8.92 s$^{-1}$ for 1000 kgm$^{-3}$).

To measure the density to an accuracy $\Delta \rho$, the count rate needs to be measured to within a factor of $\mu \cdot d \cdot \Delta \rho$. This is because for an exponentially decaying function of density (such as count rate) $f(\rho) = e^{-\mu \rho d}$, we can differentiate with respect to density to give $df/d\rho = -\mu d \cdot f$, which then gives $df/f = -\mu d \cdot d\rho$. Hence the fractional error in count rate for a density error $\Delta \rho$ is $\mu d \cdot \Delta \rho$. This gives 2.91% for $\Delta \rho = 10$ kgm$^{-3}$ (or 5.82% for $\Delta \rho = 20$ kgm$^{-3}$). Counting statistics thus means at least 0.0291$^2 = 1183$ counts (or 296 counts for $\Delta \rho = 20$ kgm$^{-3}$) must be registered. It would thus take between 12.9 and 568 seconds (or 133 s for 1000 kgm$^{-3}$) to accumulate 1183 counts, or between 3.24 and 142 s (or 33.2 s for 1000 kgm$^{-3}$) for $\Delta \rho = 20$ kgm$^{-3}$.

Summarising the above calculation algebraically we obtain an expression for the integration time $\tau_{int}(d)$ required at full penetration depth $d$:

$$\tau_{int}(d) = (\mu d \cdot \Delta \rho)^2 \cdot \left( \frac{S \alpha}{4\pi d^2} \cdot e^{-\mu \rho d} \right)^{-1} \cdot (A_d \eta_d)^{-1} ,$$

$$\therefore \tau_{int}(d) = \frac{4\pi \rho \mu d \eta_d}{\mu^2 d \rho^2 S \alpha A_d \eta_d} .$$

This expression can be simplified using the count rate $C(0)$ at zero penetration:

$$C(0) = \frac{S \alpha A_d \eta_d}{4\pi d^2} ,$$

(3.2)
Thus we can see that $\rho$ and $d$ are the dominant factors due to their presence in the exponential factor.

### 3.3.3 Variation of integration time with depth

During penetration the required integration time varies with depth $z$. Extending the above expression to obtain the function $\tau_{int}(z)$ gives

$$\tau_{int}(z) = \frac{e^{\mu pc}}{C(0)(\mu \Delta \rho z)^2}.$$  \hspace{1cm} (3.4)

Thus the ratio of $\tau_{int}(z)$ to $\tau_{int}(d)$ is

$$\frac{\tau_{int}(z)}{\tau_{int}(d)} = \frac{d^2}{z^2 e^{\mu p(d-z)}}.$$  \hspace{1cm} (3.5)

This function shows a minimum at $z = 2/((\mu \rho))$. At low $z$ the low attenuation factor means a large integration time is needed to detect the small fractional change in count rate. At high $z$ a large integration time is required due to the low count rate. Figure 3.3 shows the required integration time vs. depth for a range of densities, for an accuracy $\Delta \rho$ of 10 kg m\(^{-3}\).

![Figure 3.3](image)

**Figure 3.3.** Required integration times vs. depth for a range of material densities.

This assumes $\mu = 8.31 \times 10^{-3}$ kg m\(^{-3}\), $\Delta \rho = 10$ kg m\(^{-3}\) and $C(0) = 163$ s\(^{-1}\).
3.3.4 Active control system

The variation in required integration time with depth and density presents a problem. The measurement must be made to the required accuracy and within a fixed length of time– a constraint imposed by the Lander’s operational sequence. Having penetrated to a particular depth it will not be possible to go back to a previous location to perform further integration. The uncertainty in the strength of the surface material means that the number of hammer blows required to reach a certain depth cannot be predicted accurately.

As a result of these uncertainties and constraints there is thus a danger that any plan for spending a predetermined amount of time at each of several depths will not meet the measurement accuracy requirements– in the case of a high density material the count rate may be too low to accumulate enough counts. For low density this would not be a problem– each data point would have an improved accuracy. The ‘spare’ time may have been better spent on improving the depth resolution, however.

An alternative way to perform the integration would be to wait at each integration point for a predetermined number of counts to be detected. Again this is not ideal– for high density there may be insufficient time remaining for the deepest points, or for low density the measurement may proceed so quickly that time that could have been used to improve the measurements is wasted.

The author has thus devised an active control system to modify the number of measurement depths chosen and the time spent counting at each depth, with the aim of performing the measurement in exactly the time allocated and obtaining the optimum combination of accuracy and depth resolution. The algorithm for achieving this is outlined in Figure 3.4. This would be encoded as on-board software to govern the process autonomously since the signal delay would make interactive control of each measurement step from Earth impractical. Before the start of hammering the instrument would integrate for a fixed length of time to determine the count rate without the presence of any attenuating material. Hammering would then start to take the probe down to some initial depth. This would have to be greater than the path length lost in the probe (see section 3.3.1) and sufficiently deep to ensure a significant attenuation factor (i.e. a measurable change in count rate). 60 mm would perhaps be a suitable value for the current configuration. Integration would then take place at this depth for long enough to obtain a good measurement of density whatever its value (within the range \(200 \rightarrow 1500 \text{ kgm}^{-3}\)).

The most critical point in this algorithm is the need to derive a value of density from the count rate immediately on board the Lander. Extensive laboratory experiments beyond
those in chapter [6] would be required to establish that this could be done reliably. The response of real detectors makes it difficult to determine the actual count rate of unscattered photons.

The value of density thus obtained would enable a first guess to be made regarding the density to be encountered in the deeper layers. A projected time budget can then be made, using a curve similar to those shown in Figure 3.3. Given the time required at each depth and the time available, the instrument can then determine the optimum combination of accuracy and depth resolution, based on pre-set targets for accuracy ($\Delta \rho$) and the finest depth resolution ($\Delta z_{\text{min}}$). Time is first spent on improving the depth resolution; if the limit $\Delta z_{\text{min}}$ is reached any remaining time is spent on improving the accuracy. Under the least favourable conditions the instrument would proceed directly to full penetration and integrate there for the remaining time. Under the most favourable conditions high accuracy measurements would be made approximately every $\Delta z_{\text{min}}$ from the initial point. This algorithm produces target values for the next depth to be reached and the time that should be spent there. Once the probe has reached this depth and the integration has been completed a new value of density is obtained.

The new value of density is then fed back into the re-budgeting algorithm to determine where the next sampling point should be and the integration time that will be required. The process continues round the loop until the final depth is reached. In this way the instrument responds to density variations, though it does assume that the next density encountered will not be too dissimilar to the current one. The method will also cope with small overshoots by the hammering mechanism. No attempt is made to reach exactly the depths required since each hammer blow will cause the probe to advance by an amount rather smaller than the finest depth resolution required.

The method clearly does require a reliable way to measure the depth penetrated at any time between hammer blows. At the time of writing this issue is not settled but some sort of optical encoder is the solution most likely to be implemented. Such a device should be able to determine the penetrated depth to an accuracy better than about half the finest depth resolution of the density measurement.
Position PEN to start hammering

Set Δz\text{min} = 10\, \text{mm}
Integrate at surface for 900 s (TBC)
to obtain initial count rate \( C(0) \)
Set \( t_{\text{spent}} = 900 \, \text{s} \)

Penetrate until depth \( z \geq 60 \, \text{mm} \)

Set \( i = 1 \)
Set \( z_i = z \)
Integrate for 900 s (TBC)
to obtain count rate \( C(z_i) \)
Set \( t_{\text{spent}} = t_{\text{spent}} + 900 \)

Calculate \( \rho(z_i) \) using
\[
\rho(z_i) = \frac{\ln(C(0)/C(z_i))}{(\mu z_i)}
\]
Set \( n = 1 \)

Estimate the total integration time \( t_{\text{est}} \) for 10 kgm\(^{-3}\)
accuracy at \( n \) depths equally spaced between \( z = z_i \)
and \( z = d \) (including \( z = d \) but not \( z = z_i \)) using
\[
t(z) = e^{\mu \rho z} / (C(0) (\mu \Delta \rho z)^2)
\]
Set \( n = n + 1 \)

Is \( t_{\text{est}} < t_{\text{available}} - t_{\text{spent}} \)?

Is \( n > 1 \) ?
Set \( n = n - 1 \)

Reduce \( \Delta \rho \) until
\[
t_{\text{est}} = t_{\text{available}} - t_{\text{spent}}
\]

Penetrate until depth \( z \geq z_{\text{target}} \)

Is \( z > d \) ?

Stop

Set \( z_i = z \)
Set \( i = i + 1 \)
Integrate for budgeted time given by
\[
t(z_{\text{target}}) = \frac{e^{\mu \rho z_{\text{target}}}}{C(0) (\mu \Delta \rho z_{\text{target}})^2}
\]
But STOP if \( t_{\text{available}} \) exceeded
Set \( t_{\text{spent}} = t_{\text{spent}} + t(z_{\text{target}}) \)

Figure 3.4. Flowchart for the penetration algorithm.
It would be interesting to test the proposed algorithm for robustness. The following factors should be introduced into such a computer model: –

- reasonable variations of density with depth,
- finite accuracy of the density determination at each point (from photon counting statistics),
- overshoot by the hammering process, and
- finite accuracy of the depth measurement.

The algorithm would be tested for a range of ‘real’ density profiles and realistic values for the non-attenuated count rate and total time available. The output of each simulation would be a plot of density vs. depth with error bars in both dimensions for each data point. Density vs. depth would of course be derived by differentiating the integrated density (i.e. column density) produced by the attenuation measurement.

### 3.3.5 Data rate

To estimate the data rate produced by the densitometer we can build on the calculation in sections 3.3.2 and 3.3.3. Suppose each pulse in a single desired counting window is added to a counter that is read and reset once every 10 s. For the count rates discussed in section 3.3.2 a 12-bit number would be sufficient. For gain control a 4-bit number would be needed at a similar rate, assuming the range over which it could vary is divided into 16 channels (this is less than would be required for spectroscopic measurements, rather than coarse counting in a window). An 8-bit temperature measurement could be made slightly less frequently, say every 60 s. All these rates would be double for two detectors operating simultaneously. In addition one could assume a small number (~4) housekeeping parameters to be measured at a similar rate to the temperatures. This gives a total of 240 bits every 60 s or an average of 4 bits s\(^{-1}\) during the measurement. If measurements were made for a total of 12 h the total data volume would then be 172.8 kbits.

Some of the housekeeping data may not need to go further than the Lander (gain control perhaps), while the number of counts could be totalled and transmitted rather less frequently than once every 10 s. An increase in data rate would be required if counts were accumulated in more than one energy window simultaneously, a feature which could conceivably be useful, as stated in section 3.2.1. In any case the total data volume for the
density profile measurement appears rather less than that required by imaging instruments or measurements which require high frequency sampling or spectral resolution.

3.3.6 Safety considerations

It is of course worth stating the safety constraints for handling a radioisotope source of the type considered here for the densitometer. The main emission emanating from the encapsulated $^{137}$Cs source capsule is in the form of 662 keV photons ($^{137}$Cs beta emission is stopped by the encapsulation). The dose $D$ is given by

$$D = \frac{ME}{6r^2},$$

in microSieverts / hour ($\mu$Sv h$^{-1}$), where $M$ is the activity in MBq, $E$ is in MeV and $r$ in m. So for $M = 7.4$ MBq, $E = 0.662$ MeV, $r = 0.5$ m, $D = 3.27 \mu$Sv h$^{-1}$ the annual dose limit (for a postgraduate research student at least) is 15 mSv, so in one year one can stand 0.5 m from the source capsule for a maximum of 4593 h, equivalent to 12.6 h per day every day. One ought to aim for at least one order of magnitude below that limit, however. One way in which the dose to workers might be minimised is if the tip of the probe housing the source is made in such a way that it can be attached to the probe at a relatively late stage in the assembly sequence. For shielding such a $^{137}$Cs source it is worth remembering that the exponential attenuation length of 662 keV photons in lead is 11 mm (for $1/e$ attenuation).

---

4 The Response of Gamma Backscatter Density Gauges to Spatial Inhomogeneity– an extension of the single scattering model

The single scattering model for gamma backscatter density gauges has been extended to describe how the total detected count rate changes in response to localised density variations within the material. This extended model suggests there is a spatial region where density perturbations have a contradictory effect on the measured density value, an effect that has already been shown experimentally by previous workers. Here we compare their results with those predicted by application of the extended single scattering model. Since a complete description of their experimental apparatus was not available, only a crude fit could be achieved. However, all the basic features of the data could be reproduced.

This chapter is almost identical to a paper submitted to the journal *Nuclear Instruments and Methods, Section B (Beam Interactions with Materials and Atoms)* in August 1997 (Ball et al., 1998). Co-authors were Dr. C. J. Solomon and Dr. J. C. Zarnecki (Ph.D. supervisor). Both co-authors contributed by means of discussion and constructive advice rather than generation of the material itself.

4.1 Introduction

Gamma backscatter density gauges use the Compton scattering of \( \gamma \) ray photons in bulk material to measure density. Such devices are widely used in well logging, soil science and the manufacturing and construction industries (see section 2.2). Unlike transmission densitometers, where the linear geometry of source, sample and detector can be a limitation, backscatter density gauges can be applied to semi-infinite bulk materials (such as rock or soil), boreholes or structures where the other side is inaccessible (the walls of long tubes, for example).

A beam of photons from a collimated radioisotope source (usually \(^{137}\)Cs) is injected into the material under study. One or more detectors are placed along the surface to count the backscattered photons. Since the cross-section for Compton scattering is proportional to the number density of electrons, and the ratio of atomic mass to atomic number is 2.0, or nearly so, for all elements (except hydrogen), the backscattered count rate is a function of the bulk density. An approximate functional form for this calibration curve has been suggested (Hearst and Carlson, 1969):
\[ I(\rho) = K_1 \rho e^{-C_1 \rho} + K_2 \rho^2 e^{-C_2 \rho} \]

where \( I \) is the total count rate detected, \( \rho \) is the material's density and \( K_{1,2} \) and \( C_{1,2} \) are constants. This function is plotted in Figure 4.1. The count rate reaches a maximum at some critical density, dependent on the sonde length (source-detector separation) and the source energy. Below this density the count rate falls due to the reduced concentration of electrons to scatter photons into the detector, while above this density the count rate falls due to the increased attenuation of the source beam.

Figure 4.1. Example calibration curve for a gamma backscatter densitometer, showing detected count rate vs. density, normalised to the maximum. The parameters are from Hearst and Carlson (1969): \( C_1 = 3.45 \text{ m}^3\text{kg}^{-1} \), \( C_2 = 2.6 \text{ m}^3\text{kg}^{-1} \), \( K_1 = 0.4754 \text{ s}^{-1}\text{kg}^{-1}\text{m}^3 \), \( K_2 = 1.8735 \times 10^{-4} \text{ s}^{-1}\text{kg}^{-2}\text{m}^6 \). Backscatter densitometers usually operate on materials with a density above the critical value, i.e. where an increase in count rate implies a decrease in density.

At the \(^{137}\text{Cs}\) source energy (662 keV), Compton scattering is the dominant interaction. At energies below about 150 keV the photoelectric effect is significant, while \( e^-/e^+ \) pair production occurs only at energies above twice the electron rest mass energy (1.02 MeV). Both these processes have mass attenuation coefficients that are heavily
dependent on elemental composition, which is why only those source energies within the “Compton window” are useful for densitometry.

Equation 4.1 assumes that the value of density $\rho$ is either constant throughout the material or varies only on scales much smaller than the instrument’s size. Many real materials such as soil show porosity or other density variations on macroscopic scales, however. It is thus important to understand the behaviour of backscatter density gauges in terms of their spatial response and response to density inhomogeneity. Reducing this question to the single linear dimension of depth below the surface, Czubek (1983) notes that the range of investigation of such devices can be defined in a number of different ways. Several studies have been performed to answer the question, employing the single scattering model (SSM) (Devlin and Taylor, 1970), Monte Carlo methods (Watson, 1983; Petler, 1990; Picton et al., 1992; James, 1993) and experiment (Devlin and Taylor, 1970; IAEA, 1971; Sherman and Locke, 1975).

Picton et al. (1992) discuss a number of alternative measures of ‘depth of investigation’. The function $S_1(h)$ was defined by them as the fraction of the detected count rate which remains after the material beyond a depth $h$ has been removed. However $S_1(h)$ was found to suggest that the instrument measures density to a greater depth than is actually the case, since photons with maximum penetration depths beyond $h$ have nevertheless ‘sampled’ shallower layers along the way. Although Picton et al. (1992) and Gulin (1975) define the region beyond $h$ to be a vacuum (more easily achieved in a Monte Carlo simulation than in the laboratory), several sources report experiments where another material is used (IAEA, 1971; Sherman and Locke, 1975). The IAEA experiments reported the fractional change in count rate as an increasing thickness of glass is placed between a surface density gauge and a concrete block. Sherman and Locke investigated borehole density gauges using nested cylindrical annuli of dry sand. The annuli were sequentially saturated with water, starting with the inner one. They then expressed the variation of response with depth as the ratio of the change in measured density (for saturation to a depth $h$) to the change measured once all the annuli had been saturated. Based on these approaches we can thus define an alternative response function $S_{1a}(h)$ as the ratio of the change in count rate (when the material from the surface to a depth $h$ is changed) to the total change as $h \rightarrow \infty$. The functions $S_{1a}(h)$ (sometimes called “J-factor”) and $S_1(h)$ give

---

4 Lower source energies such as 59.5 keV from $^{241}$Am are sometimes used in cases where the elemental composition is known (e.g. Ball et al., 1996; Divós et al., 1996).
rise to the commonly used 50\% and 90\% response depths \(h_{50}\) and \(h_{90}\). Taking the limit of an infinitesimal density change, Picton et al. (1992) go further to define an improved function \(S_2(h)\) as follows:

\[
S_2(h) = \lim_{\Delta \rho \to 0} \left[ \frac{\rho_a(\Delta \rho, h) - \rho_b}{\Delta \rho} \right],
\]

where the density of the material from the surface to a depth \(h\) has been increased with respect to that beyond from \(\rho_b\) to \(\rho_b + \Delta \rho\), leading to an apparent density \(\rho_a\), as measured by the instrument. Since the calibration curve can be considered linear over a sufficiently small density range, density can be replaced by count rate in the expression above. The function \(S_2(h)\) is of course only one-dimensional so it does not carry any information regarding the variation of response in the two perpendicular directions.

Two types of importance function (which can potentially be evaluated in three dimensions) are also discussed by Picton et al. (1992) as tools for measuring depth of investigation. One type is the flux of eventually detected photons, while the other is the spatial density of scattering events, ignoring photons which pass through unscattered. The latter can be approximated by the SSM (Devlin and Taylor, 1970) or determined accurately by Monte Carlo simulation (Watson, 1983). A variation on this was used by Ao and Gardner (1995), who chose to base the importance of a volume element on the proportion of photons emitted isotropically from that element which are eventually detected. It is not clear in their paper how the assumption of isotropic emission might affect the subsequent Monte Carlo analysis– neither the flux of incoming photons nor the differential scattering cross-section is actually isotropic. James (1993) computed the ‘weights’ of volume elements in material under a real device, using a correlated Monte Carlo perturbation technique. This work showed (positive) peaks in ‘weight’ under both source and detector, decaying with both depth and lateral distance from the baseline.

While the function \(S_2(h)\) represents the best measure so far proposed for depth of investigation, a three-dimensional equivalent would be useful. This would examine the effect on the measured density of increasing the density of a small volume element and would also be useful for studying the effect of inhomogeneities. While this can be achieved for specific cases by Monte Carlo simulation, the author proposes here an extension to the SSM to handle such a situation. The experimental results of Devlin and Taylor (1970) reproduced in Figure 4.2 show that a localised density perturbation can either increase or decrease the count rate depending on where in the material it is placed. This interesting effect seems not to be highlighted by any of the previous investigations discussed above.
The physical reason for the effect is clear— the density reduction increases the count rate where the attenuating role of the material it replaces is dominant, while it reduces the count rate where scattering into the detector is the important effect. This is evident in Figure 4.2 where the count rate is increased in a region near the source but decreased in a region near the detector. The peaks (at about 40 and 100 mm respectively) show where each of these effects is most important. Thus the apparent density measured by the instrument gives a false indication when the perturbation lies beyond about 74 mm from the source, assuming the instrument was operating in the regime where a decrease in bulk density should give an increase in count rate.
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**Figure 4.2.** Experimental results from Devlin and Taylor (1970), showing that a localised decrease in density can either increase or decrease the detected count rate, depending where the perturbation is placed in the material.

Devlin and Taylor used the SSM to generate maps of the density of scattering events in a hemispherical volume under the instrument— a quantity that is of course positive everywhere. This chapter will show that it is possible to extend the model to show the two regions implied by the results in Figure 4.2.
In section 4.2 the single scattering model, as introduced by Uemura (1965) and Taylor and Kansara (1967), was defined. Section 4.3 revisits the spatial distribution of scattering events as outlined by Devlin and Taylor (1970), including the evaluation of scatter density vs. depth. This is then extended in section 4.4 to examine the effect on the total count rate (and hence measured density) of a small localised density change. Section 4.5 compares results from the extended SSM with the experimental results published by Devlin and Taylor.

### 4.2 Basic Definition of the Single Scattering Model (SSM)

The SSM has been used for many years (Uemura, 1965; Taylor and Kansara, 1967; Devlin and Taylor, 1970) to explain the basic behaviour of backscatter densitometers. Monte Carlo methods are preferred for modelling real devices (Petler, 1990; James, 1993; Picton et al., 1995) but the SSM can nevertheless be of use to examine basic features of the measurement technique.

The SSM assumes that photons reaching the detector have been scattered only once in the material. This assumption is not valid for real instruments which have large source-detector separations or operate on particularly high densities (the upper limit scale length for single scattering being the attenuation length of source photons in the material). Despite this, however, the competition between scattering and absorption must still exist outside the domain of the SSM. Hence one may expect the SSM to retain some qualitative importance even in the multiple scattering regime. The basic geometry for a surface density gauge is shown in Figure 4.3 though the model can easily be adapted for the cylindrical geometry of borehole devices. Photons of energy $E$ emitted from a source at $S$ propagate into the semi-infinite material underneath the device. A detector of sensitive area $A$ is placed on the surface at a distance $d$ (the sonde length) from the source. Both the source and detector are considered to be point-like in order to simplify the geometry and subsequent analysis.

A general path for singly scattered photons is shown in Figure 4.3, the emission direction being at an angle $\alpha$ to the baseline SD. Compton scattering is assumed to occur at a point $P$ in the material, though some proportion of the photons may not reach $P$, having undergone absorption or scattering somewhere along the path $SP$ of length $r_1$. Those photons scattered at $P$ towards the detector make an angle $\beta$ with the baseline, and may of course be lost along the path $PD$ (of length $r_2$). The plane of the photon path $SPD$ may be at some angle $\theta$ ($-\pi/2 < \theta < +\pi/2$) to the downward vertical. The point $P$ may be defined
either in Cartesian co-ordinates \((x,y,z)\) or by the angular co-ordinates \((\alpha,\beta,\theta)\) together with the sonde length \(d\).

![Diagram of single scattering model](image)

**Figure 4.3. Basic geometry of the single scattering model, showing the photon path SPD through the material from the source S to the detector D.**

The material under investigation is assumed to be of uniform density \(\rho\). The mass attenuation coefficient \(\mu\) for photons is a function of their energy. Since one assumes a mono-energetic source (such as the most commonly used radioisotope \(^{137}\)Cs, which emits at 662 keV), the attenuation coefficient \(\mu_1\) for primary photons is fixed (at about \(7.7 \times 10^{-3}\) \(\text{m}^2\text{kg}^{-1}\)). However, the mass attenuation coefficient for scattered photons \(\mu_2\) varies with the scattering angle \(\phi\), since the scattered photon energy \(E'\) is related to \(\phi\) by the Compton formula (4.3). Note that \(E\) and \(E'\) are dimensionless since they are the ratio of photon energy over the electron mass-energy \(m_ec^2\) (= 511 keV).

\[
E' = \frac{E}{1 + E(1 - \cos \phi)} .
\]  

(4.3)

For computing \(\mu_2\) an energy dependence approximated by a cubic function fitted to tabulated Compton cross-section data (from Storm and Israel, 1970) was used for the appropriate composition (SiO\(_2\) was used for all the examples in this paper since quartz sand
is a common test material). The fit was done in log-log space so the function $\mu(E)$ was of the following form:

$$\log_{10} \mu(E) = a_1 + a_2 \log_{10} E + a_3 (\log_{10} E)^2 + a_4 (\log_{10} E)^3,$$

(4.4)

where $a_{1,2,3,4}$ are fitted coefficients ($a_1 = -2.0715$, $a_2 = -0.38455$, $a_3 = -0.020659$, $a_4 = 0.089562$).

Using simple trigonometry one can obtain the basic relations (4.5-4.8) between the angular and linear parameters in the diagram. These are useful when transforming between angular and Cartesian co-ordinate systems and when writing computer codes for the SSM.

$$r_1^2 = x^2 + y^2 + z^2; \quad r_2^2 = (x-d)^2 + y^2 + z^2$$

(4.5)

$$r_1 = \frac{d \sin \beta}{\sin \phi}; \quad r_2 = \frac{d \sin \alpha}{\sin \phi}$$

(4.6)

$$\phi = \alpha + \beta$$

(4.7)

$$\alpha = \tan^{-1} \sqrt{\frac{y^2 + z^2}{x}}; \quad \beta = \tan^{-1} \sqrt{\frac{y^2 + z^2}{d-x}}$$

(4.8)

In Figure 4.3 the dotted lines define four zones according to whether the angles $\alpha$ or $\beta$ are greater than or less than $\pi/2$. We shall see that, as one would expect, most of the scattering leading to detection occurs in zone 1. This is also significant in that scattering angles there are less than $\pi/2$, which (due to (4.3)) limits the energy loss of $^{137}$Cs photons to avoid lower energies where the interaction cross-section (and thus the density measurement) becomes much more composition dependent.

### 4.3 Distribution of Scattering Events for Detected Photons

To examine the count rate detected using the SSM one first needs to consider a small volume element $dV$ at P, scattering photons towards the detector. The geometry of the volume element $dV$ in angular co-ordinates is shown in Figure 4.4.
Consider a count rate $dI$ resulting from scattering in the volume element $dV$. The primary photon flux emitted from the source is subject to both the inverse square law and exponential attenuation by the material. The differential scattering cross-section is given by the Klein-Nishina formula (Klein and Nishina, 1929). The scattered flux is also subject to the inverse square law and exponential attenuation, though the mass attenuation coefficient is different for scattered photons, which are of lower energy than the primary photons. The detection of scattered photons depends on the area of the detector as well as the geometric factor resulting from the smaller projected area seen by photons incident at oblique angles. Hence that part $dI$ of the detected count rate resulting from scattering at $P$ is given initially by the following ‘word equation’: –
\[ dl = \text{flux from source (photons m}^{-2} \text{s}^{-1}) \]
\[ \times \text{exponential attenuation factors along primary and scattered photon paths} \]
\[ \times \text{number of electrons in volume element} \]
\[ \times \text{differential cross-section (m}^{2}) \]
\[ \times \text{solid angle subtended by the detector at the volume element}. \]

\[ dl = \frac{S}{4\pi r_1^2} e^{-\rho (\mu_1 + \mu_2)} ndV \frac{d\sigma}{d\Omega} \frac{A \sin \beta \cos \theta}{r_2^2}, \tag{4.9} \]

where \( S \) is the source activity (photons s\(^{-1}\)) and \( n \) is the number density of electrons in the material.

The differential cross-section \( d\sigma/d\Omega \) for Compton scattering of a photon of initial energy \( E \) is given by the Klein-Nishina formula (4.10).

\[ \frac{d\sigma}{d\Omega} = \frac{r_0^2}{2} \left[ 1 + E(1 - \cos \phi) \right]^{-3} \left[ 1 + \cos^2 \phi + \frac{E^2(1 - \cos \phi)^2}{1 + E(1 - \cos \phi)} \right], \tag{4.10} \]

where \( r_0 \) is the classical electron radius. Using (4.3) to generate the substitution

\[ P(E, \phi) = \left[ 1 + E(1 - \cos \phi) \right]^{-1} \tag{4.11} \]

simplifies (4.10) to

\[ \frac{d\sigma}{d\Omega} = \frac{r_0^2}{2} \left( P - P^2 \sin^2 \phi + P^3 \right). \tag{4.12} \]

The electron number density \( n \) can be expressed in terms of mass density \( \rho \), Avogadro’s constant \((N_A)\), the mean atomic number \((Z)\) and the mean atomic mass \((M)\) using the relation

\[ n = \frac{N_A Z \rho}{M}. \tag{4.13} \]

Using (4.12) to substitute for \( d\sigma/d\Omega \) in (4.9) and (4.13) to substitute for \( n \) gives us an expression (4.14) for \( dl \) including the functional dependence of the Klein-Nishina cross-section.

\[ dl = C \rho \left( P - P^2 \sin^2 \phi + P^3 \right) e^{-\rho (\mu_1 + \mu_2)} \left( \frac{1}{r_1^2} \frac{1}{r_2^2} \right) \sin \beta \cos \theta dV, \tag{4.14} \]

where
Equation 4.14 can be used to show graphically the density of scattering events (of detected photons) inside the material. Assuming a slice down through the material in the \((x,z)\) plane (i.e. \(\theta = 0\)), the plot in Figure 4.5 is obtained. The vertical axis is calibrated such that it shows the ratio of the detected scatter density to that which would be obtained if the detected scattering events were distributed uniformly through the hemispherical volume zone 1 \((= \pi d^3/12)\). The scatter density at non-zero values of \(\theta\) is simply less by a factor of \(\cos \theta\). Two peaks in response are clearly visible, one under the detector and a smaller one under the source. The results obtained from this calculation are consistent with those shown by Devlin and Taylor (1970), though they limited the calculation to zone 1. It should be noted that this distribution is for an uncollimated device—collimation can be included by setting limits for \(\theta\), \(\alpha\) (for source collimation) and \(\beta\) (for detector collimation). A contour plot of the data in Figure 4.5 is shown in Figure 4.6.

In Cartesian co-ordinates, however, it is difficult to see both the peaks and the low-level detail elsewhere. As an aid to visualisation it is useful to view the function on the \((\alpha,\beta)\) plane. As shown in Figure 4.4, the volume element \(dV\) is given by

\[
dV = \frac{r_1^2 r_2^2}{d} d\alpha d\beta d\theta.
\]  

(4.16)

Substituting (4.16) into (4.14) and expressing \(r_1\) and \(r_2\) in terms of \(\alpha\), \(\beta\) and \(d\), one obtains an expression (4.17) for \(dI\) in the angular co-ordinate system \((\alpha, \beta, \theta)\). 

\[
dI = \frac{C \rho}{d} F_1(\alpha, \beta) \cos \theta d\alpha d\beta d\theta.
\]  

(4.17)

where

\[
F_1(\alpha, \beta) = \left( p - p^2 \sin^2 \phi + P^3 \right) \exp \left[ - \frac{\rho d (\mu_1 \sin \beta + \mu_2 \sin \alpha)}{\sin \phi} \right] \sin \beta.
\]  

(4.18)
Figure 4.5. Density of scattering events of detected photons, showing a slice down through the material in the \((x,z)\) plane, for \(-d/2 < x < 3d/2\) and \(0 < z < 2d\). The quantity is normalised to the scatter density one obtains by assuming the scattering events to be distributed uniformly through the hemispherical volume zone 1. A large peak is visible below the detector D (truncated for clarity), while a smaller peak exists below the source S. Neither is actually a singularity due to the geometric factor \(\sin \beta\) for the detector in (4.14). Input parameters for this plot are as follows: \(E = 662\) keV, \(d = 100\) mm and \(\rho = 1000\) km\(^{-3}\).
Figure 4.6. Density of scattering events of detected photons, showing the same slice down through the material as in Figure 4.5 and the same input parameters, but as a contour plot. Again the large peak below the detector is truncated for clarity.

The dimensionless function $F_1(\alpha, \beta)$ is shown in Figure 4.7. This representation shows the angular dependence of the scattering and absorption more clearly by using a coordinate system more suited to the problem. Figure 4.8 shows how the Cartesian coordinates $x$ and $z$ map onto the $(\alpha, \beta)$ plane. Contours of constant depth $z$ are of the form

$$
\alpha = \cot^{-1}\left(\frac{d}{\sqrt{y^2 + z^2}} - \cot \beta\right),
$$

while those of constant $x$ are of the form

$$
\alpha = \tan^{-1}\left(\frac{d}{x - 1}\tan \beta\right).
$$

(4.19)

(4.20)
Figure 4.7. Dimensionless scatter density function $F_1(\alpha, \beta)$, $F_1(\alpha, 0) = 0$ and $F_1(\alpha, \pi - \alpha) = 0$. The fact that only a single peak is seen here compared with the Cartesian version in Figure 4.5 is a result of the mapping to the $(\alpha, \beta)$ plane.

Integrating $F_1(\alpha, \beta)$ under contours of constant depth can be used to show how the density of scattering events varies with depth. The numerical integration (4.21) is easier to perform on the more well-behaved function $F_1(\alpha, \beta)$ than the Cartesian form.

\[
\int_{z' = 0}^{z} dI = \frac{C \rho}{d} \int_{\theta = -\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{\beta = 0}^{\pi} \cot^{-1}\left(\frac{\cos \theta}{z'} - \cot \beta\right) F_1(\alpha, \beta) \cos \theta d\theta d\alpha d\beta d\theta \quad .
\]

The result of this integration (shown differentially and normalised to the integral for $z = \infty$) is shown in Figure 4.9 for a density of 1000 kgm$^{-3}$. A FORTRAN code was used, including NAG numerical library routines D01AHF and D01DAF. As expected the density of scattering events leading to detection falls off almost exponentially with depth. The decay with normalised depth is steeper for greater sonde lengths since the unchanged attenuation length becomes ever smaller in comparison. The mean depth data can be
plotted as absolute depth vs. sonde length, as shown in Figure 4.10. A power law fit shows that doubling the sonde length increases the mean depth by a factor of about 1.51. The author leaves it as an open question whether a similar figure can be determined for real devices.

Figure 4.8. Contours of constant $z$ (depth) and $x$ in $(\alpha, \beta)$ space ($\theta = 0$). The four triangular zones correspond to those shown in Figure 4.3. Values of $z$ are from $d/10$ to $d$ in steps of $d/10$. Values of $x$ are from $-d/2$ to $+3d/2$ in steps of $d/10$. 
Figure 4.9. Spatial density of scattering events leading to detection plotted vs. depth into the material. The density of scattering events is normalised to the total (i.e. the area under each curve is unity). The depth is expressed as a fraction of the sonde length. The curves represent sonde lengths of 5, 10, 20 and 40 cm; in each case the mean depth is indicated. The results are for a material density of 1000 kgm$^{-3}$.

Figure 4.10. Mean depth of scattering events leading to detection plotted vs. sonde length, as determined using the single scattering model. A power law fit gives an exponent of 0.5965 and a regression coefficient of 0.99925.
4.4 Extension of the Single Scattering Model

The SSM will now be extended to examine the effect on the detected count rate (and hence measured density) of a small localised density change. Consider a small volume element \(dV\) at a general point \(P\) in the material, with enhanced density \(\rho + \delta \rho_P\). The effect of this will be threefold, as illustrated in Figure 4.11 –

- The increased number of electrons will increase the scattering at \(P\).
- The increased density will cause increased attenuation of primary photons.
- The increased density will cause increased attenuation of scattered photons.

Equation 4.17 can be adapted to account for these three effects, producing an expression for the resultant change in count rate \(\delta(dI)\) due to the density change in \(dV\). Expressing \(\delta(dI)\) as the sum of \(\delta_1(dI)\), \(\delta_2(dI)\) and \(\delta_3(dI)\) for each of the three effects respectively, one obtains equations 4.22, 4.24 and 4.25.

\[
\delta_1(dI) = \frac{C}{\rho} F_P(\alpha, \beta) \sin \beta \cos \theta d\alpha d\beta d\theta \delta \rho_P, \quad (4.22)
\]

where

\[
F_P(\alpha, \beta) = (p - p^2 \sin^2 \phi + p^3) \exp \left[ -\frac{\rho d(\mu_1 \sin \beta + \mu_2 \sin \alpha)}{\sin \phi} \right]. \quad (4.23)
\]

Equation 4.22 is equivalent to \(dI \times \delta \rho_P/\rho\).

\[
\delta_2(dI) = -\frac{C\rho}{\sin \phi} \left[ \int_{\beta = \beta'}^{\pi - \beta} F_P(\alpha', \beta') d\beta' \right] \cos \theta d\alpha d\beta d\theta (1 - e^{-\delta \rho_P/\rho d}) \quad (4.24)
\]

\[
\delta_3(dI) = -\frac{C\rho}{\sin \phi} \left[ \int_{\alpha = \alpha'}^{\pi - \alpha} F_P(\alpha', \beta) d\alpha' \right] \sin \beta \cos \theta d\beta d\theta (1 - e^{-\delta \rho_P/\rho d}) \quad (4.25)
\]
1) Increased number of scattering centres in volume element at P.

2) Increased absorption for primary photon paths passing through volume element at P.

3) Increased absorption for scattered photon paths passing through volume element at P.

**Figure 4.11.** Enhanced density in volume element \( dV \) at P has three effects: 1) increased number of scattering centres, 2) increased attenuation of primary photons, and 3) increased attenuation of scattered photons.
Primary photon paths passing through the region of enhanced density always have angular co-ordinates $\beta$ greater than that of point P, hence the integral expression for $\beta < \beta' \leq \pi - \alpha$ in (4.24). Similarly, for scattered photon paths passing through P there is an integral expression in (4.25) over the range $\alpha < \alpha' \leq \pi - \beta$. The primed co-ordinates are dummy variables. In (4.24) and (4.25) the approximation made assumes the additional attenuation factor through the perturbed volume element to be small, i.e. $\delta \rho_2 \mu_2 r_2 d\beta \ll 1$ and $\delta \rho_{22} \mu_1 r_1 d\alpha \ll 1$ respectively. This is reasonable since $d\alpha$ and $d\beta$ are infinitesimal.

By summing the three terms one obtains

$$\delta(d) = \frac{C}{d} \left[ F_2(\alpha, \beta) \sin \beta - \frac{\rho d}{\sin \phi} \left( \mu_1 \sin \alpha \int_{\beta - \beta'}^{\beta} F_2(\alpha, \beta') \sin \beta' d\beta' + \mu_2 \sin^2 \beta \int_{\alpha - \alpha'}^{\alpha} F_3(\alpha', \beta) d\alpha' \right) \right] \cos \theta \mu_1 d\beta \mu_2 d\phi \delta \rho_p. \quad (4.26)$$

This expression for sensitivity of total count rate to a small change in local density is not simply a differentiation of (4.17) with respect to density, since one is now making a distinction between the local density $\rho_P$ in the volume element $dV$ and the bulk density $\rho$ of the surrounding material.

Figure 4.12 shows the dimensionless quantity

$$\frac{\delta(d)d}{C \cos \theta \mu_1 d\beta \mu_2 d\phi \delta \rho_p}, \quad (4.27)$$

i.e. the part which varies with $\alpha$ and $\beta$ (again, the NAG library routine D01AHF was used). Clearly there are both positive and negative regions. This shows that a local increase in density can cause either an increase or decrease in count rate, depending on the location of the density enhancement. The location of the two regions can be seen plotted in Cartesian co-ordinates in Figure 4.13, the units of which are $m^{-4}$.

To examine the function in Cartesian co-ordinates one can write

$$\delta(d) = \left[ F_2(\alpha, \beta) \sin \beta - \frac{\rho d}{\sin \phi} \left( \mu_1 \sin \alpha \int_{\beta - \beta'}^{\beta} F_2(\alpha, \beta') \sin \beta' d\beta' + \mu_2 \sin^2 \beta \int_{\alpha - \alpha'}^{\alpha} F_3(\alpha', \beta) d\alpha' \right) \right] \cos \theta \mu_1 d^2 \delta \rho_p. \quad (4.28)$$

To show the functional part of this the quantity

$$\frac{\delta(d)}{C \cos \theta d^2 \delta \rho_p}, \quad (4.29)$$

(which has units of $m^{-4}$) was plotted in Figure 4.13.
Figure 4.12. Plot of the dimensionless function (4.27), showing the effect on count rate of small local changes $\delta \rho_P$ in density, as a function of $\alpha$ and $\beta$. There are both positive and negative regions, showing that a local increase in density can either cause an increase or decrease in count rate, depending on the location of the density enhancement. The zero contour is shown to identify the boundary between positive and negative regions.

The existence of these two regions means that a localised change in density can actually cause the backscatter densitometer to give a false indication if the density variation is in the ‘wrong’ region. Whether this is the case or not depends not only on whether (4.26) is positive or negative, but also whether $dI/d\rho$ is positive or negative on the calibration curve. Since most backscatter devices operate in the region where $dI(\rho)/d\rho < 0$, it is the positive region in Figure 4.13 which will produce a contradictory response when a perturbation is introduced.
Figure 4.13. Contour plot in Cartesian co-ordinates of (4.29), illustrating the sensitivity of the detected count rate to a localised density perturbation $\delta \rho_P$. The contour values are in units of $m^{-4}$.

4.5 Comparison with Experimental Results

As a first test for the predictions of the extended SSM the author tried to reproduce the results of Devlin and Taylor (1970) shown in Figure 4.2. The key parameters of their experiment were included in their paper ($d = 116$ mm, $\rho = 1720$ kgm$^{-3}$, depth of perturbation = 20 mm), with the exception of the size and density of the perturbing volume element. However, their diagram indicates a sphere perhaps 10 mm in diameter which they state was made of expanded polystyrene. This was assumed to have had a density of around 100 kgm$^{-3}$, much lower than that of the surrounding material. For the bulk material the author assumed the mass attenuation coefficient of SiO$_2$ (as used in sections 4.3 and 4.4) to be an adequate approximation for their “standard soil”.
To derive a quantity equivalent to the percentage change in count rate quoted by Devlin and Taylor the author evaluated (4.28) for the appropriate range of depths (centred on 20 mm) covered by the finite size of the perturbation, with \( \theta = 0 \). These were then combined, weighted according to the fractional volume of sphere present at each depth value. This quantity was then divided by the total count rate from (4.21) and multiplied by the value of \( dV \delta \rho \) obtained using the radius of the sphere and the assumed density change (-1620 kgm\(^{-3}\)). In addition an offset was introduced to match the model to zero at the source, since the experimental data concerns the change relative to the count rate for the perturbation below the source rather than uniform material.

The model was run for several sets of parameters, reflecting their uncertainty in the original experiment. The results are shown in Figure 4.14 together with the experimental data. The model consistently shows the positive and negative peaks reported by Devlin and Taylor, however no single set of parameters produces a model that follows the data closely everywhere.

Assuming a radius of 5 mm, the model predicts a change in count rate far smaller than that reported. However, the degree of collimation of the source and detector may be responsible for reducing the total count rate and increasing the relative importance of the region where the perturbation is placed. Collimation to limit the range of \( \theta \) would have such an effect, for instance. Line A shows the model data amplified by a factor of 112 to match the peak heights of the data. The main difference in shape is that the model shows the negative peak to be nearer the detector. This could be the effect of detector collimation to limit \( \beta \), concentrating the instrument on the region between source and detector. A good fit is obtained without an ‘artificial’ amplification factor by increasing the radius of the perturbation to 19 mm (line B). Not only do both peaks match in height, the zero point between them also coincides with the data. The positive peak is now also displaced from the data, however.

The extended SSM clearly shows the two regions of opposite effect, though without better knowledge of the collimation and characteristics of the perturbing sphere in the original experiment it is difficult to match the model more closely. The location of the model’s negative peak closer to the detector does suggest collimation in \( \beta \), while the need for a large amplification factor to fit the model to the peak heights also suggests collimation in \( \theta \).
Figure 4.14. Comparison of experimental data (connected points) from Devlin and Taylor (1970) with results from the extended single scattering model (smooth lines).

4.6 Conclusions and Further Work

This paper explains how the effect shown by Devlin and Taylor (1970) can be examined by extending the single scattering model for gamma backscatter density gauges. Understanding how a backscatter density gauge responds to inhomogeneities in the target is clearly important since voids and density enhancements are common in natural materials.

Since the apparatus used by Devlin and Taylor is not fully described in their paper it is difficult to make a full comparison between the extended SSM and the data. However the basic features are reproduced by the model, namely a positive peak near the source and a negative peak near the detector. The positive peak is also seen to be broader than the negative one. Although the model cannot yet claim to reproduce quantitative results perfectly, it does provide a basic theoretical framework that could be extended further. Collimation and the energy dependence of the detector could certainly be incorporated, for
instance. A Monte Carlo method would have to be applied to incorporate multiple scattering effects.

Since most real gauges operate in the regime where \( dI(\rho)/d\rho < 0 \), the most important ‘contradictory’ region lies under the detector, where decreases in density reduce the count rate. This was shown in Figure 4.13 for the example set of model parameters. Further investigation is required to show how the sizes and shapes of the regions change for different cases.

It is interesting to consider the effect on the count rate of a single perturbation as the density gauge passes over the surface parallel to the baseline, as is the case for borehole density logging. The count rate would rise and fall— or fall and rise— before returning to the response from the uniform material. The asymmetry between the positive and negative peaks (as seen in Figure 4.14) could maybe be used to distinguish between positive and negative density perturbations. Simply applying the calibration curve to the count rate would incorrectly suggest adjacent regions of higher and lower density in the bulk material, rather than a single region of different density. Similar scenarios might be considered for stationary devices examining bubbles or solid lumps carried past the instrument in a liquid, or imperfections in a continuously produced material.

The author does not currently have access to facilities suitable for a comprehensive study of real backscatter density gauges, nor is an in-depth application of Monte Carlo codes anticipated. Rather, it is hoped that other workers more directly involved in soil science, borehole logging or non-destructive testing might carry this topic forward.
### 4.7 Summary of Key Mathematical Symbols

<table>
<thead>
<tr>
<th>Symbol(s)</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>Total count rate detected at D</td>
<td>photons s$^{-1}$</td>
</tr>
<tr>
<td>$dI$</td>
<td>Number of photons per second from volume element $dV$ scattered into the detector</td>
<td>photons s$^{-1}$</td>
</tr>
<tr>
<td>$dV$</td>
<td>Volume element at point P</td>
<td>m$^3$</td>
</tr>
<tr>
<td>$S$</td>
<td>Source activity</td>
<td>photons s$^{-1}$</td>
</tr>
<tr>
<td>$n$</td>
<td>Number density of electrons</td>
<td>m$^{-3}$</td>
</tr>
<tr>
<td>$A$</td>
<td>Area of detector (in $(x,y)$ plane)</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$d\sigma/ d\Omega$</td>
<td>Differential cross-section for Compton scattering</td>
<td>m$^2$str$^{-1}$</td>
</tr>
<tr>
<td>$\mu_1, \mu_2$</td>
<td>Mass attenuation coefficient of photon in the material before and after scattering</td>
<td>m$^2$kg$^{-1}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Bulk density of material</td>
<td>kgm$^{-3}$</td>
</tr>
<tr>
<td>$\rho_P$</td>
<td>Material density in volume element at P</td>
<td>kgm$^{-3}$</td>
</tr>
<tr>
<td>$\delta \rho_P$</td>
<td>Small change in $\rho_P$</td>
<td>kgm$^{-3}$</td>
</tr>
<tr>
<td>$\alpha, \beta$</td>
<td>Angles of primary and scattered photon paths to the surface</td>
<td>radians</td>
</tr>
<tr>
<td>$\phi$</td>
<td>The angle of scattering, equal to $\alpha + \beta$</td>
<td>radians</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Angle made by photon path to the downward vertical</td>
<td>radians</td>
</tr>
<tr>
<td>$r_1, r_2$</td>
<td>Length of primary and scattered photon paths</td>
<td>m</td>
</tr>
<tr>
<td>$d$</td>
<td>Source-detector separation (sonde length)</td>
<td>m</td>
</tr>
<tr>
<td>$r_0$</td>
<td>Classical electron radius ($= e^2/(4\pi\varepsilon_0 m_e c^2) = 2.818 \times 10^{-15}$ m)</td>
<td>m</td>
</tr>
</tbody>
</table>
| $E$       | Ratio of source photon energy relative to the electron mass-energy $m_e c^2$ ($= 511$ keV) | }
5 Monte Carlo Simulations

To model the densitometer design presented in chapter 3 Monte Carlo simulation can be employed. The author developed a FORTRAN Monte Carlo code to examine the absorption and scattering of photons in bulk material. Photons are emitted from a point source and tracked as they are scattered or absorbed. The code does not model the detector response but can provide the basic properties (position, direction and energy) of photons passing through one or more ‘virtual detectors’ at or above the material’s surface. For a source placed beneath the surface on the z-axis of the instrument the code can take advantage of axial symmetry to improve the counting statistics. The detector positions are thus defined by their inner and outer radii from the z-axis. The code then integrates all detected counts in an annulus around the axis to determine the number of counts per unit area. This is then multiplied by the desired effective detector area to obtain the number of counts detected. The code enables effects due to scattering and absorption alone to be investigated in isolation. In this way the source / detector configuration can be optimised independently from the detector response.

5.1 FORTRAN Code

The code was first used to study the backscatter of $^{241}$Am photons for the previous MUPUS densitometer design concept (Ball et al., 1996). This confirmed that for selected mineral components (that are thought to be present in cometary material) the density does have a measurable effect on the detectable backscatter. Since then the code has been extended and used to simulate the attenuation concept. The key new features of the current version are as follows: –

- For computing the mass attenuation coefficients of coherent, incoherent (Compton) and photoelectric interactions the energy dependence is now approximated by a cubic function fitted to tabulated Compton cross-section data (from Storm and Israel, 1970). The fit was done in log-log space so the function $\mu(E)$ is of the following form:

$$\log_{10} \mu(E) = a_1 + a_2 \log_{10} E + a_3 \left( \log_{10} E \right)^2 + a_4 \left( \log_{10} E \right)^3,$$

(5.1)
where \( \mu(E) \) is the appropriate mass attenuation coefficient (in m\(^2\)kg\(^{-1}\)), \( E \) is the reduced energy\[\square\] and \( a_{1,2,3,4} \) are fitted coefficients. The fit was done for each element (for \( Z = 1 \rightarrow 28 \)) independently, between 1 keV and 1 MeV. Where an element’s K edge lies within this range, two separate fitted curves are used. The position of the K edge is also found using a fitted cubic function—this gives the K edge energy as a function of \( Z \). The fitting was done using the general linear least squares method found in *Numerical Recipes* (Press et al., 1992).

- The elemental abundances are set as input parameters. These are then used to generate the combined mass attenuation coefficients for the material. The speed of calculation is improved for the coherent and Compton coefficients since the combined function over all elements can also be expressed as a single cubic polynomial. The presence of K edges prevents the use of this for the photoelectric cross-section, however.

- A loop has been added to simulate several material densities in a single run of the code; generally these are 200 → 2000 kgm\(^{-3}\) in steps of 200 kgm\(^{-3}\).

- Several ‘virtual detectors’ can be positioned where required. Where axial symmetry can be used (as is the case for the current MUPUS densitometer design) the counting statistics are improved. This is done by integrating around the axis to obtain count rate per unit area vs. radius from the axis. The number of counts reaching each detector is then determined by multiplying the number of counts per unit area (within the appropriate radius limits) by the effective area of the detector.

The input parameters for the Monte Carlo code are summarised in Figure 5.1. The source can be positioned anywhere on or below the surface and collimated if necessary—otherwise the half-cone angle of the beam is set to 180\(^\circ\), producing an isotropic source.

---

5 The reduced energy is the photon energy divided by the rest mass energy \( m_e c^2 \) of an electron, which equals 511 keV.
5.2 Monte Carlo Algorithm

The photon source is assumed to be point-like and located at or below the surface of a semi-infinite bulk material of uniform density. Monte Carlo simulation is used to follow a large number of photon histories in order to determine the spatial, directional and spectral distribution of the backscattered radiation. A pseudo-random number generator (NAG numerical library routine G05CAF) is used to obtain a uniform distribution of random numbers $\nu$ in the range $0 \leq \nu < 1$. Simulation of a single photon history requires the following steps:

1. Sampling for emission direction (polar and azimuthal angles $\theta$ and $\phi$, respectively). Random sampling is required unless the beam is perfectly collimated. For a beam of half-cone angle $\Delta \theta$ centred on the direction $(\theta_0, \phi_0)$, sampling is done first for the polar and azimuthal angles $\theta_L$ and $\phi_L$ relative to this axis. The resultant direction is then transformed back to the laboratory frame. For two random numbers $\nu_\theta$ and $\nu_\phi$ the angles $\theta_L$ and $\phi_L$ are given by

$$\theta_L = \cos^{-1}(1 - \nu_\theta (1 - \cos \Delta \theta))$$

and

$$\phi_L = 2\pi \nu_\phi.$$
The transformation back to the co-ordinates $\theta_i$ and $\phi_i$ in the laboratory frame is done using spherical trigonometry, as shown in Figure 5.2.

Figure 5.2. Spherical triangle for transformation between spherical co-ordinate systems. Given $(\theta_0, \phi_0)$ and $(\theta_L, \phi_L)$, $(\theta_1, \phi_1)$ can be calculated. This is used for both the initial source beam and for calculating the new direction after scattering. Original direction is OA, new direction is OB.

First, $\theta_i$ is found via $\cos(\theta_i)$ using spherical trigonometry (5.4, 5.5).

$$\cos \theta_i = \cos \theta_0 \cos \theta_L - \sin \theta_0 \sin \theta_L \cos \phi_L$$  
(5.4)

$$\therefore \sin \theta_i = \sqrt{1 - \cos^2 \theta_i}$$  
(5.5)

Spherical trigonometry is then used to obtain $\sin(\phi_1 - \phi_0)$ and $\cos(\phi_1 - \phi_0)$ (5.6, 5.7).

$$\frac{\sin(\phi_1 - \phi_0)}{\sin \theta_L} = \frac{\sin \phi_1}{\sin \theta_i}, \quad \therefore \sin(\phi_1 - \phi_0) = \frac{\sin \theta_L \sin \phi_i}{\sin \theta_i}$$  
(5.6)

$$\cos \theta_L = \cos \theta_0 \cos \theta_i + \sin \theta_0 \sin \theta_i \cos(\phi_1 - \phi_0)$$

$$\therefore \cos(\phi_1 - \phi_0) = \frac{\cos \theta_L - \cos \theta_0 \cos \theta_i}{\sin \theta_0 \sin \theta_i}$$  
(5.7)

The trigonometric relations for the sine and cosine of two angles are then used to evaluate $\phi_i$. Both $\sin(\phi_i)$ and $\cos(\phi_i)$ are required to determine $\phi_i$ uniquely in the range $-\pi \leq \phi_i \leq +\pi$.

$$\sin \phi_i = \sin(\phi_1 - \phi_0) \cos \phi_0 + \cos(\phi_1 - \phi_0) \sin \phi_0$$  
(5.8)

$$\cos \phi_i = \cos(\phi_1 - \phi_0) \cos \phi_0 - \sin(\phi_1 - \phi_0) \sin \phi_0$$  
(5.9)
2. Sampling for source energy. This would only be used for non-monochromatic sources, e.g. $^{60}\text{Co}$ which has two emission peaks.

3. Determination of the attenuation length $l_0$ of the photon in the material, using $l_0 = \mu(E)^{-1}$, where $\mu(E)$ is the mass attenuation coefficient multiplied by the density and $E$ is the photon energy. For speed of calculation the mass attenuation data is best expressed as a fitted function such as parabolae in log-log space.

4. Sampling for the actual path length $l$ of the photon in the material, using (5.10).

$$l = -l_0 \ln (1 - \nu), \text{ where } l_0 = \mu(E)^{-1}.$$  \hspace{1cm} (5.10)

5. Calculation of the position of the interaction using direction and path length.

6. Sampling for interaction process. This requires fitted functions (of the form of equation 5.1) for the probabilities of possible processes. In the case of photoelectric absorption or pair production, the photon is discarded. Scattered photons proceed to the next step.

7. Sampling for the new photon energy after Compton scattering. This is done by random sampling of the Klein-Nishina distribution. The most appropriate sampling method for this application is the Kahn method, which is not an approximation (being derived directly from the Klein-Nishina cross-section) and works for any incident photon energy (Blomquist and Gelbard, 1983; Raeside, 1976; Wood, 1982). The method works by non-uniform rejection sampling and requires the generation and analysis of at least one set of three random numbers ($\nu_1, \nu_2, \nu_3$) in the range $0 \leq \nu_i < 1$. The procedure for a single Compton event is shown in Figure 5.3.

8. Calculation of the polar angle of scattering using the Compton formula (5.11) (old and new energies $E$ and $E'$ are known, $m_0c^2 =$ electron rest mass energy).

$$\cos \theta = 1 - \left( \frac{1}{E'} - \frac{1}{E} \right)m_0c^2$$  \hspace{1cm} (5.11)

9. Sampling for the azimuthal angle of scattering $\phi$ (uniform distribution from 0 to $2\pi$, so $\phi = 2\pi \nu$).

10. Calculation of the new photon direction in the laboratory frame, using the same transformation as for the initial direction in step 1.

11. Loop back to step 3.
Figure 5.3. Method for random sampling of the Klein-Nishina distribution by the Kahn method. \( \nu \) are random numbers uniformly distributed in the range \( 0 \leq \nu < 1 \), \( E \) and \( E' \) are the initial and final photon energies (in units of the electron rest mass energy), and \( R \) is the ratio \( E/E' \).

Photons are discarded if a) they exceed some limiting radial distance from the source, or b) if they fall below some limiting energy. If the photon escapes up through the surface, its position, direction and energy are recorded. After a large number of photon histories have been tracked, this data can be analysed.

5.3 Simulation of Inserted Attenuation Densitometer

The code is equally suited to the previously considered backscatter technique and the current attenuation method. Several runs of the code were performed to model the latter, the results of which are presented here.

Figure 5.4 shows the results from one such simulation for \( 10^6 \) photons from a \(^{137}\text{Cs}\) source 0.4 m below the surface of \( \text{H}_2\text{O} \) (of density 1000 kgm\(^{-3}\)). The spectrum is integrated over a circular area of 60 mm radius at the surface. Clearly visible is the peak of
unscattered photons at 662 keV— the attenuation factor of which was verified successfully against theory. At lower energies one can see the continuum of Compton scattered photons which peaks at about 50 keV. The noise in the spectrum is the result of counting statistics. Increasing the number of photons simulated improves the situation, though doubling the number makes only a $\sqrt{2}$ improvement in the noise. Re-binning the spectral data more coarsely reduces the noise on each data point at the expense of energy resolution.

![Example spectrum from a simulation of a MUPUS attenuation densitometer design](image)

**Figure 5.4.** Example spectrum from a simulation of a MUPUS attenuation densitometer design, with a 662 keV source placed 0.4 m below the surface of a material of density 1000 kgm$^{-3}$ (H$_2$O). $10^6$ photons were used to obtain adequate counting statistics, taking ~10 hours to run on a Sun multiprocessor campus host. A detector was placed at the surface with an effective area of 1 cm$^2$ but spread over a 60 mm radius around the z-axis (again, to improve counting statistics). It was assumed that for a source at 0.4 m depth the radiation at the surface 60 mm from the axis was not significantly different from that on the axis.

To simulate the operation of an inserted attenuation densitometer the configuration shown in Figure 5.5 was used. A 0.4 m probe was used, the detection region placed slightly off-axis, level with the top of the probe. Five positions along the insertion path were
simulated, including the starting point and full penetration. Ten densities were used in each case, spread between 200 and 2000 kgm$^{-3}$. The results of this series of runs are shown in Figure 5.6, Figure 5.7, Figure 5.8, Figure 5.9, and Figure 5.10.

**Figure 5.5.** Diagram of simulated scenario. An isotropically emitting 662 keV source is pushed into the material (H$_2$O) on the end of a 0.4 m probe. A 1 cm$^2$ detector is placed at the top of the probe, positioned between 40 and 50 mm from the axis.

The results in Figure 5.6 show clearly the dominant peak of the 662 keV primary photons— as expected this is attenuated exponentially with depth, with an attenuation length which falls as density increases in the subsequent figures. At zero penetration there is a finite count to be seen at about 1/3 of the primary energy. Since there can be no attenuation taking place this must be due to backscatter (both single and multiple scatter). The minimum energy a primary photon can have after Compton scattering is 184 keV, corresponding to a 180° scattering angle. Thus any photons seen below this energy must be multiply scattered. The peak seen at zero penetration does not vary significantly with density, though the peak at 200 kgm$^{-3}$ does appear a little smaller.
Figure 5.6. Intensity vs. energy and depth penetrated for densities of 200 and 400 kgm$^{-3}$.

Figure 5.7. Intensity vs. energy and depth penetrated for densities of 600 and 800 kgm$^{-3}$.
Figure 5.8. Intensity vs. energy and depth penetrated for densities of 1000 and 1200 kgm$^{-3}$.

Figure 5.9. Intensity vs. energy and depth penetrated for densities of 1400 and 1600 kgm$^{-3}$.
Figure 5.10. Intensity vs. energy and depth penetrated for densities of 1800 and 2000 kgm$^{-3}$.

Figure 5.11. Results of a simulation where the density is varied from 200 to 2000 kgm$^{-3}$ at the full penetration depth of the probe (400 mm).
Figure 5.11 shows a concentration of scattered photons below 100 keV, peaking at around 800 kg m\(^{-3}\). This occurs for essentially the same reason as the peak in the backscatter densitometer calibration curve—scattering is dominant below the critical density while attenuation dominates above this density (see page 44). Figures 5.4 to 5.8 also show the radiation below 100 keV to peak at a particular depth below the surface—this depth becomes shallower for higher densities. A similar explanation can again be offered—an increase in the column density of intervening material increases the flux of scattered photons in this part of the spectrum until the shielding effect becomes dominant.

These simulations show that most of the scattered photons reaching the detector lie below about 300 keV. At zero penetration the radiation singly- or multiply-backscattered from the surface produces a peak around 200 keV that falls off as the probe is inserted. It does so more rapidly for higher densities (compare Figure 5.6 with Figure 5.10).
6 Experimental Work on Detection of Attenuated $^{137}$Cs Radiation with Cadmium Telluride

This chapter describes the laboratory experiments carried out at University College London’s Mullard Space Science Laboratory in collaboration with Mr. Matthew Whyndham (formerly Trow) with the support of Dr. Alan Smith. Data analysis and interpretation have also been conducted collaboratively, resulting in an interim publication on the attenuation experiments (Ball et al., 1997).

6.1 Attenuation Densitometry Using a $^{137}$Cs source and a Cadmium Telluride Detector

The aims of this initial series of experiments were: –

- to examine the spectrum obtained when a CdTe semiconductor detector is used to observe the radiation from a $^{137}$Cs source,
- to evaluate the particular type of CdTe detector obtained on loan from the manufacturer, and
- to observe modification of the observed spectrum as the thickness of intervening material is increased to mimic insertion of the MUPUS densitometer probe.

An experimental apparatus was set up at MSSL using standard rack-mounted nuclear detection equipment. A surplus $^{137}$Cs source was obtained at no cost from Bristol University. The source was encapsulated in a stainless steel bead approximately 3 mm in diameter and had a nominal activity of 1.04 MBq (0.028 mCi). A CdTe detector was obtained on loan from the company Eurorad. Figure 6.1 shows the arrangement of the source, detector and intervening sample. Tap water was chosen as the intervening material. In addition to being easy to handle, cheap and readily available, water has the advantage of a well-known density that is within the operation range desired for the MUPUS instrument. Water ice may of course be present in the surface layers of the nucleus (except for the case of a thick crust of outgassed material).

Figure 6.2 shows a block diagram of the detection and counting system. The data was logged by a PC equipped with a multi-channel analyser card, saved in binary format and transferred to a Unix machine running IDL. An IDL script was then developed to process and display the raw data. The raw data was re-binned more coarsely to improve the
counting statistics. An array of the processed data was written to a text file that could be transferred to other software packages.

![Diagram showing the arrangement of the source, detector (Eurorad CdTe S5.2A M30) and intervening material. The nominal activity of the $^{137}\text{Cs}$ source was 1.04 MBq (0.028 mCi). A wall of lead bricks (~40 mm thick) was placed to one side of the apparatus to act as shielding for safety reasons.](image)

Having placed the source on the upturned lead lid of its container the detector was suspended by its co-axial cable, which in turn was attached to the pre-amplifier box held above the apparatus by a retort stand. The source-detector distance remained constant throughout the experiment. An ordinary Pyrex beaker was placed on the lead lid to hold the water. An initial spectrum was obtained at this point before any water was added. The presence of the glass beaker would obviously contribute to the attenuation and scattering of the radiation but it was necessary to include it for the ‘dry’ run so that all other parameters...
were kept constant as the water was added. Further spectra were then obtained for four
depths of water, to a limit of 87.9 mm set by the depth of the beaker.

Figure 6.3 shows the five spectra obtained, the count rate plotted logarithmically. The gain was normalised using test pulses placed beyond the upper limit of the region of interest. The number of counts in each channel was divided by the (dead-time corrected) integration time to obtain the count rate. The data shown in Figure 6.3 is binned eight times more coarsely than the raw data obtained by the multi-channel analyser. The magnitude of $1\sigma$ error bars on this data would be within the extremes of the visible statistical noise.

![Block diagram of the detection and counting apparatus for the water attenuation experiment](image)

**Figure 6.2.** Block diagram of the detection and counting apparatus for the water attenuation experiment. The detector was a Eurorad CdTe S5.2A M30; the pre-amplifier a Canberra 2001A; the high voltage unit a J+P NM 231; the shaping amplifier an Ortec 572; and the multi-channel analyser an Ortec ACE 216A(2K) with Maestro II software.

Before discussing the effect of changing water depth one must first identify and explain the features seen in the basic spectrum. The main features are as follows:

1. An overlying downward trend in counts with increasing channel number.
2. A peak at around channel 18.
3. A falling edge at around channel 118.
4. A peak at around channel 161.

The downward trend (1) can be attributed to the rapid decrease in detection efficiency with increasing energy, due to the fall in photon interaction cross-section. The upper peak (4) is the 662 keV photo-peak. The dominant K$_\alpha$ fluorescence energies are
23.173 keV (for Cd) and 27.472 keV (for Te) (Kaye and Laby, 1973). Thus the escape peaks associated with the 662 keV photo-peak would lie at 639 and 635 keV for Cd and Te, respectively. The energy resolution is too poor to resolve these escape peaks—at best one might see a very slight shoulder on the photo-peak. The falling edge (3) is the Compton edge associated with the 662 keV photons. This occurs because 662 keV photons scattering once in the detector before escaping must retain at least 184 keV, corresponding to a 180° scattering angle (according to the Compton formula, equation 4.3 on page 73). Thus a maximum of 662-184 = 478 keV is left in the detector. The continuum of counts at lower energies than the Compton edge is thus not only due to photons scattered before entering the detector but also photons escaping from the detector.

While the detector has a thickness (2 mm) sufficient to interact with almost 10 % of the primary photons, most of these interactions result in scattering out of the detector. A thicker detector would retain more of these as well as capture more of the primary radiation. Commercially produced CdTe crystals are available in standard sizes up to approximately 5 mm thickness.

The lower peak (2) can be attributed to K fluorescence from the lead shielding—using the upper photo-peak (4) to calibrate the spectrum the energy of the lower peak (around 74 keV) agrees well with the tabulated values of lead fluorescence (see Kaye and Laby, 1973). Measures to reduce the incidence of lead fluorescence on the detector could be taken, perhaps using some kind of detector collimation.

Looking now at the variation with water depth, one can see that the insensitivity of the lower peak to water depth confirms its origin as fluorescence of the shielding. Most of this radiation would not have passed through the beaker since the lead wall is positioned to one side of the source / beaker / detector arrangement. With the exception of this peak, an increase in water depth increases the count rate, up to a neutral point at around channel 46. Above this point the net effect of the water is to attenuate the spectrum. Looking closely at the 662 keV photo-peaks one can see that they do not all coincide exactly—in particular the 87.9 mm water peak is shifted to the right slightly. This calls into question the quality of the test pulses and the resultant gain correction factors. A shift of the photo-peak to the right suggests that the addition of extra water has actually increased the flux of primary photons in the right-hand edge of the peak. This seems less likely than a drift in the detection system not compensated for by the gain correction applied using the test pulse peak.
Figure 6.3. Experimental data from the water attenuation experiment. A preliminary analysis was published by Ball et al. (1997). Five spectra are shown, corresponding to increasing depths of water. The progressively attenuated 662 keV peak is visible at the right hand edge (at around channel 161)– the highest peak (at around channel 18) is in fact fluorescence from the experiment’s lead shielding and is independent of water depth. Also visible in each spectrum is the Compton edge due to 662 keV photons scattering in the detector before escaping.
To examine the effect of the water in more detail one can process the data to obtain the fractional change in count rate vs. energy channel, relative to the ‘air only’ data. This is shown in Figure 6.4 for each of the four water depths. Also shown for comparison are the attenuation factors one would expect for 662 keV photons passing through these depths of water. The data has again been re-binned to a total of 50 windows but for clarity the same horizontal scale as before has been used.

![Figure 6.4](image)

**Figure 6.4.** Fractional change in count rate vs. energy channel, relative to the profile for air only. As water is added attenuation is seen at the upper end of the spectrum but at lower energies the contributions of fluorescence from the shielding and photons scattered in the water become dominant.

The best agreement between the experimental data and the theoretical values is not actually achieved at the photo-peak but around channel 115 near the Compton edge. Improved resolution around the photo-peak may, however, reveal a narrow band of close agreement— the experimental plots do pass through the theoretical values close to the plotted position of the photo-peak. The close agreement near the Compton edge could be attributed to the contribution of 662 keV photons just below the Compton edge which backscatter out of the detector. These would show the correct attenuation behaviour for 662 keV but would not be present in the gap between the Compton edge and the photo-peak.
From channels 120 → 160 the attenuation is clearly less than that for 662 keV photons. The most likely explanation for this is the contribution of photons scattered in the water with small scattering angles. Such forward-scattered photons would retain most of their original energy (at least 480 keV for scattering angles less than 45°).

Below about channel 115 the contribution of photons scattered in the water becomes increasingly significant. At around channel 46 scattered photons become dominant, causing an increase in counts as water is added. At the very low energies beyond the lead fluorescence, however, absorption of the scattered photons by the water increases in significance, reducing the degree to which additional water adds to the count rate.

Figure 6.5 shows results from the three windows (centred on channel numbers 110.5, 113.9 and 117.3) just below the Compton edge which show the closest match to the theoretical attenuation coefficient of 662 keV photons (an attenuation length of 120 mm in water). The outlying points from the 87.9 mm data serve to reinforce the impression that this profile shows slightly higher gain than the others. The overlying trend for the count rate to fall with increasing channel number would cause a higher than expected count rate at any point for a profile shifted to the right.

---

**Figure 6.5.** Comparison of attenuation seen in the three windows (centred on channel numbers 110.5, 113.9 and 117.3) just below the Compton edge (indicated in Figure 6.4) with the theoretical attenuation for 662 keV. The actual value for 662 keV should be $8.31 \times 10^{-3} \text{ m}^2\text{kg}^{-1}$. 

---
For comparison with experiment the Monte Carlo code discussed in chapter 5 was run for the first and last water depths (27.9 and 87.9 mm). Thus a 662 keV point source was placed at these distances below the surface of a semi-infinite volume of water, while the detection plane was placed such that the source-detector distance was 87.9 mm (i.e. first at 60 mm above the surface, then on the surface). The results are plotted in Figure 6.6.

Figure 6.6. Results of a Monte Carlo simulation corresponding to two depths of water (solid line: 87.9 mm; dotted line: 27.9 mm). Increasing the water depth causes an increase in the flux of scattered photons as well as attenuation of the primary peak. In addition the peak of scattered photons moves to lower energies– the increased depth causes more photons to be multiply scattered to yet lower energies.

Clearly the Monte Carlo simulation is only a very crude approximation to the real apparatus– most importantly the detector response and fluorescence from the lead shielding are removed. Both spectra show an increase in scattered photons as energy decreases, though this peaks at a lower energy for the deeper water.
6.2 Backscatter Densitometry

To investigate the possibility of backscatter density measurement with a low energy source ($^{241}\text{Am}$ at 59.5 keV), a test rig was designed by the author and M. Whyndham and built at UKC. The purpose of this is to hold an $^{241}\text{Am}$ source (encapsulated in a small stainless steel cylinder) and allow an adjustably collimated beam to be projected into the sample material.

Since the design of the MUPUS densitometer changed from the backscatter to the attenuation technique experiments with the collimation device were accorded a lower priority. Useful work could certainly be done with this system, however, and it remains available for future use. Attenuation experiments could be performed as well as the backscatter experiments for which it was originally designed. Figure 6.7 shows the apparatus in cross-section.

![Diagram of the apparatus designed by the author and built to house the $^{241}\text{Am}$ source purchased. The device is designed to provide an adjustable collimated beam of 59.5 keV photons. Both backscatter and attenuation experiments could be carried out with this apparatus. For a space instrument with fixed collimation the housing would be much smaller– < 10 mm in diameter and perhaps 20 mm in length depending on the collimation required.]

Figure 6.7.
6.3 Conclusions

The initial series of attenuation experiments in section 6.1 verified that a CdTe detector could be used to detect 662 keV radiation from a $^{137}$Cs source and observe its attenuation by an increasing thickness of intervening material. The attenuated spectra clearly show effects attributable to scattering outside the detector and detector response phenomena. These effects produce an apparent attenuation that is close to the theoretical value (for 662 keV photons) in two distinct windows. The first lies just below the Compton edge while the second lies close to the photo-peak. In this experiment the second region is rather less well identified than the first, which spans approximately three of the coarse channel bins.

Extensive further work is required to optimise the detection system, using a larger CdTe detector. The current detector is 2 mm thick and thus has an efficiency at 662 keV of just below 10 %. Off-the-shelf commercially produced detector crystals are available in different sizes up to about 5 mm thickness, though larger custom-made crystals can certainly be made up to about three times this value. The implementation of rise time compensation may be worth considering– this would improve the resolution of the photo-peak. So-called ‘co-planar grid’ detectors may also offer an improvement.

A range of different materials should be tried to determine the energy threshold below which elemental composition affects the measurement as well as density. This information would then be used to set the lower limit of the counting window in the real instrument. In view of the results presented here, calibration work would then be required to determine the real density dependence of the count rate.

CdTe and CZT detectors should be compared to enable an informed decision on their relative suitability. Both types of detector should also be characterised over the range of temperatures to be encountered on the comet surface– information on their performance below -40°C is sparse. The two competing effects are the decrease of leakage current (a source of noise) with decreasing temperature and the increase in the lifetime of charge traps in the detector material (resulting in a loss of gain and resolution).
7 Penetrometry Measurements using the Rosetta Lander’s Anchoring Harpoon

Measurements of the deceleration or force encountered by a penetrating body may be used to derive information about the mechanical properties of the target material. Several parts of the Rosetta Lander are potentially available to perform penetrometry. These are listed in Table 7.1.

**Table 7.1.** Penetrometry measurements on the Rosetta Lander.

<table>
<thead>
<tr>
<th>Opportunity for Penetrometry Measurements</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landing gear (feet)</td>
<td>Information on the compressive strength of the surface material may be derived from the impact deceleration and the depth to which the feet sink into the surface on landing. Accelerometry measurements will be made by the Lander system itself rather than the payload.</td>
</tr>
<tr>
<td>Anchoring harpoon</td>
<td>The MUPUS accelerometer (ANC-M) in the anchoring harpoon will record its deceleration in the surface material. An identical backup harpoon will be available.</td>
</tr>
<tr>
<td>MUPUS thermal probe</td>
<td>Measurement of depth penetrated per hammer blow will provide information on the strength vs. depth of the surface material.</td>
</tr>
<tr>
<td>Sampling drill</td>
<td>Measurements of resistance to drilling vs. depth may provide information on the strength vs. depth of the surface material.</td>
</tr>
</tbody>
</table>

This chapter is concerned with the MUPUS ANC-M subsystem, an accelerometer mounted in the Lander’s anchoring harpoon which will be fired into the surface immediately after touchdown of the Lander. While the prime purpose of the anchor is to secure the Lander on the surface to prevent rebound and allow mechanical operations, it also provides a convenient means to study the mechanical properties and possible layering of the near-surface material. Much of the chapter is derived from a collaborative publication (Kömle et al., 1997). The author worked with Dr. Norbert Kömle at the Institut für Weltraumforschung in Graz for a total of nearly eight weeks during summer 1996 and spring 1997. The literature survey, experiments, data analysis, interpretation and
generation of the text and many of the diagrams were all carried out collaboratively with Dr. Kömle. The main series of experiments were carried out using an amplifier designed by H. S. Jolly and with the assistance and advice of M. Dziruni. G. Kargl provided input throughout the process, including help with the data analysis. J. Stöcker and M. Thiel provided input for the section concerned with the anchoring system itself, though this is not included in its entirety here.

The anchor will have a mass of about 0.1 kg, a diameter of 15 mm and a total length of about 154 mm. The tip will be a sharply pointed cone of length ~60 mm, protruding from which will be a number of barbs. Behind the cone a cylindrical section will hold the MUPUS accelerometer and temperature sensor, as well as hinged flukes to dig into the soil as the harpoon cable is rewound after firing. The anchor will be fired into the surface at $40 \rightarrow 60 \text{ ms}^{-1}$. An identical backup anchor will be available immediately if the first fails to secure the Lander.

### 7.1 Introduction

The main task of the Rosetta Lander is a detailed investigation of the chemical, isotopic and mineralogical composition and physical state of the near-surface material of the target comet (46P/Wirtanen). A particular challenge of this project is the need to land on a body with almost zero gravity and to perform various operations over an extended period of time. The Long-term Automated Landers (LALs) of the Phobos missions launched in 1988 represent the only previous attempt to do this, though both Phobos craft were lost before the landers could be deployed (Surkov, 1997). In the case of the Rosetta Lander the mission is intended to last at least six months, following initial landing on the nucleus at about 3 AU heliocentric distance.

In this chapter the forces that may act on the spacecraft after it has come to rest on the surface are investigated (section 7.2) and the expected range of material properties of the surface matter (section 7.3) are reviewed. Based on this analysis, technical concepts are presented which should lead to a safe anchoring of the Lander on the cometary surface and thus allow for the planned surface operations (drilling and sample collection, deployment of instrument sensors, etc.; see the RoLand Proposal to ESA (1995) and the Rosetta Lander ESA Critical Design Review (1997) for more detailed descriptions). A secondary purpose of this anchoring device is its use as a scientific instrument that may yield valuable data concerning the physical properties of the cometary near-surface layers. It will be equipped with a shock accelerometer and a temperature sensor. These two sensors are part of the
MUPUS experiment, which has been selected as part of the Lander payload (MUPUS Proposal, 1995; Spohn et al., 1996).

As described in more detail by Kömle et al. (1997), the anchor will be shot into the cometary soil with the aid of a cartridge-driven piston. The accelerometer is used to record the deceleration history, when the projectile (anchor) penetrates the surface. From the signal obtained during this process, conclusions concerning the strength and other properties of the penetrated material will be derived. In particular, it should be possible to detect discontinuous changes of the material’s strength (at least on a qualitative level) by comparing the signal with results from laboratory experiments on analogue materials. Structural and mechanical properties measured by the accelerometer can be compared with depth profiles from the MUPUS thermal probe as it is hammered in, as well as other subsurface devices such as the sampling drill. It may also be possible to correlate the penetrometry profiles with variations in thermal properties and density (Ball et al., 1997) as measured by the MUPUS probe, and with chemical profiles obtained by the sampling drill.

The development of distinct boundaries, across which both the chemical composition and the physical / mechanical properties of the material change abruptly, is predicted by various theoretical models describing the thermal evolution of an originally homogeneous low density mixture of minerals with ices of different volatility (Espinasse et al., 1991; Steiner and Kömle, 1993; Kossacki et al., 1994; Seiferlin et al., 1995). It has also been experimentally observed in comet simulation experiments (KOSI) performed at DLR Cologne (Grün et al., 1991; Hsiung and Rössler, 1991) and related experiments at IWF Graz (Kömle et al., 1996; Kossacki et al., 1997).

7.1.1 Penetrometry of planetary surface materials– a brief review

Early work in the field of dynamic penetrometry (as opposed to the constant rate or static cone methods) with application to space missions was performed by NASA in the 1960s (McCarty and Carden, 1962). Penetrometry and other soil mechanics studies conducted by the Surveyor and Apollo missions produced values for cohesion, friction angle and shear strength (Scott and Robertson, 1969; Mitchell et al., 1972, 1974). The Soviet Union used penetrometry to analyse the surface of the Moon in the Luna 13 (Cherkasov et al., 1968a) and Lunokhod 1 and 2 (Leonovich et al., 1974, 1975; Mitchell et al., 1972) missions. A useful summary of Lunar surface penetrometry can be found in chapter 9 of the Lunar Sourcebook (Heiken et al., 1991). Penetrometry was also used on
Venus by *Venera 13* and *Venera 14* (Kemurdzhian *et al.*, 1983; Surkov *et al.*, 1984). Penetrometers were carried on the *PROP-M* rovers of the *Mars 2, 3, 6* and *7* landers– they were all lost before the rovers could be operated, however (Kemurdzhian, 1990; Kemurdzhian *et al.*, 1993). Both the *PROP-F* hopper (Kemurdzhian *et al.*, 1989) and the Long-term Automated Landers (*LALs*) of the *Phobos* missions launched in 1988 carried penetrometers, though again the spacecraft were lost before the landers could operate. Soil mechanics investigations were carried out using the two *Viking* landers though no dedicated instrumentation was included in the payload (Moore *et al.*, 1977). More recently, an impact penetrometer (ACC-E) was developed for the Surface Science Package of the *Huygens* Titan probe (Lorenz *et al.*, 1994).

Two large Martian surface penetrators were carried by *Mars 96* (Surkov, 1997). The New Millennium mission *Deep Space 2* will send two small ‘Microprobe’ penetrators to the surface of Mars on board the *Mars Surveyor 1998* Lander spacecraft. The Japanese spacecraft *Lunar-A* will carry two penetrators to the Moon (Mizutani, 1995), though three were originally intended. In these cases, however, the primary goal is safe delivery of the payload into the surface, rather than penetrometry alone. NASA’s ill-fated *CRAF* mission proposal also included a penetrator. Many missions in the future will no doubt employ a wide range of payload-delivery penetrators.

On Earth, penetrometry has been used for many years in soil science (Lunne *et al.*, 1997), civil engineering, military applications and for studies of snow and ice (Young and Keck, 1971; Swinzov, 1972; Cole and Stevens, 1987). Many models of the penetration process for a number of different regimes have been put forward, including those of Allen *et al.* (1957), Young (1969), Wang (1971), Forrestal and Luk (1992), Boguslavskii *et al.* (1996) and Anderson *et al.* (1996). In this chapter experimental accelerometry data is interpreted in terms of the strength of the penetrated material. In particular the model proposed by Anderson *et al.* (1996) is applied.

### 7.2 Force Balance on the Surface of a Comet Nucleus- the Rationale for Lander Anchoring

In order to demonstrate the need to anchor a comet lander one needs to consider the forces that may act on the lander after it has come to rest on the surface, as shown in Figure 7.1. Here the following have been considered:

1. $F_{\text{grav}}$, the gravitational attraction between nucleus and lander (i.e. weight of the lander),
2. $F_{\text{cent}}$, the repulsive centrifugal ‘force’,
3. $F_{\text{drag}}$, the drag force due to outflow of volatiles from active areas (the gas flow may also carry dust particles which give rise to an additional force $F_{\text{dust}}$ due to impacts),

4. $F_{\text{rad}}$, the solar radiation pressure,

5. $F_{\text{seis}}$, due to seismic motion of the cometary surface (this may be induced thermally or by impact of dust particles on the nucleus),

6. $F_{\text{el}}$, electrostatic repulsion,

7. $F_{\text{reac}}$, the reaction from lander components accelerated during deployment or pushed into the surface during lander operations, and

8. $F_{\text{anc}}$, the tension achieved in the anchoring cable.

**Figure 7.1. Schematic diagram of the Rosetta Lander on the surface of the comet nucleus, showing the main natural forces acting on the Lander (RoLand demonstration model photo: DLR).**

A summary of these forces and their directions is given in Table 7.2. Considering the worst case (all repulsive forces acting in parallel), the Lander is only certain to remain at the surface without anchoring if

$$F_{\text{grav}} > F_{\text{cent}} + F_{\text{drag}} + F_{\text{dust}} + F_{\text{rad}} + F_{\text{seis}} + F_{\text{el}} + F_{\text{reac}}.$$  

(7.1)
Table 7.2. Forces acting on a cometary lander. See text for definition of symbols.

<table>
<thead>
<tr>
<th>Force</th>
<th>Direction(s)</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight of the lander (gravitational force)</td>
<td>Towards centre of mass of nucleus</td>
<td>( F_{\text{grav}} = M \cdot \frac{1}{2} \pi R_c \rho_c G )</td>
</tr>
<tr>
<td>Centrifugal force</td>
<td>Outwards from nucleus rotation axis</td>
<td>( F_{\text{cent}} = M \cdot \frac{4 \pi^2 R_c \cos \delta}{P^2} )</td>
</tr>
<tr>
<td>Drag from evolved gas</td>
<td>Mostly radial away from nucleus, possibly some tangential component (wind)</td>
<td>( F_{\text{drag}} = 4 R^2 C_D a e \frac{b}{T} )</td>
</tr>
<tr>
<td>Impact of dust particles</td>
<td>Complex (mostly radial) flux, partially coupled to gas flow</td>
<td>( F_{\text{dust}} = \text{momentum transferred per unit time; related to gas flow} )</td>
</tr>
<tr>
<td>Solar radiation</td>
<td>Anti-solar direction (day only)</td>
<td>( F_{\text{rad}} = \frac{\pi R^2}{c} \cdot \frac{1371 \text{[Wm}^2\text{]}}{(d \text{[AU]})^2} )</td>
</tr>
<tr>
<td>Passage of seismic waves</td>
<td>Many</td>
<td>( F_{\text{seis}} = \frac{4 \pi^2 M z_0}{\tau^2} )</td>
</tr>
<tr>
<td>Electrostatic</td>
<td>Normal to nucleus surface (repulsive)</td>
<td>( F_{\text{el}} = \pi R^2 \cdot \frac{en_\text{p} \Phi}{2} )</td>
</tr>
<tr>
<td>Reaction from moving parts (e.g. drill &amp; deployable experiments)</td>
<td>Many (upwards for devices lowered to surface or drilling into it)</td>
<td>( F_{\text{reac}} = \text{mass of moving part} \times \text{velocity} / \text{acceleration time} )</td>
</tr>
<tr>
<td>Anchor cable tension</td>
<td>Downwards</td>
<td>( F_{\text{anc}} ) determined by harpoon rewind motor</td>
</tr>
</tbody>
</table>

To consider the sizes of these forces one should take as input parameters the current dimensions of the Rosetta Lander design, which has a mass \( M \) of 75 kg and a radius \( R \) of 0.45 m. For the nucleus of 46P/Wirtanen the first edition of the nucleus reference model compiled by Möhlmann (1996) will be used. In particular the values given therein for nucleus radius \( R_c \) (700 ± 100 m), surface gravity \( g \) (1.89 × 10^{-5} (min), 7.83 × 10^{-5} (nom), 2.38 × 10^{-4} (max) ms^{-2}) and active region surface temperature \( T \) (130 → 215 K) are employed. In addition rotation periods \( P \) of 5, 7 and 10 hours will be considered. The
results of the following estimates for the various forces are also displayed graphically in

Figure 7.2

The weight of the lander is given by

\[ F_{\text{grav}} = M g \]  

(7.2)

which produces values of \(1.4 \times 10^{-3}\) (min), \(5.9 \times 10^{-3}\) (nom) and \(1.8 \times 10^{-2}\) (max) N. The quantity \(g\) can of course be expressed in terms of the density of the comet \(\rho_c\), the radius \(R_c\) and the gravitational constant \(G\), to give

\[ F_{\text{grav}} = M \cdot \frac{4}{3} \pi R_c \rho_c G \]  

(7.3)

From rotational dynamics the expression for the centrifugal "force" is:

\[ F_{\text{cent}} = M \cdot \frac{4 \pi^2 R_c \cos \delta}{P^2} \]  

(7.4)

where \(\delta\) is the angular distance from the equator (i.e. latitude). Here \(\delta\) is assumed to be 0 to obtain an upper limit. For periods of 5, 7, and 10 hours one obtains values for \(F_{\text{cent}}\) of \(6.4 \times 10^{-3}\), \(3.3 \times 10^{-3}\) and \(1.6 \times 10^{-3}\) N respectively.

Following Grün and Jessberger (1990), the gas drag force can be expressed as

\[ F_{\text{drag}} = \pi R^2 C_D \cdot \frac{\rho_g u_g^2}{2} \]  

(7.5)

where \(\rho_g\) is the gas density and \(u_g\) is the average emission velocity of the sublimated molecules. The drag coefficient \(C_D\) is usually taken to be equal to 2 (Probstein, 1968), which corresponds to elastic collision of the molecules with a sphere and no collisions among the molecules on the size scale of the sphere (in this case the comet lander).

The drag force in an active area (e.g. free sublimation of H\(_2\)O ice) is actually controlled by the local ice temperature. Taking the outflow velocity as equal to the average thermal speed,

\[ u_g = \sqrt{\frac{8kT}{\pi m}} \]  

(7.6)

The sublimation rate (emitted molecules per unit area) is given by the Clausius-Clapeyron equation:

\[ Z = \frac{ae^{-\frac{b}{T}}}{\sqrt{2\pi nkT}} \]  

(7.7)
and the gas density according to the ideal gas law is

$$\rho_g = \frac{ae^{-\frac{b}{T}}m}{kT}, \quad (7.8)$$

where the pressure is assumed to be approximately equal to the saturation pressure $ae^{b/T}$.

The expression for the drag force may thus be re-written as

$$F_{\text{drag}} = 4R^2C_Dae^{-\frac{b}{T}}. \quad (7.9)$$

For water ice the vapour pressure constants are: $a = 3.56 \times 10^{12}$ Pa, $b = 6141.667$ K (Fanale and Salvail, 1984). The temperature range $130 \rightarrow 215$ K has been used for an active area, as given in the nucleus reference model. $170$ K was chosen as an intermediate temperature. This produces $1.8 \times 10^{-8}, 1.2 \times 10^{-3}$ and $2.3$ N with increasing temperature.

In addition to drag produced directly from the gas flow, dust particles accelerated by the gas will also produce a force $F_{\text{dust}}$ on the lander, namely the rate of transfer of momentum from particle impacts. This will add to $F_{\text{drag}}$ in some complex way, though one can probably say that it will be of the same order as the gas drag on the basis that dust to gas ratios are of order $1$.

Radiation pressure, acting in the anti-solar direction, is given by

$$F_{\text{rad}} = \frac{\pi R^2}{c} \frac{1371 \text{[Wm}^{-2}]}{(d\text{[AU]})^2}, \quad (7.10)$$

with the assumption that the lander’s surface, most of which is covered by solar cells, has zero reflectivity. From (7.10) one obtains for the solar radiation force on a sphere with $0.45$ m radius a value of $F_{\text{rad}} = 2.9 \times 10^{-6}$ N at 1 AU, $7.3 \times 10^{-7}$ N at 2 AU and $3.2 \times 10^{-7}$ N at 3 AU.

Both Earth-based radar and infrared observations (Campbell et al., 1989; Campins et al., 1990) and model calculations (Richter and Keller, 1995) give strong hints that comet nuclei are accompanied by a cloud of debris of decimetre- or even metre-sized particles. These particles may collide either with the lander itself or (hopefully the more probable case!) with the cometary surface. This may cause seismic oscillations at a range of frequencies and amplitudes depending on the specific conditions. To see how seismic forces might act on the lander due to such impacts, or indeed any internally induced oscillations due to thermal processes one can use the following very basic example. Consider the passage of a wave with maximum displacement $z_0$ (normal to the surface) and
period $\tau$. The peak acceleration associated with such a wave is then $4\pi^2z_0/\tau^2$. With $z_0 = 1$ nm and $\tau = 1$ s (one may expect such a period for the lowest vibrational mode of the nucleus), one obtains an acceleration of $3.9 \times 10^8$ ms$^{-2}$, and thus a force of $3.0 \times 10^{-6}$ N on a 75 kg lander. A displacement of 1 $\mu$m would produce a force of $3.0 \times 10^{-3}$ N. Higher frequency modes would produce larger forces for the same displacement.

To quantify the electrostatic repulsive force between comet and lander, one can use the expression from Mendis et al. (1981):

$$F_{el} = \pi R^2 \cdot \frac{en_e \Phi_s}{2} .$$  \hspace{1cm} (7.11)

The electrostatic repulsion is determined by the magnitude of the electrical potential $\Phi_s$ on the comet surface and the local electron density $n_e$ ($e = 1.602 \times 10^{-19}$ C, the elementary charge). According to Mendis et al. (1981) a positive potential of the order $5 \rightarrow 10$ V may exist near the sub-solar point of the nucleus surface, while near the terminator and on the night side much higher negative potentials (up to several thousand volts!) could be present. The reason for this expected charging of the nucleus is the interaction of solar wind particles with the solid nucleus surface on the one hand and the emission of photoelectrons due to the solar UV flux on the other. Thus it might only play a role as long as no substantial coma and magnetic cavity have formed at the comet.

With the assumption of 5 V near the sub-solar point and -2000 V on the dark hemisphere one certainly covers the range of possibilities. In order to calculate the electrostatic force on the lander at solar distance $d$, the electron number density given by Mendis et al. (1981),

$$n_e = \frac{3.4 \times 10^7 \left[ m^{-3} \right]}{(d[AU])^2} ,$$  \hspace{1cm} (7.12)

is used. Taking values for the magnitude of the electric potential as 5, 100 and 2000 V one obtains forces of $8.7 \times 10^{-12}$, $1.7 \times 10^{-10}$ and $3.5 \times 10^{-9}$ N respectively.

Reaction forces from lander parts accelerated during deployment or pushed into the surface during lander operations can only be estimated without detailed knowledge of the mechanisms concerned. As a numerical example, however, consider a 0.1 kg package accelerated to a velocity of $10^{-3}$ ms$^{-1}$ within 1 s. This case might correspond to a sensor being lowered slowly to the nucleus surface from the lander body by an electrical motor. The corresponding force is $10^{-4}$ N. Velocities of $10^{-2}$ and $10^{-4}$ ms$^{-1}$ are also used as alternative examples.
Summarising, one arrives at the following conclusions:

1. Electrostatic forces can be safely neglected. Even under the most extreme conditions (night side potentials) and a very low density comet they remain orders of magnitude below the gravitational force.

2. Solar radiation pressure can also be neglected, though by a smaller margin.

3. For a fast-rotating low density nucleus, centrifugal forces at the equator can exceed the gravitational force.

4. The strongest repulsive force is the gas drag in an active region. At 3 AU the drag force in a sublimating water ice region may well exceed the gravitational attraction considerably. As the comet approaches perihelion the drag force becomes two orders of magnitude larger than gravitational attraction, thus being the dominant force.

5. Reactive forces due to lander activities would become significant for accelerations only slightly higher than those considered here— the minimum $F_{\text{grav}}$ is only 40% higher than the maximum $F_{\text{reac}}$.

6. Seismic oscillations are worthy of further investigation. If the assumptions made here are realistic, seismic forces could be the third most significant natural force opposing weight on a comet nucleus.

Based on these conclusions one can now examine the balance between weight and gas drag as the main issue with regard to the lander remaining on the nucleus surface unaided by anchoring.

With the Rosetta Lander’s polygonal shape the gas drag will be rather larger than for the assumed sphere of 0.45 m radius. Apart from securing the Lander as a whole, it must be kept in mind that sensors or experiment units deposited loosely on the surface (i.e. only connected to the main body by a cable) could be levitated by gas drag, if the size to weight ratio exceeds a critical value. From the equations for gravitational attraction (7.3) and gas drag (7.9) one obtains an expression for the critical radius $R_{\text{max}}$ of a spherical body of mass $M$:

$$ R_{\text{max}} = \sqrt{\frac{\pi R \rho_s G M}{b}} \cdot \frac{1}{3 C_D a e^{\frac{b}{r}}} . $$

Spherical particles with a radius greater than $R_{\text{max}}$ for their particular mass are ejected from the surface by gas drag.
Figure 7.3 shows $R_{\text{max}}$ versus mass for spheres ($C_D = 2$) above an active area, for three different temperatures of a freely sublimating H$_2$O surface. Minimum, nominal and maximum values of surface gravity were again taken from the nucleus reference model (Möhlmann, 1996). The radius and mass of the Lander are also shown, as well as contours bounding an estimated density range for surface experiments. The lower bound might correspond to an enclosed package such as the Lander’s main body, while the upper bound might represent some kind of solid-state sensor or mechanism deposited on the surface.

The results obtained from the model calculations clearly indicate that some additional fixation of the spacecraft to the cometary surface is an absolute necessity for the success of the mission, in particular for a long term lander, which is intended to perform measurements from the time of landing until the comet approaches perihelion.

Figure 7.2. Comparison of the various forces acting on the Lander, based on the calculations in the text.
Figure 7.3. Critical radius for a sphere (i.e. the radius above which it would be ejected by gas drag) as a function of its mass, shown for three temperatures of exposed water ice surface. The continuous lines are for a nominal surface gravity of $7.83 \times 10^{-5}$ ms$^{-2}$, with dotted lines above and below for maximum ($2.38 \times 10^{-4}$ ms$^{-2}$) and minimum ($1.89 \times 10^{-5}$ ms$^{-2}$) values. The radius and mass of the Lander are shown for comparison. Also shown in grey are contours of constant density for 100 kgm$^{-3}$ (upper line) and 3200 kgm$^{-3}$ (lower line), corresponding to an estimated density range for objects placed on the surface (e.g. main body of the Lander or a deployed sensor).

### 7.3 Probable Mechanical Properties of the Cometary Surface

One of the critical parameters determining both the penetration depth and the holding capacity of an anchor is the shear strength of the cometary surface material. The currently available information is derived from four sources and has recently been summarised by Kührt et al. (1997) and by Möhlmann (1995):

1. Observations of splitting cometary nuclei give a lower limit for the tensile strength in the range $10 \rightarrow 100$ Pa. Klinger et al. (1989) discuss constraints on the tensile strength of Sun-grazing comets.
2. Compact ices (with or without embedded minerals) give values of the order \(10^6 \rightarrow 10^7\) Pa. This should be considered an absolute upper limit for compressive strength.

3. The (tentatively) most realistic values for the strength of the cometary surface come from laboratory simulations (KOSI experiments, DLR Cologne, 1987-1993). Mixtures of porous ice / mineral powders heated under vacuum conditions undergo a sintering process, which leads to the formation of cohesive, but still porous ice crusts with a resistance to penetration of \(10^4 \rightarrow 5 \times 10^6\) Pa (Kochan et al., 1989; Thomas, 1992). As an example, a measured strength profile of the experiment KOSI-3 is reproduced in Kömle et al. (1997). On comets, additional hardening of the near-surface material might occur due to the presence of organic substances (Kömle et al., 1996) and the influence of ionising radiation (Strazzula and Johnson, 1991).

4. A value in the range from \(10^5\) up to several times \(10^6\) Pa appears also consistent with the estimated internal strength of cometary fireballs, as pointed out by Kührt et al. (1997).

The Wirtanen Nucleus Reference Model (Möhlmann, 1996) takes a value of \(500 \pm 450\) Pa for the tensile stress required to disrupt the nucleus.

### 7.4 Penetration Model Including Friction and Dynamic Resistance

There are several models of penetration available in the published literature. Many derive from the same basic form (e.g., Allen et al., 1957):

\[-\frac{du}{dt} = \alpha u^2 + \beta u + \gamma,\]

where \(u\) is the velocity, \(t\) is time and \(\alpha, \beta, \gamma\) are parameters which may be a function of distance \(s\). An equivalent expression to the above can be obtained using \(\frac{du}{dt} = \frac{du}{ds} \frac{ds}{dt}\):

\[-\frac{du}{ds} = \alpha(s)u + \beta(s) + \frac{\gamma(s)}{u}.\]

The parameter \(\gamma\) is the static force resisting penetration, a combination of friction between the material and the penetrator and the strength of the material. \(\beta\) is associated with viscosity and wave propagation in the material and, according to Boguslavskii et al. (1996), is negligible for impact speeds below about 100 ms\(^{-1}\). Other workers disagree on
this point– see the survey of penetration models by Wang (1971). \( c u^2 \) is the dynamic resistance, analogous to a hydrodynamic drag force.

Here we shall make use of the model by Anderson et al. (1996), which is one of the easiest to apply. Anderson et al. assume \( \beta = 0 \), giving a deceleration equation as follows:

\[
-\frac{du}{dt} = \frac{1}{M} \int\int (C_D P_d + \sigma_d) \left( \cos \theta' + \mu_t \sin \theta' \right) dS ,
\]

where \( M \) is the mass of the penetrator. \( P_d \) is the dynamic pressure on a surface inclined at an angle \( \theta' \) to the direction of motion:

\[
P_d = \frac{1}{2} \rho u^2 \cos^2 \theta' .
\]

For a conical tip of half cone angle \( \theta \), \( \theta' = \pi/2 - \theta \) (see Figure 7.4). \( \rho \) is the bulk density of the target material and \( C_D \) is analogous to a hydrodynamic drag coefficient. \( \mu_t \) is the coefficient of friction and \( \sigma_d \) is the ‘deviatoric stress’ of the target material as it fails, and is thus a measure of its strength– presumably some complex combination of compressive and shear strength which may also depend on the strain rate.

![Figure 7.4](image-url)  
**Figure 7.4.** Schematic diagram showing the three stages of penetration and the associated variables for each case. Note that \( \theta' = \pi/2 - \theta \).
The integral in equation 7.16 is made over the ‘wetted’ surface of the penetrator in contact with the target material. It can be evaluated numerically at a particular time \( t \); one can then apply a finite difference scheme to find the evolution of the velocity \( u \) and path \( s \) of the penetrator tip. During the penetration of the anchor into the soil three stages have to be considered, as illustrated in Figure 7.4. Evaluation of the surface integral in terms of spatial co-ordinate \( h \) along the anchor symmetry axis (\( h = 0 \) corresponds to the anchor tip) gives for:

stage 1 (anchor tip not yet fully penetrated):

\[
-\frac{du}{dt} = \frac{2\pi}{M} \left[ \int_{0}^{h_1} C_D \left( \frac{1}{2} \rho \sin^2 \theta u^2 + \sigma_d \right) \left( \sin \theta + \mu \cos \theta \right) \sin \frac{\theta}{\cos^2 \theta} h \, dh \right].
\] (7.18)

stage 2 (anchor tip fully penetrated, but after-body not):

\[
-\frac{du}{dt} = \frac{2\pi}{M} \left[ \int_{0}^{h_1} \left( C_D \left( \frac{1}{2} \rho \sin^2 \theta u^2 + \sigma_d \right) \left( \sin \theta + \mu \cos \theta \right) \sin \frac{\theta}{\cos^2 \theta} h \, dh + \int_{h_1}^{h_1 + H_1} \sigma_d \mu \frac{D}{2} \, dh \right] \right].
\] (7.19)

and stage 3 (anchor tip and after-body fully penetrated):

\[
-\frac{du}{dt} = \frac{2\pi}{M} \left[ \int_{0}^{h_1} \left( C_D \left( \frac{1}{2} \rho \sin^2 \theta u^2 + \sigma_d \right) \left( \sin \theta + \mu \cos \theta \right) \sin \frac{\theta}{\cos^2 \theta} h \, dh + \int_{h_1}^{H_1} \sigma_d \mu \frac{D}{2} \, dh \right] \right].
\] (7.20)

For a stratified sample, these integrals must be computed numerically prior to each timestep. However, for a homogeneous target, they can be evaluated analytically for each penetration depth \( s \), because in this case \( \mu \) and \( \sigma_d \) are independent of the current penetrator depth. One obtains then a simplified form of Allen et al. ’s penetration equation with \( \beta = 0 \) and \( \alpha, \gamma \) depending on the current depth \( s \).

With the initial conditions \( s = 0 \) and \( u = u_0 \) at \( t = 0 \) the following finite difference scheme is applied:

\[
s_{i+1} = s_i + u_i \Delta t.
\] (7.21)

In order to calculate \( u_{i+1} \), the parameters \( \alpha_{i+1} \) and \( \gamma_{i+1} \) are required. These are evaluated for the current stage as follows:

For stage 1 (\( s_{i+1} < H_1 \)):

\[
\alpha_{i+1} = c_1 \frac{s_{i+1}^2}{2}.
\] (7.22)
\[ \gamma_{i+1} = c_2 \frac{s_{i+1}^2}{2} \]  

(7.23)

For stage 2 \((H_1 < s_{i+1} < L)\):

\[ \alpha_{i+1} = c_1 \frac{H_1^2}{2} \]  

(7.24)

\[ \gamma_{i+1} = c_2 \frac{H_1^2}{2} + c_3 (s_{i+1} - H_1) \]  

(7.25)

For stage 3 \((s_{i+1} > L)\):

\[ \alpha_{i+1} = c_1 \frac{H_1^2}{2} \]  

(7.26)

\[ \gamma_{i+1} = c_2 \frac{H_1^2}{2} + c_3 (L - H_1) \]  

(7.27)

Now the new velocity \(u_{i+1}\) can be evaluated:

\[ u_{i+1} = u_i - \left( u_i \gamma_{i+1} + \gamma_{i+1} \right) \]  

(7.28)

The calculation is terminated when the condition \(u_{i+1} = 0\) is approached, i.e. when the anchor tip comes to rest at a depth \(s_{\text{max}}\). The constants \(c_1, c_2\) and \(c_3\) are

\[ c_1 = \frac{2\pi}{M} C_D \frac{1}{2} \rho \sin^2 \theta \left( \sin \theta + \mu_t \cos \theta \right) \frac{\sin \theta}{\cos^2 \theta}, \]  

(7.29)

\[ c_2 = \frac{2\pi}{M} \sigma_d \left( \sin \theta + \mu_t \cos \theta \right) \frac{\sin \theta}{\cos^2 \theta}, \]  

(7.30)

\[ c_3 = \frac{2\pi}{M} \sigma_d \mu_t D \frac{D}{2}. \]  

(7.31)

Allen et al. also give a general analytical solution for a differential equation of the form \([7.14]\), which can be used when \(\alpha, \beta, \gamma\) are constants. This condition applies to that part of the penetration process into a homogeneous target, where the ‘wetted surface’ does not change any more with increasing depth, i.e. for stage 3 (and for stage 2 if friction is neglected). Adapting it to the case \(\beta = 0\) and applying as initial conditions the impact velocity \(u = u_0\) at the target surface \(s = 0\), one arrives at the following expressions for the velocity \(u(t)\), path \(s(t)\), and deceleration \(a(t)\):

\[ u(t) = \sqrt{\frac{\gamma}{\alpha}} \tan^{-1} \left( \frac{1}{u_0} \sqrt{\frac{\alpha}{\gamma}} \right) + \frac{1}{u_0} \sqrt{\frac{\gamma}{\alpha}} \right), \]  

(7.32)
\[ s(t) = \frac{1}{2 \alpha} \left[ \ln \left( \alpha u_0^2 + \gamma \right) - \ln \left( \alpha u^2 + \gamma \right) \right] , \quad (7.33) \]

\[ a(t) = \alpha u^2 + \gamma . \quad (7.34) \]

These analytical solutions could be used to check the accuracy of the numerical code.

In addition to models based on the acceleration equation \((7.14)\), the model of Forrestal and Luk (1992) is worthy of investigation in the context of MUPUS anchor penetrometry. It considers axi-symmetric elastic deformation, Mohr-Coulomb failure and plastic deformation of independent discs of target material as the penetrator moves through them, opening a circular void in the material. Since the model is already based on stacked layers it could be applied rather naturally to layered targets.

### 7.5 Harpoon Test Shots

This section describes the harpoon apparatus set up at IWF Graz and the results of penetration tests using various targets. The results for sand, sharp gravel and a coarse, low-density granular material are compared with model calculations based on equations 7.21 → 7.28.

#### 7.5.1 Experimental set-up

As a first step towards the realisation of the anchoring harpoon device a test rig was installed at IWF Graz (Figure 7.5). It consists of a commercial pneumatic harpoon, which allows the acceleration of an approximately 0.7 m long metal arrow to an initial speed of about 21 ms\(^{-1}\). Instead of the original arrow tip a model anchor containing the accelerometer sensor was attached at the front end. The half cone angle of the model anchor was 15°, its diameter 20 mm and its length 110 mm. The accelerometer cable is stored to an appropriate length (to allow for the motion of the arrow in response to the shot) in loose coils close to the harpoon and finally connected to the data acquisition system. Shots were performed vertically downwards into a sample container of about 1 m depth.

Two different types of shock accelerometers were tested. Initially a piezoelectric sensor with high impedance output was used. This sensor needs a charge amplifier in order to obtain a detectable signal (for a more detailed description, see the report by Dziruni and Kömle, 1995). Spurious signal components caused by the fast motion of the coaxial cable (in particular unpredictable zero shifts of the voltage output) make the quantitative
interpretation of these accelerometer signals quite difficult. In order to overcome these difficulties, subsequently a sensor with a built-in electrometer amplifier was used, which gives a low impedance signal already at the sensor output side, with no need for further amplification. Conditioning of the accelerometer signal was performed by an electronic circuit built at UKC. This unit represents also the first breadboard model for a part of the *MUPUS* experiment. As the results presented in the following subsection show, use of a sensor with internal amplification circumvents most of the problems encountered in connection with the fast moving cable.

Figure 7.5. Experimental apparatus for test shots. A model anchor containing the accelerometer sensor was mounted in the tip of a (commercial) pneumatic harpoon and shot into various samples. A reasonable length of cable was coiled close to the harpoon nozzle, in order to avoid cable damage during the shot. The arrow achieved a velocity of about 21 ms\(^{-1}\).
7.5.2 Results

During the first test campaign using the shock accelerometer with internal amplification (June-July 1996), 28 harpoon shots into various samples were performed. From this data set six shots were selected for closer analysis and interpretation, based on their differing target characteristics and the typicality of the signals obtained. Table 7.3 summarises the composition and structure of these six samples and lists the penetration depth of the arrow after the shot. The acceleration time histories are shown in the upper panels of Figures 7.5, 7.6, 7.7, 7.8, 7.9 and 7.10. The lower panels show the result of successive integration to obtain velocity and distance vs. time.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sample composition and structure (top to bottom)</th>
<th>Penetration depth [m]</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td># 1</td>
<td>0.78 m water 30 mm hard wood 10 mm soft wood fibre board</td>
<td>0.82</td>
<td>wooden plate split due to shot</td>
</tr>
<tr>
<td># 2</td>
<td>0.9 m quartz sand: grain size 0.7 → 1.2 mm average density: 1330 kgm$^{-3}$</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td># 3</td>
<td>0.26 m quartz sand 10 mm soft wood fibre board 0.26 m quartz sand 10 mm soft wood fibre board 0.48 m quartz sand</td>
<td>0.54</td>
<td>Arrow stopped by second wood fibre board</td>
</tr>
<tr>
<td># 4</td>
<td>0.5 m sintered water ice, rather inhomogeneous (hard ice chunks of several cm size mixed with small ice grains) average density: 570 kgm$^{-3}$</td>
<td>0.25</td>
<td>Sample prepared by KOSI method at liquid nitrogen temperature; warmed up and re-cooled several times in order to allow for sintering processes to take place.</td>
</tr>
<tr>
<td># 5</td>
<td>Homogeneous sample of sharp gravel; average diameter: 5 mm, average density: 1390 kgm$^{-3}$</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td># 6</td>
<td>Homogeneous sample of Leca-porous baked clay grains of roughly spherical shape; often used as mulch in large plant containers. diameter 10 → 20 mm. average density: 260 kgm$^{-3}$.</td>
<td>0.535</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.3. Samples used for harpoon shots and final penetration depths of the arrow tip.
There are a few features common to all shots that should be discussed first. Upon release of the shot, the harpoon undergoes a constant acceleration of approximately 50 g for about 40 ms (the start of the acceleration period is denoted by A in Figure 7.6). As the rear end of the arrow leaves the harpoon nozzle (and simultaneously the piston accelerating the arrow is stopped inside the harpoon), it experiences a sharp deceleration pulse (indicated by B in Figure 7.6), which excites eigen vibrations of the arrow. These oscillations occur in all records and have nothing to do with the nature of the penetrated material. Filtering or smoothing can be applied if the mean level of the acceleration signal needs to be studied, but for the purposes of integration (to obtain velocity and distance) the oscillations cancel out over short timescales and become insignificant, as shown in the centre and lower panels of the figures. For all shots the surface of the target material is indicated (denoted by C).

7.5.3 Preliminary analysis

On integrating the raw data, one found that a small mean offset in the acceleration (which was probably caused by the amplifier) had to be subtracted. This constrained the data in such a way that the total velocity change from start to stop was zero. Having done this the data was integrated to produce a profile of velocity vs. time as shown in the centre panels. The slight deceleration visible in each case during the free flight phase is possibly due to the drag caused by acceleration of the cable. The velocity data was then integrated once more to produce profiles of distance vs. time.

Having obtained both acceleration vs. time and distance vs. time, these data sets were combined to produce acceleration vs. distance, which enables easier interpretation of the signal in terms of variation of properties with target depth. These profiles are shown in the upper panels of Figures 7.11, 7.12, 7.13, 7.14, 7.15 and 7.16, where the sign convention is now such that distance travelled increasing from zero at the firing position. On comparing the total distance travelled obtained in this way with that actually measured after each shot, it can be seen that the signal-derived value is slightly less than the real value in each case. This could be explained by the decrease in sensitivity of the sensor at lower frequencies, which would result in an underestimate of the true accelerations and decelerations.

Figure 7.6 shows the motion of the arrow through a 0.78 m deep water layer. The time when the arrow tip enters the water is almost invisible on the plot (point C). On arrival at the bottom, the arrow tip hits a 30 mm thick wooden plate, splits the plate, and penetrates slightly the underlying soft sheet. Both events (D and E) are clearly resolved on
the record. The deceleration within the water is very low, as can be seen from the almost symmetric shape of the oscillation envelope. The eigen frequency mode of the arrow at about 2.5 kHz is seen as a distinct feature when the signal is Fourier transformed.

In Figure 7.7 a shot into a sample of quartz sand is shown. At point C the arrow tip hits the surface, and in a depth of 0.67 m it comes to rest, without having reached the sample bottom. The average level of deceleration in the sand is about 30 g in the lower part and 50 g in the upper part. Figure 7.8 shows again a shot into a quartz sand sample, which is, however, interrupted by two soft wood fibre boards of 10 mm thickness. After having hit the sand surface (point C) the arrow moves through the upper sand layer (0.25 m), penetrates the first board (point D), and finally comes to rest when it hits the second board in a depth of 0.54 m (point E).

Figure 7.9 shows a shot into sintered water ice. The sample was prepared by applying the method known from KOSI experiments (spraying of water droplets into a Dewar filled with liquid nitrogen). The resulting sample was a mixture of large ice chunks (several centimetres size) with fine grains. The average density of the sample was 570 kgm\(^{-3}\), corresponding to a porosity of about 30%. The arrow penetrated the hard surface, moved through a softer layer of finer material, and finally got stuck at a depth of approximately 0.25 m by hitting an ice chunk (this was verified after removal of the arrow).

Figure 7.10 shows a shot into sharp gravel, average grain size ~5 mm, average density 1390 kgm\(^{-3}\). The penetration depth was 0.44 m, rather shallower than the sand of similar density (#2). This could be due to the sharpness of the grains which results in a more rigid, interlocked packing structure than the sand. As with shot #2 the largest deceleration peak is seen just below the surface. The velocity profile shows the boundaries between the three penetration stages particularly clearly.

Figure 7.11 was obtained using Leca, a mulching material consisting of roughly spherical, porous baked clay grains. The average density obtained with this material was 260 kgm\(^{-3}\), the lowest target density used so far in this shot programme. A penetration depth of 0.535 m was achieved. Again the greatest deceleration is seen just below the surface. The stage boundaries are seen less clearly in the velocity profile, which is more curved than shot #5. Small bumps can be seen in the profile, most noticeably in the 80 \(\rightarrow\) 100 ms region.
Figure 7.6.  Harpoon shot (#1) into water + wooden plate. The upper panel shows the accelerometer signal for the duration of the shot, with a small offset correction to ensure that the total velocity change from start to finish is zero. The centre panel shows the velocity as obtained by integrating the accelerometer signal. The lower panel shows the distance travelled as obtained by integrating the velocity.
Figure 7.7. Harpoon shot (#2) into quartz sand. The format of the plots is analogous to Figure 7.6.
Figure 7.8. Harpoon shot (#3) into sand + 2 soft plywood plates. The format of the plots is analogous to Figure 7.6. D and E denote the positions of the harder layers.
Figure 7.9. Harpoon shot (#4) into porous ice. The format of the plots is analogous to Figure 7.6.
Figure 7.10. Harpoon shot (#5) into sharp gravel. The format of the plots is analogous to Figure 7.6.
Figure 7.11. Harpoon shot (#6) into Leca (porous baked clay grains, roughly spherical in shape with diameters in the range 10 → 20 mm). The format of the plots is analogous to Figure 7.6.
Figure 7.12. Harpoon shot (#1) into water + wooden plate. The acceleration signal is plotted vs. distance travelled from the firing position. The upper panel uses the distance obtained by double integration, while the lower panel shows the profile stretched to fit the measured distance.
Figure 7.13. Harpoon shot (#2) into quartz sand. The format of the plots is analogous to Figure 7.12.
Figure 7.14. Harpoon shot (#3) into sand + 2 soft plywood plates. The format of the plots is analogous to Figure 7.12. D and E denote the positions of the harder layers.
Figure 7.15. Harpoon shot (#4) into porous ice. The format of the plots is analogous to Figure 7.12.
Figure 7.16. Harpoon shot (#5) into sharp gravel. The format of the plots is analogous to Figure 7.12.
Figure 7.17. Harpoon shot (#6) into Leca. The format of the plots is analogous to Figure 7.12.
7.5.4 Comparison with modelling results

In the following analysis the penetration model of Anderson et al. (1996) is applied first to the harpoon shot #2, namely the penetration of the arrow into a quartz sand sample. As this sample had a more or less homogeneous structure, the semi-analytic version worked out in section 7.4 can be used. Table 7.4 lists the constrained and fitted parameters. The mass $M$ of the arrow, its main dimensions and shape (diameter $D$, length $L$, half cone angle $\theta$), and the impact velocity $u_0$ are rather well constrained. Furthermore, the bulk density of the sand $\rho$ and the final penetration depth $s_{\text{max}}$ of the arrow tip, have been independently determined. As fit parameters there remain $\sigma_d$, $\mu_f$, and the drag coefficient $C_D$. Figure 7.18, Figure 7.19 and Figure 7.20 summarise the results of the parameter study, while the values of the fitted parameters are shown in Table 7.5. In all three figures the measured deceleration signal (from the point of impact to the final penetration depth) is plotted vs. depth penetrated in the background, together with a version filtered digitally to remove frequencies above 2 kHz. This was done using a FORTRAN code written by Dr. Neil McBride of UKC using an FFT-based method from Numerical Recipes (Press et al., 1992). The filtering removes the arrow oscillations and shows more clearly the underlying acceleration to be compared with the model results.

The friction parameter $\mu_f$ is varied from zero (Figure 7.18) via 0.01 (Figure 7.19) to 0.1 (Figure 7.20). This covers approximately the range of values found by Anderson et al. for their shots into cohesive samples. In each figure the calculated deceleration profiles for various values of $C_D$ are plotted. For each curve the strength parameter $\sigma_d$ is adapted in such a way that the measured total penetration depth is matched. In each figure the ‘best fit’ plot is highlighted by a thicker line. The three different penetration stages of the projectile can be clearly discerned on the figures, in particular on Figure 7.20 where the friction has the strongest effect.

A numerical model-fitting code has not yet been developed, so all the ‘fits’ here were obtained manually by repeatedly running the model and varying the parameters. The model results and data were compared visually. Clearly a numerical routine to carry out this task would greatly improve the quality and speed of the data analysis. Such an iterated manual fitting exercise as used here is nevertheless instructive – the user acquires a feel for how each parameter affects the model.

A numerical routine to fit the model to an acceleration vs. distance dataset would not be a trivial exercise. The first major difficulty is that the model produces an acceleration vs. distance profile which is not an analytic function. To evaluate the acceleration at any
desired point the model must be run from the start of penetration. Secondly, the model must match not only the magnitude of the acceleration but also the final penetration depth.

Table 7.4. Model parameters and boundary conditions used for the application of the model by Anderson et al. (1996) to shot #2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$, the mass of the arrow</td>
<td>0.34 kg</td>
</tr>
<tr>
<td>$D$, the diameter of the penetrator tip</td>
<td>20 mm</td>
</tr>
<tr>
<td>$L$, the length of the penetrator including the conical tip</td>
<td>110 mm</td>
</tr>
<tr>
<td>$\theta$, the half cone angle of the penetrator tip</td>
<td>15°</td>
</tr>
<tr>
<td>$\rho$, the bulk density of the target material (sand)</td>
<td>1330 kgm$^{-3}$</td>
</tr>
<tr>
<td>$s_{\text{max}}$, the final depth of penetration</td>
<td>0.67 m</td>
</tr>
<tr>
<td>$\sigma_l$, the material strength</td>
<td>fitted</td>
</tr>
<tr>
<td>$\mu_l$, the coefficient of friction between the penetrator surface and target material</td>
<td>fitted</td>
</tr>
<tr>
<td>$C_D$, a parameter analogous to the hydrodynamic drag coefficient</td>
<td>fitted</td>
</tr>
</tbody>
</table>
Figure 7.18. Comparison of acceleration data for quartz sand (shot #2) with modelling results for $\mu_t = 0$. Curves 1, 2, 3 and 4 show the modelling results for $C_D = 2, 4, 10$ and $25$ respectively. Values of $\sigma_d$ were adjusted in each case to meet the condition that the total penetration depth should agree with the data. This resulted in the values listed in Table 7.5. Curve 4 is the best fit.
Figure 7.19. Comparison of acceleration data for quartz sand (shot #2) with modelling results for $\mu_f = 0.01$. Curves 1, 2, 3 and 4 show the modelling results for $C_D = 2, 4, 10$ and 25 respectively. Values of $\sigma_d$ were adjusted in each case to meet the condition that the total penetration depth should agree with the data. This resulted in the values listed in Table 7.5. Curve 4 is the best fit.
Figure 7.20. Comparison of acceleration data for quartz sand (shot #2) with modelling results for $\mu_f = 0.1$. Curves 1, 2, 3 and 4 show the modelling results for $C_D = 2, 4, 10$ and 20 respectively. Values of $\sigma_d$ were adjusted in each case to meet the condition that the total penetration depth should agree with the data. This resulted in the values listed in Table 7.5. Curve 4 is the best fit.
Table 7.5. Values for the fitted parameters $\mu_f$, $C_D$ and $\sigma_d$ as used in Figures 22, 23 and 24.

<table>
<thead>
<tr>
<th>$\mu_f$</th>
<th>$C_D$</th>
<th>$\sigma_d$ [Pa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>2</td>
<td>$3.70 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$3.50 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>$2.99 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$1.95 \times 10^5$</td>
</tr>
<tr>
<td>0.01</td>
<td>2</td>
<td>$3.15 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$2.99 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>$2.52 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>$1.60 \times 10^5$</td>
</tr>
<tr>
<td>0.1</td>
<td>2</td>
<td>$1.33 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$1.24 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>$9.83 \times 10^4$</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>$6.40 \times 10^4$</td>
</tr>
</tbody>
</table>

Two main conclusions can be drawn from the fits to the data:

1. The model allows one to find a reasonable fit to the data by changing the parameters $C_D$, $\mu_f$ and $\sigma_d$.

2. In order to reproduce the measured decrease of the deceleration during penetration, a considerably higher $C_D$ value than usually assumed in hydrodynamic theory of fluids is necessary. With values in the range 2 to 4 no close fit to the data can be obtained, as one gets in this case a flatter profile than observed, and there is no way to obtain a more inclined profile by varying the parameters $\mu_f$ and $\sigma_d$.

One can imagine several reasons for this somewhat surprising result. First, it seems to indicate that the analogy of the dynamic resistance force with a hydrodynamic drag force should be considered with care. While Anderson et al. propose a value of 2 for $C_D$, they have not confirmed this by corresponding experiments, since their experimental
results refer to much harder and more cohesive materials than sand. In the paper of Allen et al. (1957) it is reported that their results for projectile penetration into sand imply a strong increase of $C_D$ with decreasing velocity in the range $u < 50$ ms$^{-1}$. While several authors confirm that the functional form $\alpha u^2 + \gamma$ for the resistance force to penetration provided the most satisfactory representation of their data, most of them consider the constant related to the dynamical drag coefficient simply as an additional fit parameter, which does not necessarily have a value close to 2 as in classical fluid dynamics (e.g. Kohno et al., 1990; Boguslavskii et al., 1996). If one does interpret $C_D$ in the fluid dynamic sense it is necessary to assume that additional forces act on the penetrating projectile which are proportional to $u^n$, where $n < 2$ (this would produce the apparent increase of $C_D$ with decreasing velocity). Using the more general equation (7.14 on page 126) with $\beta \neq 0$ would undoubtedly result in a smaller $C_D$ value while still giving a reasonable fit to the data.

On the other hand, looking at the values obtained for $\sigma_d$ when varying $C_D$ while keeping the penetration depth constant, one recognises that the strength parameter $\sigma_d$ varies only by a factor 1.5 over the whole $\mu_f$ range shown. The absolute value obtained also appears reasonable.

7.5.5 Model fitting to additional shots

This section presents fits to shots #5 and #6, neither of which appeared in the publication by Kömle et al. (1997). These additional fits were made manually by the author using essentially the same Matlab code as before. Figure 7.21 shows the fits for shot #5 into gravel. The values $\mu_f = 0.2$ and $C_D = 27$ were found to offer a reasonable fit–matching the height and width of the initial broad peak, though falling away slightly towards the final depth. The value of $\sigma_d$ was adjusted to match the final penetration depth. This initial fit is shown as the thickest line (5) in the figure. To see how sensitive the value of $\sigma_d$ was to changes in $\mu_f$ and $C_D$, eight more fits were made, varying $\mu_f$ and $C_D$ both up and down while still maintaining a reasonable fit. The results of this exercise are shown in Table 7.6. All the values for $\sigma_d$ are within a factor of 2.2. The results seem to confirm the need for a large value of $C_D$ suggested by shot #2 in the previous section. It is also worth remarking that all the curves seem to coincide at a particular depth, around 0.17 m.
Table 7.6. Model parameters for the curves in Figure 7.21.

<table>
<thead>
<tr>
<th>Curve number</th>
<th>$\mu_l$</th>
<th>$C_D$</th>
<th>$\sigma_d$ [Pa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.25</td>
<td>29</td>
<td>$3.30 \times 10^4$</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>27</td>
<td>$3.63 \times 10^4$</td>
</tr>
<tr>
<td>3</td>
<td>0.20</td>
<td>29</td>
<td>$4.48 \times 10^4$</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
<td>25</td>
<td>$3.97 \times 10^4$</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>27</td>
<td>$4.88 \times 10^4$</td>
</tr>
<tr>
<td>6</td>
<td>0.15</td>
<td>29</td>
<td>$6.33 \times 10^4$</td>
</tr>
<tr>
<td>7</td>
<td>0.20</td>
<td>25</td>
<td>$5.29 \times 10^4$</td>
</tr>
<tr>
<td>8</td>
<td>0.15</td>
<td>27</td>
<td>$6.81 \times 10^4$</td>
</tr>
<tr>
<td>9</td>
<td>0.15</td>
<td>25</td>
<td>$7.30 \times 10^4$</td>
</tr>
</tbody>
</table>

Figure 7.22 shows the results of fitting the model to shot #6. The low bulk density of the target material meant that a particularly high value for $C_D$ had to be used to fit the initial peak. A high value of $\mu_l$ also appeared to improve the fit by reducing the rate at which the deceleration falls off after the initial peak. Curve 1 is the best fit achieved, with $C_D = 120$, $\mu_l = 0.7$ and $\sigma_d = 0.353 \times 10^4$ Pa. To test whether such high values of $C_D$ and $\mu_l$ were necessary for a good fit, four more model curves were produced using lower values of either $C_D$ and $\mu_l$. In each case the value of $\sigma_d$ was again adjusted to match the final penetration depth. The parameters used for the five curves are summarised in Table 7.7. Curves 2-5 show that decreasing either $C_D$ or $\mu_l$ reduces the quality of the fit, both by reducing the height of the initial peak and increasing the level of deceleration just before the penetrator comes to a halt. The latter is a result of having to increase $\sigma_d$ to reduce the final penetration depth—reducing either $C_D$ or $\mu_l$ increases the final depth. Again the five curves meet at almost the same point, around $0.16 \rightarrow 0.17$ m.
Table 7.7. Model parameters for the curves in Figure 7.22.

<table>
<thead>
<tr>
<th>Curve number</th>
<th>$\mu_f$</th>
<th>$C_D$</th>
<th>$\sigma_d$ [Pa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7</td>
<td>120</td>
<td>$0.353 \times 10^4$</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>120</td>
<td>$0.828 \times 10^4$</td>
</tr>
<tr>
<td>3</td>
<td>0.7</td>
<td>80</td>
<td>$0.839 \times 10^4$</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>60</td>
<td>$1.256 \times 10^4$</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>120</td>
<td>$3.850 \times 10^4$</td>
</tr>
</tbody>
</table>

The value of $\sigma_d$ obtained for curve 1 is consistent with the observation that the porous Leca grains have rather less strength under compression than the gravel particles, which gave a higher value for $\sigma_d$. The value of $\sigma_d$ obtained for the best fit to the shot #2 data ($\mu_f = 0.1$, $C_D = 20$) into sand was $6.4 \times 10^5$ Pa, within the range of values for shot #5 into gravel. Meaningful quantitative comparison of the fitted strength parameter will have to wait until reliable numerical model-fitting software is available, however.
Figure 7.21. Comparison of model results with acceleration vs. time data for shot #5 into sharp gravel. The initially selected fit was curve 5. Values of $\mu_f$ and $C_D$ were then varied in either direction, producing the other curves. Values of $\sigma_0$ were constrained to within a factor of 2.2. As for the fits to shot #2 the 2 kHz low-pass filtered data is also shown.
Figure 7.22. Comparison of model results with acceleration vs. time data for shot #6 into Leca. The best fit is curve 1, the other curves being the result of reducing either $\mu f$ or $C_D$ and adjusting $\sigma_d$ to match the final penetration depth. Again the low-pass filtered data is also shown.
7.6 Conclusions

This chapter has shown that the Rosetta Lander needs to be anchored to the cometary surface. Even without activities such as drilling or hammering of the MUPUS probe the gas drag from sublimating H$_2$O may eject the lander if the landing site is in an active area and the temperature exceeds the threshold value.

While clearly the primary purpose of the anchor is to fix the Lander to the surface, the design adopted is able to usefully accommodate a shock accelerometer to perform penetrometry measurements of the cometary surface. The experiments described in this chapter verify that such a device is capable (at least qualitatively) of detecting layers in the target material and (by the double integration method) measuring their depth.

In order to interpret the signals obtained from the accelerometer it is necessary to obtain independent measurements of the material’s density (e.g. using the MUPUS densitometer) and the final penetration depth of the anchor. The latter will be obtained by counting the turns of the harpoon cable rewind motor.

The experimental results and model calculations presented here show that the strength parameter $\sigma_0$ can be constrained to with a factor of 2.2 (for the gravel) and 1.5 (for the sand). Further investigation of the meaning of $C_D$ is clearly required given the high values obtained here, an effect which may be an artefact of neglecting other velocity-dependent terms in the deceleration equation. Other penetration models should certainly be applied to this experimental data, though it would first be useful to develop numerical fitting software for the current model.

Further test shots have more recently been performed at MPI für Extraterrestrische Physik, Garching using a more representative anchoring harpoon. These experiments and the subsequent analysis will be reported in a future publication. Such experiments will continue to expand the dataset available for comparison with models. It is clearly important that future experiments include the use of well-characterised cometary analogue target materials.

In summary the MUPUS anchor penetrometry experiment on the Rosetta Lander will, together with other investigations of the surface material, serve to constrain the relevant physical properties of the material found at the landing site. In particular, the penetrometry results will prove or disprove the existence of layers (above the final penetration depth of the anchor) with distinctly differing strengths. Such layers may be expected from theoretical models of cometary activity.
8 Conclusion

First it is worthwhile bringing together the main conclusions arising from each of the previous chapters.

- In the introduction we see that there are a number of reasons why cometary nucleus material is worthy of *in situ* investigation by an integrated experiment package such as *MUPUS*. Key to its success is the co-location of the thermal, mechanical and density measurements (performed by the *MUPUS* probe) and nearby measurements such as those from the *MUPUS* thermal infrared sensor (TM), the anchor penetrometer (ANC-M) and anchor temperature sensor (ANC-T). Results from *MUPUS* will also be useful in combination with those from other investigations of the near-surface material. In particular one can cite those instruments able to obtain a depth profile—these include the two evolved gas analysers (COSAC and MODULUS) which will analyse material sampled from different depths by the drill, and the acoustic and seismic sounding experiment (SESAME-CASSE) which may be able to corroborate evidence for layering found by mechanical, thermal, compositional or density measurements.

- The *Rosetta Lander* offers a better chance to perform the *MUPUS* investigations than did the surface stage of the previous *Rosetta* Comet Nucleus Sample Return (CNSR) concept, which would not have been able to examine ‘living’ cometary material *in situ* for more than a few days.

- Although the bulk density of the entire nucleus will be determined using the volume and mass obtained from Orbiter camera images and spacecraft tracking data, the local surface density at the landing site may be different and is worthy of measurement. While both terrestrial and space-borne densitometers suggest techniques for density measurement on *Rosetta*, the current $^{137}$Cs attenuation concept provides the best solution in terms of mass, payload accommodation and its capability for depth profile measurements.

- The algorithm for controlling combined density measurement and hammered penetration presented in section 3.3.4 (page 52) represents a novel approach to the uncertainties and constraints associated with the operation of this instrument. The algorithm does, however, require an on-board ability to use output from the detectors to determine density for feedback into the control system. It would of course be necessary to test the algorithm for robustness, as outlined in the text.
• Much work remains to be done on the densitometer’s detection and counting system, in particular to characterise further the response of candidate CdTe (and CZT) detectors, and do so for the range of operating temperatures expected. The detectors would need to be thicker than the 2 mm CdTe detector used in the experiment discussed in chapter 6. A range of test materials of different elemental composition and density should be used to verify the composition-independence of Compton-dominant part of the detected spectrum, above about 150 keV.

• Comparing the Monte Carlo results (chapter 5) with the experimental results suggests that the detector response is a more important constraint on the performance of the instrument (i.e. efficient counting of the 662 keV photons) than contamination by photons scattered in the material.

• The Single Scattering Model work (chapter 4) is rather less specific to the in situ analysis of planetary surfaces than the rest of this thesis. It shows how the spatial region of contradictory response for gamma backscatter density gauges can be explained using the SSM approximation. This advances our theoretical understanding of the technique (whatever the context of the investigated material) and should be of use in terrestrial geophysics, soil science and non-destructive testing. Perhaps at some point in the future the backscatter technique will be used again on another planet—maybe borehole density logging will one day be used on the Moon or Mars.

• The preliminary calculations in section 7.2 (page 117) show the need for anchoring of the Rosetta Lander. There is scope for refinement of these calculations, which could easily be adapted for other target comets. A similar exercise for other minor bodies or small satellites might be interesting, though clearly the influence of cometary activity would be removed.

• The penetrometry work in section 7.5 shows that, at least on a quantitative level, near-surface layers can be detected by an accelerometer in the Lander’s anchoring harpoon. Double integration can be applied to measure the depth of any features, given an independent measurement of the final depth of penetration of the anchor. Application of the penetration model used here suggests that the deviatoric stress (a strength parameter) can be constrained to within a factor of about 2.2 for the shots carried out.

• Further work is required to develop a model-fitting code for the penetrometry shots. The current manual method is clearly not satisfactory since it is slow and produces no quantitative information on the quality of the fit. The modelling work in general should
be developed and applied to experiments already under way with a more representative harpoon system.

Taking a step back from the individual topics in this thesis to look at the in situ physical measurements as a whole, one can identify a trend towards increased integration of basic sensors into larger ensembles. Comparing the MUPUS (Multi-Purpose Sensors for Surface and Sub-Surface Science) experiment with previous investigations of density, mechanical and thermal properties (on the Moon, Mars and Venus) it becomes apparent how much more integrated today’s approaches are. While adding complexity (interfaces, testing, management, etc.) it does save duplication of resources, since each sensor need not have its own separate electronics box for signal conditioning, power supply and data processing. In the case of MUPUS one has a combination of thermal profile, thermal conductivity, mechanical strength and density measurements. An additional non-MUPUS sensor will be an electrode of the SESAME-PP (Permittivity Probe) experiment, built into the shaft of the probe. If funding had been available there may also have been a silicon micro-seismometer mounted on top of the probe to obtain better coupling to the ground and isolation from vibrations caused by the Lander.

Taking the theme of integration a step further, one could imagine several such devices as separate ‘Autonomous MUPUS’ penetrators that could be deployed from a single spacecraft to different sites on the planetary body (planet, satellite, asteroid, comet, etc.). Missions with some similarity to this technique are now starting to be realised: namely Mars 96, Lunar-A and Deep Space 2 (Mars Microprobe). One has to consider, of course, whether resources are best spent on achieving broader coverage or better measurements at a single site. Seismometers, for instance, are co-operative in nature, in that to locate a seismic event at least three separate stations are required. The density, thermal and mechanical properties measurements made by MUPUS, however, are non-cooperative. Using multiple probes would improve coverage of different sites on the body but would not add an extra dimension to the measurement.

Another advantage of such integration is the so-called synergistic effect. While each individual measurement on its own is of little use, the collection of basic parameters together serves to constrain models of the material much more strongly. This is why co-location of the measurements is so important.

Another development of the MUPUS-style instrument suite would be to incorporate thermal, mechanical, electrical, seismic, compositional or even imaging sensors into a sub-surface ‘mole’ penetrator. Gromov et al. (1997) have recently demonstrated such a device,
which could perform a sub-surface ‘mission’ to examine material otherwise inaccessible. This could form the basis of a worthy experiment proposal for a future comet nucleus or other minor body or planetary surface mission.

Successful penetrometry, densitometry and thermal measurements by \textit{MUPUS} should, in 2012, lead us to a greater understanding of the nature of comet nuclei, the processes involved in their activity and their evolution with time. It will provide data against which models of the nucleus can be tested, and enable us to gauge the degree to which the material found has been modified since its formation. By then, of course, \textit{in situ} measurement techniques on Earth will have improved still further, enhancing our toolbox for the exploration of the Solar System.
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