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Abstract. This paper explores the spatial domain of sets of inequalities where each inequality contains at most two variables – a domain that is richer than intervals and more tractable than general polyhedra. We present a complete suite of efficient domain operations for linear systems with two variables per inequality with unrestricted coefficients. We exploit a tactic in which a system of inequalities with at most two variables per inequality is decomposed into a series of projections – one for each two dimensional plane. The decomposition enables all domain operations required for abstract interpretation to be expressed in terms of the two dimensional case. The resulting operations are efficient and include a novel planar convex hull algorithm. Empirical evidence suggests that widening can be applied effectively, ensuring tractability.

1 Introduction

The value of spatial domains such as intervals [13], affine spaces [19] and polyhedra [8] has been recognized since the early days of program analysis. One reoccurring theme in program analysis is the trade-off between precision of the domain and the tractability of the domain operations. In this regard, the polyhedral sub-domain that consists of sets of linear inequalities where each inequality contains at most two variables has recently attracted attention [26, 27, 33, 35]. In fact, because of its tractability, this class of linear inequalities has recently been proposed for constraint logic programming [15, 18]. This paper adapts this work to the requirements of program optimization and program development by equipping this domain with the operations needed for abstract interpretation. Two variable inequality domains have already proven useful in areas as diverse as program verification [29, 34], model checking of timed automata [22, 28], parallelization [2], locating security vulnerabilities [36], detecting memory leaks [33] and verifying program termination in logic programming [24]. Thus the applicability of the domain extends beyond logic programming [4, 17] to other analysis problems in verification and program development.

The work of Miné [26] represents the state-of-the-art for program analysis with domains of inequalities restricted to two variables. He uses the so-called Octagon domain [26] where inequalities have unit coefficients of -1, 0 or +1. A difference-bound matrix (DBM) representation is employed that uses a \(2d \times 2d\)
matrix to encode a system of inequalities, \( S \) say, over \( d \) variables (the dimension). One key idea in this work is that of closure. Closure strengthens the inequalities of \( S \) (represented as a DBM) to obtain a new system \( S' \) (also represented as a DBM). For example, if \( x + y \leq \varepsilon \in S' \), then \( \varepsilon \leq c \) whenever \( S \) implies \( x + y \leq c \). Thus applying closure maximally tightens each inequality, possibly introducing new inequalities. Projection, entailment and join apply closure as a preprocessing step both to preserve precision and simplify the domain operations themselves. For example, the join of two inequalities with identical coefficients, say \( x - y \leq c_1 \) and \( x - y \leq c_2 \), is simply \( x - y \leq \max(c_1, c_2) \). Closure enables this simple join to be lifted point-wise to systems of inequalities. Since most domain operations require one or both of their arguments to be closed, these operations inherit the \( O(d^3) \) complexity of the DBM closure operation. In this paper, we show how closure is also the key concept to tackle the two variable per inequality domain with unrestricted coefficients. Henceforth, our closure operator is referred to as completion to distinguish it from topological closure.

This paper draws together a number of strands from the verification, analysis and constraints literature to make the following novel contributions:

- We show that a polynomial completion algorithm which makes explicit all the two-dimensional projections of a system of (unrestricted) two variable inequalities enables each domain operation to be computed in polynomial time. Incredibly, such a completion operator already exists and is embedded into the satisfiability algorithm of Nelson [29].

- We explain how classic \( O(m \log m) \) convex hull algorithms for sets of \( m \) planar points, such as [11], can be adapted to compute the join efficiently. The crucial point is that completion enables join to be computed point-wise on each two-dimensional projection which necessarily describes a planar object. Surprisingly little literature addresses how to efficiently compute convex hull of planar polyhedra (without the full complexity of the standard \( d \)-dimensional algorithm [6, 23]) and as far as we are aware, our convex hull algorithm is unique (see [32] for a recent survey). Projection and entailment operators are also detailed.

- We also address scalability and present empirical evidence that the number of inequalities in each two-dimensional projection is small. This suggests a natural widening: limit the number of inequalities in each projection by a constant. This trivial widening obtains an \( O(d^2) \) representation, like DBMs, without enforcing the requirement that coefficients are \(-1, 0\) or \(+1\). Note that in contrast to DBMs, our representation is dense – space is only required for those inequalities actually occurring in the system. The widening also causes completion to collapse to an \( O(d^3 \log d)^2 \) operation which is competitive with the \( O(d^3) \) DBM approach, taking into consideration the extra expressiveness.

- We also argue that the domain operations themselves are conceptually simple, straightforward to code and therefore more likely to be implemented correctly.
To summarize, we remove a serious limitation of the Octagon domain – that the coefficients must be unitary – without compromising tractability. Applications that employ the Octagon domain or related weaker domains [22, 28, 33] will therefore directly benefit from this work.

The paper is structured as follows. Section 2 presents the abstract domain. Section 3 explains how Nelson’s satisfiability algorithm [29] can be adapted to complete a system. The next three sections explain how completion provides the basis for the domain operations. Section 7 presents empirical evidence for the practicality of the domain. The future and related work sections conclude.

2 Abstract domain

To specify the domain algorithms and argue their correctness, we start the exposition by detailing some theoretical properties of polyhedral domains.

2.1 Convex hull and closure

An $\epsilon$-ball around $y \in \mathbb{R}^n$ is defined as $B_\epsilon(y) = \{ x \in \mathbb{R}^n \mid \sum_{i=1}^n (x_i - y_i)^2 < \epsilon \}$. A set $S \subseteq \mathbb{R}^n$ is open if, given any $y \in S$, there exists $\epsilon > 0$ such that $B_\epsilon(y) \subseteq S$. A set $S \subseteq \mathbb{R}^n$ is closed iff $\mathbb{R}^n \setminus S$ is open. Note that if $S_i \subseteq \mathbb{R}^n$ is closed for each member of an index set $i \in I$ then $\bigcap\{ S_i \mid i \in I \}$ is also closed. The (topological) closure of $S \subseteq \mathbb{R}^n$ is defined $\text{cl}(S) = \bigcap\{ S' \subseteq \mathbb{R}^n \mid S \subseteq S' \land S' \text{ is closed} \}$. The convex hull of $S \subseteq \mathbb{R}^n$ is defined $\text{conv}(S) = \{ \lambda x + (1-\lambda)y \mid x, y \in S \land 0 \leq \lambda \leq 1 \}$.

2.2 Two-variables per inequality domain

Let $X$ denote the finite set of variables $\{x_1, \ldots, x_n\}$ so that $X$ is ordered lexicographically by $x_i < x_j$ if $i < j$. Let $\text{Lin}_X$ denote the set of (possibly rearranged) linear inequalities of the form $ax_i + bx_j \leq c$ where $a, b, c \in \mathbb{R}$. Let $\text{Two}_X$ denote the set of all finite subsets of $\text{Lin}_X$. Note that although each set $T \in \text{Two}_X$ is finite, $\text{Two}_X$ is not finite. Syntactic sugar of the form $x \leq y$ is used instead of $(+1)x + (-1)y \leq 0 \in \text{Lin}_X$ as well as by + ax \leq c \) instead of $ax + by \leq c$.

**Definition 1.** The mapping $[] : \text{Lin}_X \rightarrow \mathbb{R}^n$ is defined: $[ax_i + bx_j \leq c] = \{(y_1, \ldots, y_n) \in \mathbb{R}^n \mid ay_i + by_j \leq c\}$ and the mapping $[] : \text{Two}_X \rightarrow \mathbb{R}^n$ is defined $[T] = \bigcap\{[t] \mid t \in T\}$.

For brevity, let $t^-$ represent the boundary of a given half-space, that is, define $t^- = \{ax_i + bx_j \leq c, -ax_i + bx_j \leq -c\}$ when $t = ax_i + bx_j \leq c$. $\text{Two}_X$ is ordered by entailment, that is, $T_1 \models T_2$ iff $[T_1] \subseteq [T_2]$. Equivalence on $\text{Two}_X$ is defined $T_1 \equiv T_2$ iff $T_1 \models T_2$ and $T_2 \models T_1$. Moreover $T \models t$ iff $T \models \{t\}$ and $t_1 \equiv t_2$ iff $t_1 \equiv \{t_2\}$. Let $\text{Two}_X^\equiv = \text{Two}_X / \equiv$. $\text{Two}_X^\equiv$ inherits entailment $\models$ from $\text{Two}_X$. In fact, $\langle \text{Two}_X^\equiv, \models \rangle$ is a lattice (rather than a complete lattice) with $[T_1]_\equiv \cap [T_2]_\equiv = [T_1 \cup T_2]_\equiv$ and $[T_1]_\equiv \cup [T_2]_\equiv = [T]_\equiv = \text{cl}(\text{conv}([T_1] \cup [T_2]))$. Note that in general $\text{conv}([T_1] \cup [T_2])$ is not closed and therefore cannot be described by a system of non-strict linear inequalities as is illustrated below.
Example 1. Let $X = \{x, y\}$, $T_1 = \{x \leq 0, -x \leq 0, y \leq 1, -y \leq -1\}$ and $T_2 = \{-x \leq 0, x - y \leq 0, y - x \leq 0\}$ so that $\llbracket T_1 \rrbracket = \{(0, 1)\}$ and $\llbracket T_2 \rrbracket = \{(x, y) \mid 0 \leq x \land x + 1 = y\}$. Then $\text{conw}(\llbracket T_1 \rrbracket \cup \llbracket T_2 \rrbracket)$ includes the point $(0, 1)$ but not the ray $\{(x, y) \mid 0 \leq x \land x + 1 = y\}$ and hence is not closed.

![Diagram]

The domain $\text{two}_X$ is a generic abstract domain that is not limited to a specific application. No concretization map is defined in this paper since such a map is specific to an application. However, if an application used the concretization map $\gamma(T) = \llbracket T \rrbracket$ then no abstraction map $\alpha : \wp(\mathbb{R}^n) \rightarrow \text{two}_X$ would exist since there is no best abstraction e.g. for the set $\{(x, y) \mid x^2 + y^2 \leq 1\}$. The problem stems from the fact that $\text{two}_X$ can contain an arbitrarily large number of inequalities. This contrasts with the Octagon domain where each planar object will be described by at most eight inequalities.

We will augment $\langle \text{two}_X^+ \rangle = [\land, \lor]$ with projection $\exists$ and widening to accommodate the needs of abstract interpretation.

**Definition 2.** Projection operator $\exists_{x_i} : \text{two}_X^+ \rightarrow \text{two}_X^+$ is defined $\exists_{x_i}(\llbracket T \rrbracket) = [T]_{x_i}$ where $\llbracket T \rrbracket = \{(y_1, \ldots, y_{i-1}, y_i, y_{i+1}, \ldots, y_n) \mid y \in \mathbb{R} \land \langle y_1, \ldots, y_n \rangle \in \llbracket T \rrbracket\}$.

Projection can be calculated using Fourier-Motzkin variable elimination and from this it follows that $T_2 \in \text{two}_X$ if $T_1 \in \text{two}_X$.

### 2.3 Complete form for the two-variables per inequality domain

The complete form for the two-variables per inequality domain is defined in terms of those variables that occur in a set of inequalities.

**Definition 3.** The mapping $\text{var} : \text{Lin}_X \rightarrow \wp(X)$ is defined:

$$\text{var}(ax + by \leq c) = \begin{cases} 0 & \text{if } a = b = 0 \\ \{y\} & \text{if } a = 0 \\ \{x\} & \text{if } b = 0 \\ \{x, y\} & \text{otherwise} \end{cases}$$

The mapping $\text{var}$ captures those variables with non-zero coefficients. Observe that $\text{var}(t_1) = \text{var}(t_2)$ if $t_1 \equiv t_2$. In contrast, note that $\text{var}(0u + 0v \leq 1) = 0 = \text{var}(0x + 0y \leq -1)$. If $T \in \text{two}_X$ then let $\text{var}(T) = \cup\{\text{var}(t) \mid t \in T\}$.

**Definition 4.** Let $Y \subseteq X$. The restriction operator $\pi_Y$ is defined:

$$\pi_Y(T) = \{t \in T \mid \text{var}(t) \subseteq Y\}$$
Definition 5. The set of complete finite subsets of \( \text{Lin}_X \) is defined:

\[
\text{Two}_X = \{ T \in \text{Two}_X \mid \forall t \in \text{Lin}_X . T \models t \Rightarrow \pi_{\text{var}(t)}(T) \models t \}
\]

Proposition 1. Suppose \( T \in \text{Two}_X \). Then there exists \( T' \in \text{Two}_X \) such that \( T \subseteq T' \) and \( T \equiv T' \).

Proof. Define \( [T_{x,y}] = \exists X \setminus \{x,y\} \models (T_{x,y}) \) for all \( x, y \in X \) and \( T' = T \cup \bigcup_{x,y \in X} T_{x,y} \). Since each \( T_{x,y} \) is finite, \( T' \) is finite, hence \( T' \in \text{Two}_X \). By the definition of \( \exists \), \( T \models T_{x,y} \), hence \( T \cup T_{x,y} \equiv T \) for all \( x, y \in X \), thus \( T \equiv T' \). Moreover \( T \subseteq T' \).

Corollary 1. \( \text{Two}_X^\exists = \text{Two}_X^\equiv \).

2.4 Ordering the two-variables per inequality domain

Let \( Y = \{x,y\} \subseteq X \) such that \( x < y \) and consider \( T = \{t_1, \ldots, t_n\} \in \text{Two}_Y \). Each \( t_i \) defines a half-space in the \( Y \)-plane and therefore \( T \) can be ordered by the orientation of the half-spaces as follows:

Definition 6. The (partial) mapping \( \theta : \text{Lin}_Y \to [0, 2\pi) \) is defined such that \( \theta(ax + by \leq c) = \psi \) where \( \cos(\psi) = -b/\sqrt{a^2 + b^2} \) and \( \sin(\psi) = a/\sqrt{a^2 + b^2} \).

The mapping \( \theta \) actually returns the anti-clockwise angle which the half-space \( \{x, y \mid y \geq 0\} \) has to be turned through to coincide with \( \{x, y \mid ax + by \leq 0\} \).

2.5 Entailment between three inequalities

This section demonstrates how entailment checks of the form \( \{t_1\} \models t \) and \( \{t_1, t_2\} \models t \) can be computed in constant time. The following proposition explains how this check reduces to applying the Cramer rule for the three inequality case and simple scaling for the two inequality case.

Proposition 2. Let \( t_i \equiv a_ix + b_iy \leq c_i \) for \( i = 1, 2 \) and \( t \equiv ax + by \leq c \). Then

\[
\{t_1\} \models t \iff \begin{cases} \text{false} & \text{if } a_1b - ab_1 \neq 0 \\ \text{false} & \text{else if } a_1a < 0 \lor b_1b < 0 \\ (a_i/a_1)c_1 \leq c & \text{else if } a_1 \neq 0 \\ (b_i/b_1)c_1 \leq c & \text{else if } b_1 \neq 0 \\ c_1 < 0 \lor (c \geq 0 \land a = 0 \land b = 0) & \text{otherwise} \end{cases}
\]

\[
\{t_1, t_2\} \models t \iff \begin{cases} \{t_1\} \models t \lor \{t_2\} \models t & \text{if } d = a_1b_2 - a_2b_1 = 0 \\ \text{false} & \text{else if } \lambda_1 = (a_1b_2 - a_2b_1)/d < 0 \\ \lambda_1c_1 + \lambda_2c_2 \leq c & \text{else if } \lambda_2 = (a_1b - ab_1)/d < 0 \end{cases}
\]

If the inequalities \( t_1 \) and \( t \) differ in slope, then the determinant of their coefficients is non-zero and they cannot entail each other. Suppose now that the determinant is zero. Observe that the two inequalities have opposing feasible spaces whenever \( a_1 \) and \( a \) or \( b_1 \) and \( b \) have opposite signs. In this case \( t_1 \) cannot entail \( t \). If \( t_1 \) has
a non-zero coefficient, then entailment reduces to a simple comparison between the constants of the inequalities, suitably scaled. The fifth case matches the pathological situation of tautologous and unsatisfiable inequalities.

The entailment between three inequalities reduces to the former case if $t_1$ and $t_2$ have equal slope (the determinant is zero). Otherwise an inequality is constructed which has the same slope as $t$ and which passes through the intersection point $[\mathcal{t}_1] \cap [\mathcal{t}_2]$ using the Cramer rule. Again, a comparison of the constants determines the entailment relationship. If either $\lambda_1$ or $\lambda_2$ is negative, the feasible space of the combination of $t_1$ and $t_2$ will oppose that of $t$, thus $\{t_1, t_2\}$ cannot entail $t$.

3 Completion: A variant of Nelson’s satisfiability algorithm

In this section we show how to complete a system of inequalities. This operation corresponds to the closure operation of Miné. We follow the approach that Nelson used for checking satisfiability [29]. One key concept in his algorithm is the notion of a filter that is formalized below.

**Definition 7.** Let $Y = \{x, y\} \subseteq X$. The mapping $\text{filter}_Y : \text{Two}_Y \rightarrow \text{Two}_Y$ is defined such that:

1. $\text{filter}_Y(T) \subseteq T$
2. $\text{filter}_Y(T) \equiv T$
3. for all $T' \subseteq T$ and $T' \equiv T$, $|\text{filter}_Y(T)| \leq |T'|$.

The role of $\text{filter}_Y$ is to remove redundant elements from a set of inequalities over the variables $Y$. If the inequalities are ordered by angle, redundancy removal can be done surprisingly efficiently as illustrated in Fig. 1. The function $\text{filter}$ returns a single contradictory inequality if the completed system $S$ is unsatisfiable, and otherwise removes tautologies before sorting the inequalities. The loop then iterates over the inequalities once in an anti-clockwise fashion. It terminates when no more redundant inequalities can be found, that is, when (1) the whole set of inequalities has been traversed once (flag $f$ is true) and (2) the inequalities with the largest and smallest angle are both non-redundant. Since the entailment check between three inequalities can be performed in constant time, the algorithm is linear. Note that different subsets of the input can be minimal. This occurs, for example, when the system is unsatisfiable. Then $\text{filter}_Y$ returns one of these subsets.

The map $\text{filter}_Y$ lifts to arbitrary systems of two-variable inequalities as follows:

**Definition 8.** The mapping $\text{filter} : \text{Two}_X \rightarrow \text{Two}_X$ is defined:

$$\text{filter}(T) = \bigcup \{\text{filter}_Y(\pi_Y(T)) \mid Y \subseteq X \land |Y| = 2\}$$
function \textit{filter}_{\alpha,\beta}(S \in \text{Two}_X) \begin{array}{l}
\text{begin} \\
\quad \text{if } \exists s \in S. \quad s \equiv 0x + 0y \leq -1 \quad \text{then return } \{s\}; \\
\quad T := \{s \in S \mid s \not\equiv 0x + 0y \leq 1\}; \\
\quad \text{let } T = \{t_1, \ldots, t_n\} \text{ such that } \theta(t_1) \leq \theta(t_2) \leq \ldots \leq \theta(t_n); \\
\quad f := \text{false}; \\
\quad \text{loop} \\
\quad \quad \text{let } \{t_c, t_e, \ldots, t_t\} = T; \quad \text{if } |T| > 1 \land \{t_n, t_t\} \models t_c \text{ then } T := \{t_n, \ldots, t_t\}; \text{ else begin} \\
\quad \quad \quad \quad \text{if } \theta(t_c) \leq \theta(t_t) \land f \text{ then return } T; \\
\quad \quad \quad \quad \text{if } \theta(t_c) \leq \theta(t_t) \text{ then } f := \text{true}; \\
\quad \quad \quad \quad T := \{t_1, t_c, t_n, \ldots\}; \\
\quad \quad \text{end;} \\
\quad \quad \text{end;} \\
\quad \text{end;} \\
\end{array}

\textbf{Fig. 1.} Algorithm for redundancy removal

The second key idea of Nelson is the \textit{result} map that makes explicit those inequalities that are indirectly expressed by the system. The basic step is to generate all possible combinations of pairs of inequalities by eliminating their common variable.

\textbf{Definition 9.} The resultants map \textit{result} : \text{Two}_X \rightarrow \text{Two}_X is defined by:

\[
\text{result}(T) = \left\{ \begin{array}{l}
  ax - by \leq af - dc \quad t_1, t_2 \in T \\
  a \geq 0 \land d < 0
\end{array} \right.
\]

The following example demonstrates how \textit{result} works on a chain of dependent variables:

\textbf{Example 2.} Let \(T_0 = \{x_0 \leq x_1, x_1 \leq x_2, x_2 \leq x_3, x_3 \leq x_4\}\). We calculate \(T_1 = \text{result}(T_0)\) and \(T_2 = \text{result}(T_0 \cup T_1)\).

\[
\text{result}(T_0) = \{x_0 \leq x_2, x_1 \leq x_3, x_2 \leq x_4\}
\]

\[
\text{result}(T_0 \cup T_1) = T_1 \cup \{x_0 \leq x_3, x_0 \leq x_4, x_1 \leq x_4\}
\]

Note that \(T_3 = \bigcup_{i=0}^{2} T_i\) is a fixpoint in \(T_3 = \text{result}(T_3)\).

An important property of \(T \cup \text{result}(T)\) is the way it halves the number of variables required to entail a given inequality \(t\). Specifically, suppose \(T \models t\). Then there exists \(T' \subseteq T \cup \text{result}(T)\) such that \(T' \models t\) and \(T'\) contains no more than half the variables of \(T\). Lemma 1 formalizes this and is basically a reformulation of Lemma 1b of [29].

\textbf{Lemma 1.} Let \(T \in \text{Two}_X\) and \(t \in \text{Lin}_X\) such that \(T \models t\). Then there exists \(Y \subseteq X\) such that \(|Y| \leq \lfloor \text{var}(T)/2 \rfloor + 1 \) and \(\pi_Y(T \cup \text{result}(T)) \models t\).
Lemma 1 suggests the following iterative algorithm for calculating completion
that takes (approximately) $\log_2(|\text{var}(T)|)$ steps. Theorem 1 asserts its correctness.

**Definition 10.** The mapping complete : Two\(_X\) → Two\(_X\) is defined:

$$
\text{complete}(T_0) = T_{\lfloor \log_2(|\text{var}(T_0)|-1) \rfloor} \text{ where } T_{i+1} = \text{filter}(T_i \cup \text{result}(T_i))
$$

**Theorem 1.** \(\text{complete}(T) \equiv T\) and \(\text{complete}(T) \in \text{Two}_X\) for all \(T \in \text{Two}_X\).

**Proof.** Let \(f: \mathbb{N} \rightarrow \mathbb{N}\) where \(f(n) = \lfloor n/2 \rfloor + 1\). The following table details \(m \in \mathbb{N}\) for which \(f^m(n) \leq 2\). Observe that \(f^{\lfloor \log_2(n-1) \rfloor}(n) \leq 2\).

<table>
<thead>
<tr>
<th>(n)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Observe that \(T \equiv T \cup \text{result}(T) \equiv \text{filter}(T \cup \text{result}(T))\) and by induction \(T \equiv \text{complete}(T)\). Let \(t \in \text{Lin}_X\) such that \(\text{complete}(T) \models t\). Then \(T \models t\). Let \(T_0 = T\) and \(T_{i+1} = \text{filter}(T_i \cup \text{result}(T_i))\). By induction and by Lemma 1, there exists \(Y_i \subseteq \text{var}(T)\) such that \(\pi_{Y_i}(T_i) \models t\) and \(|Y_i| \leq f^i(|\text{var}(T)|)\). Therefore \(|Y_{\lfloor \log_2(|\text{var}(T)|-1) \rfloor}| \leq 2\), hence \(\forall_{\text{var}(t)}(\text{complete}(T)) \models t\) as required.

Note that applying an additional completion step makes explicit all inequalities over one variable. Furthermore, applying it once more creates tautologous and contradictory inequalities. Applying these two additional completion steps enables filter to detect unsatisfiability without employing any extra machinery.

**Example 3.** To illustrate how unsatisfiability is detected consider the system \(T_0 = \{-x + y \leq -1, -2x - 3y \leq -6, 4x - 2y \leq -4\}\). The system is complete but two more completion steps are necessary to detect unsatisfiability. The calculation \(T_1 = \text{filter}(T_0 \cup \text{result}(T_0)) = T_0 \cup \{-y \leq -2, -5x \leq -9, x \leq -3\}\) makes all inequalities over one variable explicit. Un satisfiability becomes explicit when calculating \(0 \leq -24 \in \text{result}(T_1)\). Finally \(\text{filter}(|\text{result}(T_1)|) = \{0 \leq -24\}\) collapses the system to a single unsatisfiable constraint.

### 3.1 Complexity of the complete operation

Nelson shows that his satisfiability algorithm is polynomial in the number of input inequalities [29]. For comparison with the DBM approach, consider the complexity of \(\text{filter}(T_i \cup \text{result}(T_i))\) where \(d = |\text{var}(T_i)|\) and \(k = \max(|\pi_{Y_i}(T_i)|)\) for \(i \in [0, \lfloor \log_2(|\text{var}(T)|-1) \rfloor] \cup Y = \{x, y\} \subseteq \text{var}(T_i)\). Since each \(T_i\) may have \(d(d-1)/2\) restrictions, a linear pass over \(O(kd^2)\) inequalities is sufficient to partition the set of inequalities into \(d\) sets, one for each variable. Each set has at most \(O(kd)\) elements, so calculating the resultants for each set is \(O(k^2d^2)\), hence calculating all the resultants is \(O(k^2d^3)\). The complexity of applying the linear \(\text{filter}\) is in \(O(kd^2 + k^2d^3) = O(kd^3)\) which with sorting requires \(O(k^2d^3 \log(k^2d^3)) = O(k^2d^4 \log(k) + \log(d))\) time. The complete operation runs \(\text{result} \circ \text{filter} \circ \text{result} \circ O(\log d)\) times which leads to an overall running time of \(O(k^2d^3 \log(d) \log(k) + \log(d))\). In Section 7 we show that \(k\) is typically small and therefore can be limited by a constant with hardly any loss of expressiveness. This collapses the bound to \(O(d^3(\log(d))^2)\) which is only slightly worse than the \(O(d^3)\) closure of Miné [26].
3.2 Satisfiability and the complete operation

Nelson [29] originally devised this completion operation in order to construct a polynomial test for satisfiability. The following proposition explains how non-satisfiability can be observed after (and even during) the completion calculation. Specifically, the proposition asserts that non-satisfiability always manifests itself in the existence of at least one contradictory inequality.

**Proposition 3.** Let \( T' \in Two'_X \). Then \( \models T' = 0 \text{ iff } \llbracket \pi_0(T') \rrbracket = 0. \)

**Proof.** Let \( T' \in Two'_X \). Suppose \( \models T' = 0 \). Then \( T' \models 0x + 0y \leq -1. \) Since \( \var(0x + 0y \leq -1) = 0 \), hence \( \pi_0(T') \models 0x + 0y \leq -1 \) and therefore \( \llbracket \pi_0(T') \rrbracket = 0. \) Since \( \pi_0(T') \subseteq T' \) the converse follows.

4 Join: Planar convex hull on each projection

Computing the join corresponds to calculating the convex hull for polyhedra which is surprisingly subtle. The standard approach for arbitrary \( d \)-dimensional polyhedra involves applying the Chernikova [6] algorithm (or a variant [23]) to construct a vertices and rays representation which is potentially exponential [20]. By way of contrast, we show that convex hull for systems of two variables per inequality can be computed by a short polynomial algorithm.

The construction starts by reformulating the convex hull piece-wise in terms of each of its planar projections. Proposition 4 shows that this operation results in a complete system whenever its inputs are complete; equivalence with the fully dimensional convex hull operation is stated in Proposition 5.

**Definition 11.** The piece-wise convex hull \( \gamma : Two^2_X \rightarrow Two_X \) is defined \( T_1 \gamma T_2 = \bigcup \{ T_{x,y} \in Two_{\{x,y\}} \mid x, y \in X \} \) where \( T_{x,y} = cl(\text{conv}([\pi_{x,y}(T_1)] \cup [\pi_{x,y}(T_2)])) \).

**Proposition 4.** \( T'_1 \gamma T'_2 \in Two'_X \text{ if } T'_1, T'_2 \in Two'_X. \)

**Proof.** Let \( t \in Lin_X \) such that \( T'_1 \gamma T'_2 \models t. \) Let \( x, y \in X \) and let \( T_{x,y} = cl(\text{conv}([\pi_{x,y}(T'_1)] \cup [\pi_{x,y}(T'_2)])) \). Observe \( \pi_{x,y}(T'_1) \models T_{x,y} \), therefore \( T'_1 \models T'_1 \gamma T'_2. \) Likewise \( T'_2 \models T'_1 \gamma T'_2 \), hence it follows that \( T'_1 \models t \) and \( T'_2 \models t. \)

Since \( T'_1, T'_2 \in Two'_X \), \( \pi_{\text{var}(t)}(T'_1) \models t \) and \( \pi_{\text{var}(t)}(T'_2) \models t \), thus \( \llbracket \pi_{\text{var}(t)}(T'_1) \rrbracket \subseteq [t] \) and \( \llbracket \pi_{\text{var}(t)}(T'_2) \rrbracket \subseteq [t] \). Hence \( \llbracket \pi_{\text{var}(t)}(T'_1) \gamma T'_2 \rrbracket \subseteq [t] \). Therefore \( \pi_{\text{var}(t)}(T'_1 \gamma T'_2) \models t. \) Therefore \( \pi_{\text{var}(t)}(T'_1 \gamma T'_2) \models t \) as required.

**Proposition 5.** \( [T'_1 \gamma T'_2] = cl(\text{conv}([T'_1] \cup [T'_2])) \text{ if } T'_1, T'_2 \in Two'_X. \)

**Proof.** Since \( T'_1 \models T'_1 \gamma T'_2 \) and \( T'_2 \models T'_1 \gamma T'_2 \), it follows that \( cl(\text{conv}([T'_1] \cup [T'_2])) \subseteq [T'_1 \gamma T'_2] \). Suppose there exists \( (c_1, \ldots, c_n) \in [T'_1 \gamma T'_2] \) such that \( (c_1, \ldots, c_n) \notin [T'] \) where \( [T'] = cl(\text{conv}([T'_1] \cup [T'_2])) \). Thus \( \bigcup_{i-1} x_i \leq c_i, c_i \leq x_i \mid \not\models T' \), hence there exists \( a x_j + b x_k \leq c \iff t \in T' \text{ with } \bigcup_{i-1} x_i \leq c_i, c_i \leq x_i \mid \not\models a x_j + b x_k \leq c. \)
function \texttt{extreme}(T \in \text{Two}_{\{x,y\}}) \begin{align*}
&\text{let } T = \{t_0, \ldots, t_{n-1}\} \text{ such that } \theta(t_0) < \theta(t_1) < \ldots < \theta(t_{n-1}); \\
&V := R := \emptyset; \\
&\text{for } i \in [0, n-1] \text{ do let } t_i = ax + by \leq c \text{ in begin} \\
&\quad \text{// are the intersection points of this inequality degenerated?} \\
&\quad d_{\text{pre}} := (\theta(t_i) - \theta(t_{i-1} \mod n)) \mod 2\pi \geq \pi \forall n = 1; \\
&\quad d_{\text{post}} := (\theta(t_{i+1} \mod n) - \theta(t_i)) \mod 2\pi \geq \pi \forall n = 1; \\
&\quad \text{if } d_{\text{pre}} \text{ then } R := R \cup \{(b/\sqrt{a^2 + b^2}, -a/\sqrt{a^2 + b^2})\}; \\
&\quad \text{if } d_{\text{post}} \text{ then } R := R \cup \{(-b/\sqrt{a^2 + b^2}, a/\sqrt{a^2 + b^2})\}; \\
&\quad \quad \text{else } V := V \cup \{v\} \text{ where } v \in [t_i]^+ \cap [t_{i+1}^- \mod n]; \\
&\quad \text{if } d_{\text{pre}} \land d_{\text{post}} \text{ then begin} \\
&\quad \quad \text{if } n = 1 \text{ then } R := R \cup \{(-a/\sqrt{a^2 + b^2}, -b/\sqrt{a^2 + b^2})\}; \\
&\quad \quad \quad V := V \cup \{v\} \text{ where } v \in [t_i]^+ \\
&\quad \text{end} \\
&\text{return } (V, R) \\
&\end{align*}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2}
\caption{Calculating the points and rays of a planar polyhedron}
\end{figure}

But $T_1' \models T' \models t$ and $T_2' \models T' \models t$. Since $T_1' \in \text{Two}_{\{x,y\}}$ and $T_2' \in \text{Two}_{\{x,y\}}$, it follows that $\pi_{(x_j, x_k)}(T_1') \models t$ and $\pi_{(x_j, x_k)}(T_2') \models t$. Hence $T_1' \land T_2' \models t$, thus $\bigcup_{i=1}^n \{x_i \leq c_i, c_i \leq x_i\} \models T_1' \land T_2'$ but $(c_1, \ldots, c_n) \not\in \mathbb{R}^{T_1'} \land T_2'$ which is a contradiction.

Calculating the convex hull for a set of points in the plane has been studied extensively [32]. The convex hull of polytopes can be reduced to this problem by converting the polytopes into their vertex representation, calculating the convex hull of all vertices and converting back into the inequality representation. Although the generalization to planar polyhedra follows this three-step process, it is much more subtle and little literature has been written on this fundamental problem. Given a set of non-redundant inequalities, ordered by their orientation $\theta$, the auxiliary function \texttt{extreme} in Figure 2 calculates a set of vertices and rays that represent the polyhedron. Rays are created when the angle between the current inequality $t_i$ and the previous inequality is greater or equal to $\pi$ ($d_{\text{pre}}$ is true) and similarly for the next inequality ($d_{\text{post}}$ is true). If both flags are true, we create an arbitrary point on the boundary of the halfspace of $t_i$ to fix its representing rays in space. A pathological case arises when the polyhedron consists of a single halfspace ($n = 1$). In this case a third ray is created to indicate on which side the feasible space lies. Note that the maximum number of rays for each polyhedron is four, which occurs when $T$ defines two facing halfspaces.

The main function \texttt{join} in Figure 3 uses \texttt{extreme} to compute the vertices and rays of each input polyhedron and catches the simple case of when both polyhedra consist of the same single point. Otherwise we calculate a square whose sides have length $2m$ which is centered on the origin and that contains all vertices.
function \text{join}(T_1 \in \text{Two}_x, T_2 \in \text{Two}_x) \begin{array}{l}
\text{if } \exists t \in T_1, t \equiv 0x + 0y \leq -1 \text{ then return } T_2; \\
\text{if } \exists t \in T_2, t \equiv 0x + 0y \leq -1 \text{ then return } T_1; \\
// \text{ note: each } T_i \text{ is non-redundant} \\
\langle V_1, R_1 \rangle := \text{extreme}(T_1); \\
\langle V_2, R_2 \rangle := \text{extreme}(T_2); \\
V := V_1 \cup V_2; \ R := R_1 \cup R_2; // \text{ Note: } |R| \leq 8 \\
\text{if } V = \{(x_1, y_1)\} \land R = \emptyset \text{ then} \\
\quad \text{return } \{x \leq x_1, -x \leq -x_1, y \leq y_1, -y \leq -y_1\}; \\
m := \max \{|x|, |y| | (x, y) \in V\} + 1; \\
// \text{ add a point along the ray, goes through } x, y \text{ and is outside the box} \\
\text{for } \langle x, y, a, b \rangle \in V_1 \cup V_2 \times R \text{ do } \\
\quad V := V \cup \{(x + 2\sqrt{2}ma, y + 2\sqrt{2}mb)\}; \\
\{v_0, \ldots, v_{n-1}\} := \text{graham}(V) \text{ such that } v_0, \ldots, v_{n-1} \text{ are ordered anti-clockwise} \\
\quad \text{and points on the boundary are not removed} \\
\quad T_{\text{res}} := \emptyset; \ t_{\text{last}} := \text{connect}(v_{n-1}, v_0); \ \\
\quad \text{for } i \in [0, n-1] \text{ do begin} \\
\quad \quad \text{let } \langle x_1, y_1 \rangle = v_i, \langle x_2, y_2 \rangle = v_{(i+1) \mod n}, \ t = \text{connect}(v_i, v_{(i+1) \mod n}) \\
\quad \quad \text{if } (|x_1| < m \land |y_1| < m) \lor (|x_2| < m \land |y_2| < m) \land \theta(t) \neq \theta(t_{\text{last}}) \text{ then begin} \\
\quad \quad \quad \text{if } \theta(t) \land \theta(t_{\text{last}}) \mod 2\pi = \pi \land |x_1| < m \land |y_1| < m \text{ then} \\
\quad \quad \quad \quad \text{if } y_1 = y_2 \text{ then } T_{\text{res}} := T_{\text{res}} \cup \{\text{sgn}(x_1 - x_2) x \leq \text{sgn}(x_1 - x_2) x\} \\
\quad \quad \quad \text{else } T_{\text{res}} := T_{\text{res}} \cup \{\text{sgn}(y_1 - y_2) y \leq \text{sgn}(y_1 - y_2) y\} \\
\quad \quad \text{T_{\text{res}} := T_{\text{res}} \cup \{t\}; t_{\text{last}} := t; \end{array} \\
\text{return } T_{\text{res}} \\
\end{array}$

Fig. 3. Convex hull algorithm for planar polyhedra

in $V_1 \cup V_2$. For each ray $r \in R$ we translate each vertex in $V_1 \cup V_2$ in the direction of the ray $r$. Note that the normalization of the rays and the translation by $2\sqrt{2}m$ ensures that the translated vertices are outside the square. We now apply the Graham convex hull algorithm [11], modified so that it removes all (strictly) interior vertices but retains points which lie on the boundary of the hull. What follows is a round-trip around this hull, translating two adjacent vertices into an inequality by calling \text{connect} if the following conditions are met: the inequality must have a different slope than the previously generated inequality and at least one of the two vertices must lie within the box. The two innermost if-statements deal with the pathological case of when $V$ contains only colinear points and additional inequalities are needed to restrict the two opposing inequalities so that an (unbounded) line is not inadvertently generated.

The running time of this algorithm is dominated by the call to the convex hull algorithm of Graham [11] which takes $O(n \log n)$ time where $n = |V||R|$. 


However, \(|R|\) is at most eight (and usually between zero and four). Since \(O(|V|) = O(|T|)\) it follows that the overall running time is \(O((|T_1| + |T_2|) \log(|T_1| + |T_2|))\).

## 5 Projection

Projection returns the most precise system which does not depend on a given variable. We provide a constructive definition of projection for (complete) systems. Proposition 6 states that this coincides with the spatial definition of projection. Furthermore we prove that this operation preserves completion.

**Definition 12.** The operator \(\exists_x : TwoX \rightarrow Two_{X \setminus \{x\}}\) is defined \(\exists_x(T) = \bigcup \{\pi_Y(T) \mid Y = \{y, z\} \subseteq X \setminus \{x\}\}\).

**Proposition 6.** \(\exists_x([T']^\approx) = [\exists_x(T')]^\approx\) and \(\exists_x(T') \in Two'_{\bar{X}}\) for all \(T' \in Two'_{\bar{X}}\).

**Proof.** By Fourier-Motzkin \(\exists_x([T']^\approx) = \bigcup \{\pi_Y(T') \mid x \not\in \text{var}(t)\}\). Observe that \(T \models \exists_x(T')\). Now suppose \(r \in T' \cup \text{result}(T')\) such that \(x \not\in \text{var}(r)\). Then \(T' \models r\), hence \(\pi_{\text{var}(r)}(T') \models r\) and therefore \(\exists_x(T') \models r\), and thus \(\exists_x(T') \models T\), hence \(\exists_x(T') \models T\) as required.

Now let \(t \in \text{Lin}_X\) such that \(\exists_x(T') \models t\). Moreover \(T' \models \exists_x(T') \models t\), hence \(\pi_{\text{var}(t)}(T') \models t\). Since \(x \not\in \text{var}(t)\), \(\pi_{\text{var}(t)}(\exists_x(T')) \models t\) as required.

Consider a complete system that includes \(y - x \leq 0\) and \(x - z \leq 0\). Projecting out \(x\) will preserve the inequality \(y - z \leq 0\) which completion has made explicit.

## 6 Entailment

Entailment checking between systems of inequalities can be reduced to checking entailment on their two dimensional projections. Moreover, entailment checking for a planar polyhedron can be further reduced to checking entailment between three single inequalities. We start by detailing the entailment relationship between systems of inequalities and their two dimensional projections.

**Proposition 7.** Let \(T' \in Two'_{\bar{X}}\) and \(T \in Two_{\bar{X}}\). Then \(T' \models T\) iff \(\pi_Y(T') \models \pi_Y(T)\) for all \(Y = \{x, y\} \subseteq X\).

**Proof.** Suppose \(T' \models T\). Let \(t \in \pi_Y(T)\). Then \(T' \models T \models t\). Hence \(\pi_{\text{var}(t)}(T') \models t\). Since \(\text{var}(t) \subseteq Y\), \(\pi_Y(T') \models t\) and therefore \(\pi_Y(T') \models \pi_Y(T)\).

Now suppose \(\pi_Y(T') \models \pi_Y(T)\) for all \(Y = \{x, y\} \subseteq X\). Let \(t \in T\). Then \(t \in \pi_{\text{var}(t)}(T)\), hence \(T' \models \pi_{\text{var}(t)}(T') \models \pi_{\text{var}(t)}(T) \models t\).

Note that the proposition does not require both systems of inequalities to be complete. Due to Proposition 7 it suffices to check that entailment holds for all planar projections. Therefore consider checking entailment between two non-redundant planar systems \(T_1, T_2 \in Two_{\bar{x}, y}\). To test \(T_1 \models T_2\) it is sufficient to show that \(T_1 \models t\) for all \(t \in T_2\). This reduces to finding \(t_i, t_{i+1} \in T_1\) such that \(\theta(t_i) - \theta(t) < \theta(t_{i+1})\) (modulo \(2\pi\)). If any of the tests \(\{t_i, t_{i+1}\} \models t\) fail, false can be returned immediately. If the inequalities are ordered by angle, planar entailment checking is linear time as shown in Fig. 4.
function \( \text{entails}(T_1 \in \text{Two}_X, T_2 \in \text{Two}_X) \) begin
  if \( \exists t \in T_1 \ . \ t \equiv 0x + 0y \leq -1 \) then return \( \text{true} \);  
  if \( \exists t \in T_2 \ . \ t \equiv 0x + 0y \leq -1 \) then return \( \text{false} \);  
  let \( \{ t_1, \ldots, t_n \} = T_1 \) such that \( \theta(t_1) \leq \theta(t_2) \leq \ldots \leq \theta(t_n) \);  
  let \( \{ t'_1, \ldots, t'_m \} = T_2 \) such that \( \theta(t'_1) \leq \theta(t'_2) \leq \ldots \leq \theta(t'_m) \);  
  \( u := 1; \ l := n; \)
  for \( i \in [1, m] \) do begin
    while \( \theta(t_u) < \theta(t'_l) \wedge u \leq n \) do begin
      \( l := u; \)
      \( u := u + 1; \)
    end
    if \( \{ t; t_{(u \mod n)} \} \not\subseteq t'_l \) then return \( \text{false} \);  
  end;
  return \( \text{true} \);
end;

Fig. 4. Algorithm for checking entailment of planar polyhedra

7 Widening

For domains that do not satisfy the ascending chain property, widening is necessary to enforce termination of fixpoint calculations [7] (for example in loops). Widening can also be used to improve space and time behavior. In the following sections we elaborate on both.

7.1 Widening for termination

Any widening [7, 8] for polyhedra can be applied to planar polyhedra and then lifted to systems of two variables per inequality. Since the domain is structured in terms of projections, one tactic for delaying widening, and thereby improving precision, is to only apply widening when the number of projections has stabilized and the dimension of each of the projections is also stable. One subtlety is that applying completion after widening can compromise termination by reintroducing inequalities that were removed during widening.

7.2 Widening for tractability

To assess the tractability of the domain, we implemented a naïve completion operation and measured the growth both in the number of projections and inequalities. Our test data is obtained by generating random planar polytopes over different pairs of variables. Each polytope was constructed by computing the convex hull of a random set of points distributed across a square in \( \mathbb{R}^2 \). We set up three different scenarios called varying, constant and sparse. In the varying scenario, we created polytopes which had between 3 and 13 inequalities each until we reached 147 inequalities in total. To make the results comparable, we
then applied completion to those systems which had exactly 100 non-redundant inequalities. Redundancies can occur in the original system since two polytopes may share a common variable and a bound on this variable may propagate from one sub-system to the other, rendering inequalities superfluous. The constant scenario creates 10 inequalities for each pair of variables. Since fewer non-empty projections were initially generated (on average 143/10), the growth in the number of projections is larger – on average it increased to 32 projections. The last case, sparse, corresponds to a system where inequalities are weakly coupled, that is, few inequalities share variables. As expected the number of extra projections generated by completion is marginal. The results are summarized in Figure 6. Since randomly generated data offers no particular advantage to our completion algorithm over real data, it appears the completion will remain tractable in practice. In particular, the worst case quadratic growth in the number of projections is unlikely to arise.

An interesting observation is that the number of inequalities is not proportional to the number of points $n$ over which the convex hull is calculated. This squares with probabilistic theory [5, 31]. Specifically, the convex hull of a set of $n$ points randomly distributed over a square is expected to have $O(\log n)$ extreme points [5], while a random set of $n$ points restricted to a circle is expected to have $O(n^{\frac{1}{3}})$ extreme points [31]. In our experiments, less than 1% of all projections had more than 30 inequalities (see Fig. 5 for the distribution). This suggests
that pruning the number of inequalities down to a constant bound will have little overall effect on precision, yet obtains an attractive $O(d^3 \log(d))^2$ performance guarantee. One way to systematically drop inequalities is to remove those that contribute least to the shape, that is, remove the inequality that contributes the shortest edge to the polyhedron.

8 Future Work

Using union-find an arbitrary $T \in \text{Two}_X$ can be partitioned in near-linear time into a system $\{T_1, \ldots, T_p\}$ such that $\text{var}(T_i) \cap \text{var}(T_j) = \emptyset$ whenever $i \neq j$. This decomposition enables the complexity of completion to be reduced to $O(d^3 (\log d)^2)$ where $d = \max \{|\text{var}(T_1)|, \ldots, |\text{var}(T_p)|\}$. This tactic, which is applicable to any polyhedral domain, will be useful if the coupling between variables is low.

The completion of a system $T$ is currently computed iteratively in approximately $\log_2(|\text{var}(T)|)$ steps. The completion operation could benefit from applying a strategy such as semi-naïve iteration [3] that would factor out some of the repeated work.

9 Related work

The Octagon domain [26] represents inequalities of the form $ax_i + bx_j \leq c$ where $a, b \in \{1, 0, -1\}$ and $x_i, x_j \in X$. The main novelty of [26] is to simultaneously work with a set of positive variables $x^+_i$ and negative variables $x^-_i$ and consider a DBM over $\{x^+_i, x^-_i, \ldots, x^+_d, x^-_d\}$ where $d = |X|$. Then $x_i - x_j \leq c$, $x_i + x_j \leq c$ and $x_i \leq c$ can be encoded respectively as $x^+_i - x^+_j \leq c$, $x^-_i - x^-_j \leq c$ and $x^+_i - x^-_i \leq c$. Thus an $2d \times 2d$ square DBM matrix is sufficient for this domain. Note that this DBM representation contains entries of the form $x^+_i - x^+_j \leq \infty$ whenever $x_i - x_j$ is not constrained (and likewise for $x_i + x_j \leq c$ and $x_i \leq c$). Closure is computed with an all-pairs Floyd-Warshall shortest-path algorithm.
that is $O(d^3)$ and echoes ideas in the early work of Pratt [30]. Other earlier work on this theme considered the domain of inequalities of the form $x_i - x_j \leq c$ [25, 33], though the connection between bounded differences [9] and abstract interpretation dates back (at least) to Baghara [1]. Very recently, Miné [27] has generalized DBMs to a class of domains that represent invariants of the form $x - y \in C$ where $C$ is a non-relational domain that represents, for example, a congruence class [12]. This work is also formulated in terms of shortest-path closure and illustrates the widespread applicability of the closure concept.

Another thread of work is that of Su and Wagner [35] who propose a polynomial algorithm for calculating integer ranges as solutions to two variable per inequality systems, despite the intractability of some of these problems [21]. However, efficient integer hull algorithms do exist for the planar case [10, 14].

Combined with our completion technique, this suggests a new tractable way of calculating the integer convex hulls for two variable systems that promises to be useful in program analysis.

It is well-known that the linear programming problem – the problem of maximizing a linear function subject to linear inequalities – is polynomial time (Turing) equivalent to the problem of deciding whether a linear system is satisfiable. Moreover, the problem of deciding whether a linear system is satisfiable can be transformed into an equivalent problem where each inequality contains at most three variables (with at most a polynomial increase in the number of variables and inequalities). Thus an efficient algorithm for solving this problem is also an efficient algorithm for solving the linear programming problem and vice versa. This equivalence, and negative results such as [20], explains the interest in checking the satisfiability of systems of linear inequalities where each inequality contains at most two variables that dates back to [29, 30, 34]. Of all the proposals for checking the satisfiability of a system $T$, the algorithm of [16] is most in tune with the requirements of abstract interpretation due to its succinctness and its $O(|T| \log(|T|)^2 \log(|T|))$ running time which is guaranteed without widening. This result (and related results) provide fast entailment checking algorithms which may be useful for efficient fixpoint detection.

The trade-off between expressiveness and tractability is also an important consideration in constraint solving and in this context the class of two variables per inequality has also received attention [15, 18]. Jaffar et al [18] extend the closure algorithm of Shostak [34] for checking satisfiability over the reals to the integers by alternating closure with a tightening operation. However, this procedure is not guaranteed to either terminate nor detect satisfiability. Jaffar et al [18] go onto show that two-variables per inequality constraints with unit coefficients can be solved in polynomial time and that this domain supports efficient entailment checking and projection. More recently, Harvey and Stuckey [15] have shown how to reformulate this solver to formally argue completeness.
10 Conclusion

We proposed a new abstract domain of linear inequalities where each of the inequalities has at most two variables and the coefficients are unrestricted. We have shown how a (polynomial) completion operation leads to efficient and simple domain operations. Empirical evidence was presented that suggests that the domain is both tractable and well suited to widening.
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