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Abstract In programming, protocols are everywhere. Protocols describe the pattern of interaction (or
communication) between software systems, for example, between a user-space program and the kernel or
between a local application and an online service. Ensuring conformance to protocols avoids a significant
class of software errors. Subsequently, there has been a lot of work on verifying code against formal protocol
specifications. The pervading approaches focus on distributed settings involving parallel composition of
processes within a single monolithic protocol description. However we observe that, at the level of a single
thread/process, modern software must often implement a number of clearly delineated protocols at the same
time which become dependent on each other, e.g., a banking API and one or more authentication protocols.
Rather than plugging together modular protocol-following components, the code must re-integrate multiple
protocols into a single component.

We address this concern of combining protocols via a novel notion of ‘interleaving’ composition for protocols
described via a process algebra. User-specified, domain-specific constraints can be inserted into the individual
protocols to serve as ‘contact points’ to guide this composition procedure, which outputs a single combined
protocol that can be programmed against. Our approach allows an engineer to then program against a number
of protocols that have been composed (re-integrated), reflecting the true nature of applications that must
handle multiple protocols at once.

We prove various desirable properties of the composition, including behaviour preservation: that the
composed protocol implements the behaviour of both component protocols. We demonstrate our approach in
the practical setting of Erlang, with a tool implementing protocol composition that both generates Erlang
code from a protocol and generates a protocol from Erlang code. This tool shows that, for a range of sample
protocols (including real-world examples), a modest set of constraints can be inserted to produce a small
number of candidate compositions to choose from.

As we increasingly build software interacting with many programs and subsystems, this new perspective
gives a foundation for improving software quality via protocol conformance in a multi-protocol setting.
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A Theory of Composing Protocols

EJ Introduction

Protocols are everywhere. Whenever two entities need to communicate (perhaps via
function calls, or messages sent over a channel), a protocol can be used to ensure that
both parties effectively exchange information. Protocols can be seen as a specification
of communication, and as such have been leveraged for the purposes of verification
in programming languages, e.g., session types [9, 25, 26, 27], choreographies [13, 14,
39], typestate [42], behavioural types in general [21, 30], and more.

There may be many protocols that a program has to conform to, capturing different
interactions between different parts of a system. Here we use the term protocol to
denote a specification of the interaction patterns between different system components.
For example, when considering distributed systems, a protocol may describe the
causalities and dependencies of the communication between processes. To give a
more concrete intuition, an informal specification of a protocol for an e-banking system
may be as follows: The banking server repeatedly offers a menu with three options: (1)
request a banking statement, which is sent back by the server, (2) request a payment,
after which the client will send payment data, or (3) terminate the session. We elaborate
on this example later, using it as a motivating example.

Much of the work on systematising the process of programming against a specifica-
tion assumes a monolithic view of protocols: a protocol is often given for the entire
system, explaining the communication between all parties involved. This up-front,
single point of definition runs contrary to the human aspects of real-world program-
ming, in which a programmer gradually pieces together their code, perhaps heavily
leveraging libraries, to reach their intended goal; programs are gradual compositions.

A view that is globally defined once does not reflect the real process of software
composition. In contrast, a view that defines lots of local protocols or sub-protocols
places the burden of configuring their interaction on the programmer: programmers
must themselves work in a situation where they have to consider many smaller
protocols and work out how they want dependencies between them to be resolved.
Instead, we propose that a flexible, non-monolithic notion of protocol composition
(and possibly recomposition, when a piece of code is refactored and rewritten, or
reused) is needed to support the engineering of protocol-dependent code. Ideally,
such a notion should support well-founded semi-automated protocol composition and
support implementation with formal guarantees.

This work lays a foundation for compositional protocol engineering based on a
notion of interleaving composition of protocols. An interleaving composition of two
protocols ‘weaves’ them together into a single unified protocol. This differs from
sequential composition, in which one protocol follows the other or one’s inputs are
coupled to the other’s outputs. It differs from parallel composition, which traditionally
(e.g., in CCS or CSP) describes a semantic interleaving of programs; our approach
calculates a single syntactic protocol specification.

We address, in general terms, the question of what a correct protocol composition
is, and introduce a syntactic definition of composition that characterises finite sets
of correct interleaving compositions, each representing a ‘good way’ to interleave
the component protocols with respect to domain-specific user-specified constraints.
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The resulting approach gives a theoretical basis for protocol (re-)engineering based
on a process calculus with constraint annotations. Interleaving composition has the
purpose of enhancing the awareness of what a protocol means, and facilitating
reasoning about its properties. We give an algorithmic implementation of interleaving
composition supporting the process of defining protocols and inspecting the generated
compositions, and code generation of skeletons of processes following a given protocol
(composite or not). Code generation is based on Erlang/OTP gen_statem behaviour [1]
allowing code to be migrated in subsequent compositions and reused. Correspondence
of our protocol language with Finite State Machines (FSM) via directed graphs yields
straightforward links between protocols and FSM-structured code.

A related line of work defines composition as run-time weaving, for example applying
principles of aspect-oriented programming to protocol composition [43]. Unlike [43],
we statically derive protocol compositions that enable (human/automated) reason-
ing and verification of their properties. Another related line of work is automata
composition [7, 20, 23]. Team Automata [7, 20] provide several means of composing
machines via synchronization on their common actions, and give a formal frame-
work for composition. Unlike Team Automata, we express composition constraints
orthogonally to communication: instead of synchronization on common actions, we
use ‘asserts’/‘requires’ as contact points for composition, and reason about the prop-
erties of a composite protocol from the perspective of the application logic. The
resulting composition relation given in this work is not characterizable as one of the
synchronizations of Team Automata (discussed further in Section 6).

Unlike in aforementioned works, our protocols are mono-threaded. This is not
unusual in literature, e.g., session types are essentially mono-threaded [9, 25, 26].
Also real-world protocols, such as POP2, POP3, and SMTP, are described in their
RFCs as single state machines and have been modelled, without parallel composition,
as session types [11, 22, 29]. Still, one could use parallel composition as a basis for
defining protocol compositions (as in Team Automata), and this would yield general
and syntactically concise concurrent specifications. These concurrent specifications,
with all their interleavings, would be harder for a human to understand than a well-
specified interleaving composition. We explore an unusual approach to composition,
with the purpose of supporting a process of human understanding of what protocol
composition should be. Our novel approach is also reflected in the tool. The code for the
composition of two protocols is not the composition of the existing implementations
(plus some adaptor code) — as one would expect. The tool generates new code via: (1)
automated generation of a stubs of the new composite protocol, and (2) migration of
relevant parts of the old code — besides the stub infrastructures — into the new code.
This yields simple mono-thread code that are still close to the protocol’s structure.

11 Motivating Example
The banking protocol discussed earlier in this section can be formally specified as S in
Figure 1 using a process calculus notation. Sy repeatedly (via a fixed point ut) offers

(denoted &) three options: option statement is followed by a send action (denoted !)
of a message with the bank statement, option payment is followed by a receive action
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E statement : !'statement.t 2
Sp:= ut.& payment :?details.t _
logout : end ’
8 9
. < ok : wur.lid.?tan. O.k - T =
Sp:=  ?pin. fail: r

fail : end ?

M Figure1 Banking (Sg) and PIN/TAN authentication (S,) protocols. The arrows show the
desired dependencies: entering the loop in Sz requires correct PIN authentication
(i.e., at ok, first occurrence in S,) and each payment iteration in Sy requires TAN
authentication. (i.e., at ok, second occurrence in S,).

(denoted ?) with details of the payment, and option logout is followed by termination
of the protocol (denoted end). After each of the first two options, the control flow
goes back to the initial state (via t).

Assume now that we want to extend Sz with two-level authentication: one level for
accessing the service and one additional level for each payment transaction. Concretely,
we wish to compose S with the PIN/TAN (Personal Identification Number/Transaction
Authentication Number) protocol modelled in Figure 1 as S, which offers two-stage
authentication. The first stage is pin authentication: the server receives a pin and
decides ( ) whether to continue (i.e., ok) or terminate (i.e., fail). If ok is chosen,
the protocol enters a loop (i.e., ur) that manages multiple TAN authentications,
supporting multiple transactions requiring an additional level of security. In the loop,
the server sends an identifier id for which the client must send back a tan. The server
notifies the client about the correctness of the tan with either ok or fail.

We want to compose the banking and authentication protocols into a single proto-
col where their actions follow a specific interleaving: access to the banking service
requires a PIN authentication, and each payment instance/iteration requires an extra
TAN authentication (see dotted arrows in Figure 1). This specific interleaving entails
an authorization property, which we later express and ensure by using assertion anno-
tations. Moreover, we want tools that facilitate engineering of programs implementing
interleaving compositions. For example, we want to obtain a skeleton implementation
for the banking and PIN/TAN protocol, and in a second stage we want to reuse the
code when composing banking with a different multi-factor authentication protocol,
e.g., offering other options besides TAN, such as keycard authentication.

1.2 Contributions
In Section 2, we define a process-calculus-based notation for protocols with ‘assertions’.
Assertions specify contact points and constraints between component protocols, to be

checked statically. In Section 3, we give a definition of interleaving composition that
is relational, as there may be many valid interleaved protocols (or even none). In Sec-
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tion 3.1.1 we provide two less restrictive definitions of interleaving composition via two
additional rules, weak branching and correlating branching that capture more scenarios
but enjoy a weaker fairness properties. In Section 4, we prove that our composition
relation returns correct interleaving compositions, namely: (behaviour preservation)
interleaving compositions only perform sequences of actions that may be performed
by either of the component protocols; (fairness) interleaving compositions eventually
execute the next available action of each protocol; (well-assertedness) interleaving
compositions always satisfy requirements prescribed by the assertions in the protocols
being composed. Thus, we establish that the composition relation produces sets of
protocol compositions that are correct-by-construction. Our definition is sound but not
complete, as discussed in Section 4.4. In Section 5, we introduce a tool for protocol
engineering in Erlang, which implements interleaving composition, generation and
protocol extraction to/from Erlang gen_statem code. Section 6 discusses related work.

[FJ Asserted Protocols

We introduce a language of protocol specifications to abstractly capture essential
features of sequential computation: sequencing, choice, and looping. Our protocol
language somewhat resembles Milner’s CCS [38] or the m-calculus [41], but without
parallel composition or name restriction, and has some relation to Kleene algebras [34]
but we provide more general patterns of recursion via recursive binders rather than a
single closure operator. Generally, two protocols can be composed in several ways,
each reflecting a possible interleaving of the actions of the two protocols. Not all such
interleavings are meaningful depending on the scenario or domain. The protocol
language therefore includes a notion of ‘assertions’ which can be used to capture the
behavioural constraints of a protocol to guide interleaving composition in a meaningful
way; they act as a specification of minimal ‘contact points’ between protocols akin to
pre- and post-conditions. Following an explanation of the syntax and various examples,
we give an operational model to the protocol language which serves to explain both
the program semantics which it abstracts, and the meaning of the assertion actions.

Definition 1 (Asserted protocols) Asserted protocols, or just protocols for short, are
ranged over by S and are defined as the following syntax rules:

S == psS action prefix
j +f1; 15,021 branching
j ut.S fixed-point
j t recursive variable
j end end
i assert(n).S assert (produce)
i require(n).S require assertion fragment
i consume(n).S consume

where p 2 P ranges over prefixing actions, | 2L ranges over labels used to label each
branch of the n-ary branching construct, t ranges over protocol variables for recursive
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protocol definitions, and n 2 N ranges over names of logical atoms used by assertions.
The sets of actions P , labels L , and names N are parameters to the language and thus
can be freely chosen. Furthermore + ranges over a set of operators O used to represent
branching choice and thus can also be instantiated.

The prefixing action provides sequential composition (in the style of process calculi).
Branching is n-ary, taking the form of a set of protocol choices with a label |; for each
choice. Looping behaviour is captured via the recursive protocol variable binding ut,
which respects the usual rules of binders, and recursion variables t. Protocols can be
annotated with assertions to introduce guarantees assert(n), requirements require(n),
and linear requirements consume(n): assert(n) introduces a true logical atom n into
the scope of the following protocol, require(n) allows the protocol to proceed only
if n is in the scope (basically consume(n) presupposes require(n)), and consume(n)
removes the truth of logical atom n from the scope of the following protocol.

We assume variables to be guarded in the standard way (they only occur under
actions or branching). To simplify the theory, we assume that: (1) nested recursions
are guarded, ruling out protocols of the form ut.ut®S, with no loss of generality
since ut.ut’S is behaviourally equivalent to ut.S[t/t%, and (2) in ut.S variable t
occurs free at least once in S, with no loss of generality since e.g., ut.?pay.end is
behaviourally equivalent to ?pay.end. Unless otherwise stated, we consider protocols
to be closed with respect to these recursion variables.

Remark 1 (Language instantiation) In the examples we often instantiate the prefixing
actions P to sends !T and receives ?T capturing interaction with some other concurrent
program, i.e., p 2 fI1T,?Tg where 0is a type (e.g., integers, strings), and instantiate
choice + to a pair of polarised choice operators: + 2f , &g, either offering of a choice
or selecting from amongst some choices &. This yields a session types-like syntax similar
to the one used by Dardha, Giachino and Sangiorgi. [18].

Examples often colour assertions green and labels purple for readability.
21 Assertion Examples

Consider a payment process ?pay.end that receives a payment and terminates, and a
dispatch process !item.end that sends a product link and terminates. We can interleave
these two protocols in two ways: ?pay.!item.end (payment first) or !item.?pay.end
(dispatch first). By using assertions, we can require that payment happens before
dispatch: below, I; asserts the logical atom paid as a post-condition to receiving
payment while in I, the sending action depends on the logical atom paid as a pre-
condition, and in doing so consumes it.

I, =?pay.assert(paid).end I, = consume(paid).litem.end

The only interleaving composition of I; and I, that satisfies the constraints posed by
the assertions is: ?pay.assert(paid).consume(paid).!item.end.
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Linear constraint consume(n) models a guarantee that can be used once, whereas
non-linear constraint require(n) does not consume n. Using a mix of linear and non-
linear constraints, we can model a prepaid buffet scenario where a payment remains
valid (hungry) for several iterations until the meal ends (end):

ut.&f hungry : require(paid).!food.t, end : consume(paid).endg

Example 1 (Asserted banking and PIN/TAN) The informal requirement on the bank-
ing and PIN/TAN example discussed in the introduction can be modelled using assertions.
An asserted version of the banking protocol, given below as SS, uses require(pin) to ensure
a successful PIN authentication before accessing the banking menu; consume(tan) to
require one successful TAN authentication for each iteration involving a payment; and
consume(pin) to remove the PIN guarantee when logging out. Assertions assert(pay) and
consume(pay) ensure TAN authentication only happens in case of payment.

8
< statement: Istatement.t

Sg: require(pin).ut.&  payment:  assert(pay).consume(tan).?details.t
logout : consume(pin).end !

©

In the asserted authentication protocol Sg below, assert(pin) and assert(tan) provide
guarantees of successful PIN and TAN authentication, respectively:
8 9
< ok: assert(tan).r
fail: r
fail: end ?

52: 7pin. ok: assert(pin).ur.consume(pay).!id.?tan.

2.2 Protocol Semantics

The semantics of a protocol is given in Definition 2 in terms of an environment that
keeps track of guarantees, and lets protocols progress only if stated guarantees can
be met by the environment. The semantics is up to the structural equivalence rules
given below, where S[ut.S/t] is the one-time unfolding of ut.S.

ut.S S (where t 6Xv(S)) ut.S S[ut.S/t]

Definition 2 (Operational semantics) The semantics of protocols is defined by a la-
belled transition system (LTS) over configurations of the form (A,S) where A ranges
over environments A N  (sets of logical atoms), with transition labels { ::= p j +1j
assert(n) j require(n) j consume(n) and the transition rules below:

ApSy’ (45S) hInteri
+1.

A+l :SG21)!  (AS)) (j21) tBranchi

(A, assert(n).S) T (A[f ng,S) hasserti

(A, require(n).S) ™™ (4, s) (n2 A) hRequirei

(A consume(n).S) ™™™ (Anfngs)  (n2A) hConsumei

A,s) " (4% s

. HReci
(A, ut.S) (A STut.S/t])
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Rules hinteri and hBranchi always allow a protocol to proceed with some action,
resulting in the appropriate continuation, without any effect to the environment.
Rule hAsserti adds atom n to the environment. Rules lRequirei and hConsumei both
require the presence of atom n in the environment for the protocol to continue.
Although MRequirei leaves the environment unchanged, hConsumei consumes the
atom n from the environment. In MReci, SYut.S/t] means that the recursive protocol
is unfolded by substituting ut.S for t in S°.

-

We write: (4,5) 6! if (A,S)! * (A%SY for no £,4%5% (A,S)! * (A% S9) for a vector
C=10,,....0,if (A,S) o (A° S%. We say that (A% S9) is reachable from (A, S) if

i - .
(A,S) = (A%SY or (A,8) ~ (A% SY for a vector £. We omit labels and target states
where immaterial.

Definition 3 (Stuck state & progress) State (A,S) is stuck if S 6 end and (A, S) 6!.
A protocol S enjoys progress if every state (A% S% reachable from (; ,S) is not stuck.

A protocol may reach a stuck state when it does not have sufficient pre-conditions in
its environment A. In Example 1, S does not enjoy progress because the pre-condition
expressed by require(pin) cannot be met; similarly, Sg does not enjoy progress because
of unmet pre-condition consume(pay).

2.3 Well-Assertedness

Assertions are key to generating meaningful compositions of protocols. Following the
labelled transitions semantics, we define a judgement which captures the pre- and
post-conditions of a protocol implied by its assertions. We use the notation A fSgA°
reminiscent of a Hoare triple where A and A® are pre- and post-conditions of S.

Definition 4 (Well-assertedness) Let A be a set of names. Well-assertedness of a
protocol S with respect to A is defined below, as an inference system on judgements of the
form A £SgA°, where A%is the set of names (logical atoms) resulting after the execution
of S given the set of names A.

AfSgA° fact] 8i21.AfS,gA, [bra] A[f ngfSgA°
Afp.SgA© Af+EL 15,0010 A A fassert(n).SgA©

[assert]

A[f ngfSgA° AnfngfSgA°® 2A
[ ng' oA [require] ningt>g n
A[f ngfrequire(n).SgA° A fconsume(n).SgA°

[consume]

AfSgA[ A°
_Losal A —  Tend
Atpesgal A0 Afenaga Y Ttega

[call]

We write A fSgwhen A fSgA° for some A° (i.e., when the post-condition is not of interest).
We say that S is very-well-asserted if ; fSg We say that a state (A, S) is well-asserted if
S is well-asserted with respect to A.

Protocols S$ and SJ in Example 1 are not very-well-asserted but they are well-asserted
with respect to fpin, tang and fpayg, respectively.
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We now consider some properties of well-asserted protocols. Proofs are in Ap-
pendix D. Firstly, protocols that do not contain assertions are very-well-asserted:

Proposition 1 (Very-well-assertedness) If S is generated by the grammar in Defini-
tion 1 without the assertion fragment then it is very-well-asserted.

Next, well-asserted protocols can have their environment weakened, akin to pre-
condition weakening in Hoare logic:

Proposition 2 (Environment weakening) If AfSgand A A° then A°fSg Hence,
; fSgimplies A fSgfor all A.

Next, Lemma 1 states that the redux of a well-asserted state is well-asserted, more-
over the postconditions are not weakened by reduction:

Lemma 1 (Reduction preserves well-assertedness) If A fSgA° and there is a reduc-
. ¢
tion (A,S)  (A%0SY then 9A%%° A° A90f59yA000

Lemma 2 (Well-asserted protocols are not stuck) If AfSgand S is closed with re-
spect to recursion variables (fv(S) = ;) then (A, S) is not stuck.

Next, Lemma 3 shows that if a protocol “gets stuck”, this is because it does not have
enough preconditions to proceed. Thus, the protocol needs assumptions that may be
provided by other protocols it could be composed with. Lemma 3 follows by induction
on the length of a protocol’s execution, combined with Lemmas 1 and 2.

Lemma 3 (Progress of very-well-asserted protocols) If S is very-well-asserted (i.e.,
; £Sg) and closed then it exhibits progress.

We next introduce protocol composition, which produces protocols that are mean-
ingful with respect to their assertions (i.e., that exhibit progress).

[} Interleaving Compositions

We compose protocols by computing syntactic interleavings. We derive the ‘interleaving
composition’ (IC) of two protocols S; and S, via a relation with judgements of the
form: T;; Tg; A~ S S, S where S is the resulting composed protocol, and A
is the set of names (i.e., assertions) provided by the environment to S. We let T
range over recursion environments, defined as possibly empty lists of distinct protocol
variables t. Lists are concatenated via the , (comma) operator, which is overloaded to
extend a list with a single element, e.g., written T, t. In the judgements, we use two
recursion environments T; and Ty to keep track of the free protocol variables in S;
and S, respectively in order to handle composition of recursive protocols. We use an
underlining annotation t to denote variables that were used to merge two recursive
protocols into one recursive IC, and predicate unused(T) that is true if all variables in
T are not used (i.e., not underlined), and false otherwise. The ‘used’ annotation t is
instrumental in handling composition of nested recursions, as explained later.
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T, Tri A~ Sy S, »S Tps T A S, S1»S

- - [act/sym]
T;Tp; A p.Sy S,»>pS T Tps A Sy S, »S
T, Tp; A[f ng~ S; S, »S .
L \R [ - 9 ! 2 - [require]
T.; Tg; A[f ng " require(n).S; S, >require(n).S
T;,;: Tp; Anfng™ S; S, S n2A
L fz 9 1 2 [consume]
T.; Tr; A~ consume(n).S; S, »consume(n).S
T,: Tr; A[f ng~ S; S, »>S
L 'R [(fng S S, [assert]
T;; Tgr; A~ assert(n).S; S, »assert(n).S
8i2I T;Tg; A~ S; Sy »S?
- 3 [bra]
Ty TRy A +1:8Gnr  So > 411150
Tyt TRy AT Sy pty.S, »S Afut,.Sg Afut.Sg fv(ut.S)=;
b R - ! 272 ! H - 9 (ut.5) [rec1i/rec3]
TL; TR, A ,utl.Sl ‘Uftz.SZ D,utl.S TL, TR’ A HtS end D‘U,ts
TL; Tl’E’ T2;A ) Sl[t/tl] 52 >S unused(Tz)
N [rec2]
T, Ty, t, T A uty.S; S, >S
= = [call/end]

T,;TpiA™t t>t Tp;Tg; A" end endbend

B Figure2 Rules for iterleaving composition of protocols

Definition 5 (Interleaving composition) IC is defined by the judgements in Figure 2.

In Figure 2, rule [act] is for prefixes, [sym] is the commutativity rule, and [end]
handles a terminated protocol. By combining [act] and [sym] one can obtain all
interleavings of two sequences of actions.

Rule [require] includes the continuation of a protocol only if a required assertion
n is provided by the environment. Rule [consume] is similar except the assertion
is removed in the precondition’s environment. Conversely, [assert] adds assertion n
to the environment of the precondition. Rules [require], [assume], and [consume]
may enforce a particular order in actions of an interleaving. For example, the reader
can verify that the composition of ?pay.assert(p).end and consume(p).!item.end pro-
duces (only) one interleaving ?pay.assert(p).consume(p).litem.end that is obtained
by applying [act], [assert], [sym], [consume], [act], and [end].

Rule [bra] is similar to [act] but the continuations are composed with each branch.
For example the composition +fl; : end, |, : endg !Int.end with initially empty
environment produces the following two interleavings:

+fl; :!Int.end, |, :'Int.endg (applying [bra], [sym], [act], [end])
IInt.+ fl; : end, |, : endg (applying [sym], [act], [act], [sym], [bra], [end])

Rules [rec1] and [rec2] allow two recursive protocols to be composed. The compo-
sition of two recursive protocols, say ut;.S; and ut,.S,, yields a recursive protocol
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where the recursion body is the composition of the two recursion bodies, and only one
of the two protocol variables is used, either t; or t,. For example, the composition of

utq.'p1.t1 and ut,.!p,.t, yields e.g.,

utq.'p1.lps.ty  (applying [rect], [act], [sym], [rec2], [act], [call])
ut,.lpo.lpi.t,  (applying [sym], and proceeding as above)

Rule [rec1] picks t; as name for the interleaving composition, records t; as the
end of the T; list and continues with the composition of the recursion body S; with
ut,.S,. The premise A fut;.Sg ensures well-assertedness of the arbitrary repetition
of S, that is ut;.S (the composition rules only check that S is well-asserted). Rule
[rec2] completes the merge of two recursions, with calls to t, in this instance being
redirected to t; (via a substitution). Variable t; is in the right recursion environment
T1,t41,T,, namely a list of protocol variables, followed by unused t;, followed by a list
of unused protocol variables T,, yielding a protocol with just one recursion. In the
premise of [rec2], t, in this instance becomes used.

In [rec2], condition unused(T,) prevents erroneous ‘flattening’ of nested recursions.
For instance, in the composition of S; = ut.p.t and S, = ut,.q.ut,. + fly 1 tq, I, 1 t,0,
merging t with both t; and t, would yield the undesirable derivation S = ut.p.q.+fl; :
t, l,.tg where S does not preserve the behaviour of S,. Behaviour preservation is
formally defined later on; for now, observe that S, permits successive choices of the
label |, without any intervening actions, whereas S requires an intervening g action
(and p action) between any successive choices of label |,. See Example 7 in Appendix A
for some derivations of interleaving compositions of S; and S,. The requirement that
t precedes only unused variables T, (captured by predicate unused(T,)) also prevents
‘criss-cross’ substitutions when composing two protocols with nested recursions which
can also violate behaviour preservation in similar ways to the case observed above.

Consider now the composition of a recursive protocol with a non-recursive one
e.g., S; = ut.p;.t with S, = p,.end. We do not want to derive the following protocol:
S = ut.p,.po.t The problem with S is that it allows execution p4, p,, p1, P>, - .. Where
action p, is repeatedly executed, while S, only prescribes one instance of p,. Such a
derivation would not preserve the behaviour of S,. Our rules do not allow derivation
of S above because rule [call] checks that the component protocols share protocol
variable t (i.e., they are both recursive and correctly merged).

Another undesirable composition of S; = ut.p;.t and S, = p,.end is one where S;
‘comes first’ yielding S°= ut.p;.t which, morally, behaves as S, after an infinite loop.
If this were a composition, it would violate a second property we discuss formally later,
fairness, requiring each component protocol to be able to proceed until it terminates.
S%is not derivable thanks to [rec3], which only allows a recursive protocol to be
introduced in an interleaving composition when the non-recursive component has
already been all merged (i.e., it is end). We can, e.g., derive the following composition
of S; and S,, where the terminating protocol S, comes first (hence satisfying fairness):

po-ut.pr.t  (applying [act], [sym], [rec3]).

The premise fv(ut.S) = ; of [rec3] prevents it being used inappropriately in case
of nested recursion, e.g., to prevent composition of ut;.p;.ut,.p,.t; and gq.end to
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produce (via [rect], [act], [sym], [rec3]) ut;.p;1.q.ut,.p,.t1, which violates behaviour
preservation (discussed later) by repeating an action q from a non-recursive context.

3.4 Variations on the Branching Rule

The branching rule of interleaving composition can be viewed as a distributivity
property: sequential composition after a control-flow branch can be distributed inside
the branches. Algebraically, we can informally describe this distributivity as follows,
for a 2-way branch (sans labelling): (S1+S,) T (S; T)+(S, T).Such a property
is familiar in Kleene algebra models of programs and program reasoning [34] and
monotone dataflow frameworks in static analysis [32]. Since interleaving composition
generates a set of possible protocols it would be more accurate to express this property
in terms of set membership rather than equality (for simplicity of the analogy, this
elides the fact that each composition is itself a set):

(S1+S5) T3 (S T)+(S, T) (distributivity)

In this section we consider two variants of this distributive behaviour for composition
called (1) ‘weak branching’ and (2) ‘interchange branching’ which can be summarised
via the algebraic analogy as variants of distributivity, respectively:

(Sl + 52) T 3 (Sl T) + SZ A (Sl + 52) T 3 Sl + (52 T) (Weak)
(S1+8y) (T1+T,) 3 (S; T)+(Sy, Ty) (interchange)

In (weak), composition distributes inside one branch but not the other. In (inter-
change), composing branches with branches has a ‘merging’ effect on the branches
rather than distributing within. (The ‘interchange’ terminology comes from similar
properties in category theory [33]).

We motivate and discuss each variation from the protocol perspective. In the rest of
this section we introduce two additional composition rules: [wbra] for weak branching,
and [cbra] for interchange branching (which we will refer to as correlating branching as
it better reflects the effects of the rule on the protocols). Note that these two variations
grow the set of possible interleavings, rather than shrinking it: they provide more
general composition behaviours but do not exclude the more specialised behaviours.
For generality of the theory, the derivation of interleaving composition can apply any
branching ([bra], [wbra], [cbra]). For practicality, our tool allows engineers to choose
the kind of branching to use in any specific scenario (as shown in Section 5).

3411 Weak Branching for “Asymmetric” Guarantees

Weak branching allows partial execution of some protocols being composed even if
there are not sufficient assertions to continue, as long as all protocols are completely
executed in some execution path. For example, protocol Sz below needs assertion n
to proceed. Assume we want to compose Sz with a protocol S,, which can provide n
in only one of its branches ok. Protocol S, may be an authentication server, granting
or blocking access to Sy depending on a password pwd. That is, for some S%

S, u= “?pwd. f ok:assert(n).end, ko: endg Sz = require(n).S°
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Since we want the actions of Sp not to be executed after selection of label ko, we want
interleaving composition to generate the following protocol:

Sap = ?pwd. f ok: assert(n).require(n).S% ko: endg

Protocol S,p is not attainable using the rules of Definition 5: the derivation blocks com-
posing require(n).S%with the second branch’s end in the empty environment.* Instead,
we introduce a ‘weak branching’ composition rule to allow asymmetric guarantees:

Definition 6 (Weak branching) Weak branching composition of protocols is derived
using the judgements in Definition 5 and the additional rule [wbra]:

I=L[ Iz I\ Izg=; 1,6 ;
8121, T;;TRiA™S; S»S? 8i2I5.T;;TR; A~ S; S6 N AfS,g
Ty Tri A+l 1Sy S >+l 8%, [f IS0y,

Precondition I, 6 ; ensures that each protocol’s actions are executed in at least
one execution path, and is key to the fairness property introduced in Definition 9.
Hereafter we denote with >, derivations obtained using the judgements in Definition 5
only and »,, for derivations with the additional rule [wbra].

Example 2 (Weak IC of banking and PIN/TAN) Consider the banking and PIN/TAN
protocols in Example 1 (p. 7). Interleaving composition of Sg and Sg using >, returns an
empty set. When using v, instead, we can derive the following interleaving composition
modelling a banking/authentication protocol that satisfies the requirements specified in
Section LI

8 8 99
S =7pin ok : assert(pin).require(pin).ur.&  statement:!statement.r, =
BA = (PR logout : consume(pin).end * 3
fail : end 8 9
< ok :assert(tan).consume(tan). =
Span = assert(pay).consume(pay).lid.?tan. ?details.r, _
fail 1 r ’

3.1.2 Correlating Branching
Correlating branching allows two protocols to be composed by ‘correlating’ each
branch of one with at least one branch of the other.

Consider two branching protocols: S; offering two services s1 and s2, and S, offering
two kinds of payment pl and p2. When composing S; and S,, we can correlate s1
with p1, and s2 with p2, using assertions:

Sy = f sl:assert(one).end, S2 : assert(two).endg
S, = f pl:consume(one).end, p2: consume(two).endg

'If we start from a non-empty environment fng we can derive ?pwd. f ok
assert(n).require(n).S%ko:require(n).S%. However, initial assumption f ngmeans that access
to Sg is granted regardless of the authentication outcome.
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We would like to obtain the following composition:

sl: f pl:assert(one).consume(one).endg,

S12= s2: f p2: assert(two).consume(two).endg

Composition rule [bra] is too strict and returns an empty set for S; and S,. Weak
branching [wbra] is also not useful in this case, producing the interleaving below,
which does not capture the intended correlation:

pl: sl : assert(one).consume(one).end, s2 : assert(two).end
p2: sl : assert(one).end, s2 : assert(two).consume(two).end

Definition 7 introduces a further rule [cbra], to allow for correlating compositions.

Definition 7 (Correlating branching) Correlating branching composition is derived
using the judgement in Definition 5 with the addition of rule [cbra] below:

S
812[.]16,/\ iZIJi:J
8j2J;, T.;Tp;A”S; sj?»sij 8j2JnJ; T.;Tg; A S; SJ%
Ty Try A+ 2 SiGios +0“j03 S?ngJ >+fl; +O“JQ3 Si19j20,921

The first premise requires that: (1) each branch of the first protocol can be correlated
with at least one branch of the second protocol (J; 6 ;), and (2) each branch of
tlée second protocol can be correlated with at least one branch of the first protocol
(' ;»;Ji = J). This precondition is critical to ensure the fairness property we introduce
in Section 4 (Definition 9). Rule [cbra] allows us to obtain Sy, as the interleaving
composition of S; and S, above, modelling the intended correlation.

Hereafter we denote with >, (resp. »,.) derivations ob- w
tained using the judgements in Definition 7 with the addition
of rule [cbra] (resp. [cbra] and [wbra]). The inclusion relation Ps Pwe
between the different kinds of judgement is shown on the right
(with > and »,,. being the most and least strict, respectively). P

Properties of Interleaving Composition

In this section, we give the main properties of interleaving compositions. First, we give
some general properties of well-assertedness and algebraic/scoping properties (i.e.,
sanity checks). Then, we give behaviour preservation and fairness, both formulated
using a semantics of ‘protocol ensembles’ (a semantic counterpart of syntactic compo-
sition). Hereafter, we will denote with > any kind of judgement in f >, >, >, >,,.0.

41 Well-Assertedness of Compositions

Critical for the validity of our approach is that interleaving compositions preserve the
constraints of assertions:
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Proposition 3 (Validity) If T;; Tg;; ~ S1 S, »S then S is very-well-asserted.

Appendix E details the proof. A corollary of Proposition 3 and Lemma 3 (progress
of very-well-asserted protocols) is that interleaving compositions enjoy progress:

Corollary 1 (Progress) If T;; Tz;; ~ S; S, S then S enjoys progress.
4.2 Algebraic and Scoping Properties

We consider algebraic properties and notions of open and closed protocol with respect
to recursion variables. Appendix F details the proofs of these results.

Composing closed recursive protocols yields closed protocols. This property is a
corollary of a more general property, that free variables are preserved by composition:

Proposition 4 If T;; Tg; A~ S; S, »S then fv(S;) [ fv(S,) = fv(S).

That is, the free variables of a composed protocol are exactly the union of the free
variables of the protocols being composed.

Corollary 2 (Composition preserves closedness) For all A,S and closed protocols
S$1,S,, if T;; Tr; A~ S; S, > S then S is a closed protocol.

A useful algebraic property is that composition has end protocols as units:

Proposition 5 (Interleaving composition has left- and right-units) For a protocol
S where AfSg™fv(S)= ; thenT;; Tp; A~ S end>Sand T;; Tr; A~ end S»S.

4.3 Behaviour Preservation and Fairness of Protocol Ensembles

In Section 3, we gave a syntactic definition of interleaving composition, which enacts
the dependencies implied by assertions in protocols, and provides a blue-print of
an implementation. In this section, we consider ‘protocol ensembles’, which can
be understood as the semantic compositions of two asserted protocols. Semantic
compositions have a behaviour that is similar to parallel composition (e.g., as in
CCS), but unlike parallel composition the two asserted protocols cannot communicate
with each other, i.e., there are no internal T actions. All interactions in a semantic
composition are directed towards other endpoints. Semantic composition provides a
more general and somewhat familiar notion of composition, which we will use as a
reference to analyse the properties of interleaving compositions.

Protocol ensembles, ranged over by C, are defined as follows:

cC == S | SjS

By defining C as either asserted protocols S (which may be interleaving composi-
tions) or semantic compositions Sjj S, we obtain a common LTS for comparing the
behaviour of interleaving and semantic compositions. For simplicity we limit the theory
to the composition of two protocols. The extension to n protocols is straightforward
e.g., based on labelling each protocol and its actions with a unique identifier.
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The LTS for protocol ensembles extends the LTS for asserted protocols: it is defined
over states of the form (A, C), transition labels £ (as for asserted protocols), and by
the rules in Definition 2 plus the following two rules:

L
A,So) - (A° SO
hCom1i (4.57) ( 2) hCom2i

" { .. .. { .
(A, S1iiS2) - (A9S?i S,) (A, S1iiSa)  (A%S1jiSY)

(4,50 (%S9

We write (A4,C) ! if (A,C)! ‘ (A% C9 for some £,A% C°. Protocols in C do not commu-
nicate internally, but may affect each other by changing or checking A.

Behaviour preservation Fix an LTS for protocol ensembles (Q,L! ) defined on the
set Q of states s of the form (A, C) and labels L. We use the standard notion of
simulation [41] to compare protocols of interleaving compositions and protocol en-
sembles, using protocol ensembles as a correct general model to which interleaving
compositions need to adhere.

Definition 8 (Simulation) A (strong) simulation is a relation R Q Q such that,

0. . (
whenever s;R s;: 8€2 L,s0:sy! ~ s¥ implies 959 :s ~ s and s?R s9.

We call ‘similarity’ the largest simulation relation. We write s; ® s, when there exists
a simulation R such that s;R s,. We say that C; preserves the behaviour of C, with
respect to A if (A, C;) ® (A, Cy).

Theorem 1 (Behaviour preservation of compositions - closed)
i AT Sy SpS ) (AS)®(AS1]S))

Therefore, interleaving compositions will only show behaviour that would be allowed
by a protocol ensemble. Clearly, protocol ensembles allow more possible executions
than an interleaving composition, which is only one of the possible interleavings. The
proof of Theorem 1 is by induction on the derivation of S and, although the statement
assumes closed protocols, some inductive hypotheses in the proof (e.g., premises of
[rec1] or [rec2]) require reasoning about open protocols. The proof hence relies on a
property (Lemma G.7 — Appendix G) on open protocols: (roughly) given two protocols
and one of their interleaving compositions, any action of the interleaving composition
is matched by an action of the ensemble of the two protocols, and this property is
preserved upon transition. Note that, while environments T; and Ty are trivially empty
in Theorem 1 (closed protocols), they have a key role in proving Lemma G.7 (open
protocols): they include the variables of each component protocol that have been
bound in a derivation, and give critical information of the scope and structure of the
original component protocols in that derivation. Appendix G details the proof.

Fairness Fix an ensemble of two protocols SyjjS; and any of their interleaving
compositions S. By fairness, each action of S, (resp. S;) can be observed in at least
one execution of S, possibly after a finite sequence of other actions by S; (resp. Sy).
In the following, we write (_,S) to denote (A, S) when A is immaterial.
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Definition 9 (Fairness) S is fair w.r.t. Sy and S, on A, if 8i 2 f 0,1g and any transition
. o & by
(LSl (_,S)) there exists 7 such that: 1) (A,Sj; ) TS0 ), 2 (A4S (A2SY,

i1
and 3) Sis fair with respect to S? and SJ.O1 j on A°

Theorem 2 (Fairness of compositions) If;;;;A " Sy S; bS then S is fair w.r.t. Sy
and S; on A.

A key aspect of fairness (Definition 9) is that it fixes £ and then requires at least one
execution in which ¢ is eventually executed by S. This implies that although not all
possible future branches include all parts of the protocols being composed, some will.

Definition 10 (Strong fairness) S is strongly fair w.r.t. Sy and S, on A, ifanyi 20,19

.. 1/ 7 . . 0
and all transitions (_,S;)! (_,S?) and (A, Sj1 ) ", there exist 10 rOwith (A, Sj1 ) '

0 : .
., Sjl l.j) and either:
1) r%0%0= 7 (ie., rOis a prefix of 7), or

2) 0= 7r00(ie., 7 is an ex prefix of r0)

0 0; : 0 0 0
such that (A,S) ! (A% S9 and S°is strongly fair w.r.t. S;and S].1 i on A~

By Definition 10, any action of a composition can be matched by an action of the
protocols being composed, and this property is preserved by transition. Vectors 7,
r0 and r®are used to universally quantify on 7 and yet allow for the cases where ¢
comes before (1) or after (2) 7 in the composition. It follows a stronger fairness result
for compositions using only [bra] that only holds for >, judgements.

Theorem 3 (Strong fairness of compositions with >;) If;;;; A" Sy Sq >, S then
S is strongly fair with respect to Sy and S, on A.

Appendix H details the proofs.

Example 3 (Fairness and weak branching) Consider a simpler variant of the proto-
cols in Section 3.1.1 (omitting password exchange and continuation):

Sy = f ok:assert(n).end, ko :endg Sg = require(n). end
Ssg = f ok:assert(n).require(n).end, ko : endg
Observe ;;;;; ~ Sy Sp®Spgand;;;;;  Sp Sg Py Sap. We show that Sy is a fair

composition w.r.t. S, and Sg on ;, but it is not a strongly fair one.

First focus on fairness. S, can move with either label ok or ko. In either case (; ,Sag)
can immediately make a corresponding step with ¥ empty. If Sz moves, that is by label
require(n), then for some environment f ng:

require(n)

(fng,Sp) ! (;,end) (1)
There exists a sequence of transitions with labels ¥ = ok, assert(n) such that
(; ,SB) !ok,assert(n) (f ng, end) (; ,S) !ok,assert(n) (f ng, require(n).end) !require(n) (; ,end)
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and ;;;;; ~ end end >, end. In the case above, we could select a ‘good’ path of S,
and S,z that allows the transition with label require(n) to happen.
Focus now on strong fairness and again, consider the step in Equation (1) by Sg. Now

. . - k .
we can pick an arbitrary 7, say, ok, such that (;,Sg)! ° (; ,end). Looking at Sz,
there is no prefix nor extension of 7 = ok that allows a require(n) step by S,z once the
branch ko is taken. Therefore, Sp is not strongly fair with respect to S, and Sg on ;.

4.4, Completeness

We discuss completeness of our composition rules: for every ‘good’ execution of S; jj S,
(i.e., non-terminating or reaching state endjj end), can we obtain an interleaving
composition of S; and S, that yields that execution? At present the answer is negative.
For example, S, and S, below produce no interleavings (not even with »,)

Sa
Sp

?pwd.assert(login).?quit.assert(n).consume(login).end
ut.&fbalance : require(login).!bal.t, finish: consume(n).endg

while it may be desirable to obtain:

. balance : require(login).bal.t,
?pwd.assert(login).ut.& )
finish :?quit.assert(n).consume(n).consume(login).end

The IC above cannot be derived because [rect] prevents composition of recursive with
non-recursive protocols. A simplistic modification of [rec1] to allow composition of
t1.S1 and S, (with Top(S,) = ;) would produce ut.?pwd.assert(login).&f...g which
is not behaviour preserving (the password request is repeated). Similar tweaks to
[rec2] have the same problem. With more complex rules, we may possibly allow weak
composition of S, with S, only for syntactic subterms of S, that terminate (e.g, after the
finish branch). Extending our rules in this direction, and investigating completeness,
is future work. At present using >, we can still compose S; with a modified S, e.g.

?pwd.assert(login).ut,.&fvoid : t,, quit :?quit.assert(n).consume(login).endg

[} Implementation

To illustrate the proposed approach, we have implemented a tool for Erlang that
offers interleaving composition of protocols, code generation, and protocol extraction.

Interleaving composition is defined as a function producing zero or more protocol
compositions, giving an algorithmic implementation of the relation in Definition 5.
Following the variations on the branching rule, the tool offers strong, weak, correlating,
and weak/correlating (denoted All in the table) composition. The user can select the
kind of branching they wish to use. Looking at Example 1, the strong composition of
banking and authentication protocols returns an empty set as expected. When opting
for weak composition instead, the tool outputs one IC, equivalent to Example 2:
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B Table1 Number of compositions for branching rule variations; running example in grey.

Protocols Strong Weak Correlating All
1) service(), login() o) I 0 I
2) s1(), s2() (Section 3.1.2) 0 1 2 3
3) i1(), i2() (Section 2.1) 1 1 1 1
4) http(), aws_auth() (from [28]) 0 6 0 6
5) login(), booking() o) I 0 I
6) pin(), tan() o) 1 0 I
7) pintan(), bank() o) I o) I
8) resource(), server() 1 1 1 2
9) userAgent(), agentinstrument() o o 2 2
10) bankauthsimple(), keycard() o) I o) I
I1) auth_two_step(), email() o} 9 0 9
12) sa(), sb() (Section 4.4) 0 12 2 14

Ml Listing1 PIN/TAN Banking Protocol rendered in our Erlang AST for protocols

bank_pintan() ->
{act,r_pin, {branch, [{ok, {assert, pin, {require, pin, {rec, "r",
{branch, [{payment, {assert, pay, {consume, pay, {act,s_id, {act,r_tan,
{branch, [{ok, {assert, tan, {consume, tan, {act, r_details, {rvar, "r"}}}},
{fail, {rvar, riI}}},
{statement, {act, s_statement, {rvar, "r"}},
{logout, {consume, pin, endP}}1}}}}},
{fail, endP}I}

Offering all four composition options (corresponding to b, >, >., >, in the theory)
instead of offering only the less restrictive weak/correlating branching »,,., may
improve the relevance of compositions returned. As observed in Section 3.1.2, using
[wbra] in a context where we need to correlate branches likely returns irrelevant
compositions (e.g. row 12). One way to reduce the number of irrelevant compositions,
is to introduce more assertions. In fact, one of the aims of the tool is to support step-
wise understanding of the protocol via progressive use of assertions. An alternative
would be to annotate branching instances with the different options, which would
further increase relevance of the returned results. This is left for future work. Table 1
shows the number of interleaving compositions obtained for each variation of the
branching rule for a suite of examples. The suite includes: ad-hoc examples to validate
the theory (rows 1 - 3, 7, 12), examples from literature, such as the HTTP example
from [28] (row 4), and other examples inspired from real-world applications such
as Gmail’s two-steps authentication (row 11). By appropriately selecting composition
options and assertions, the tool returns a small number of interleaving compositions.
The number of compositions increases in examples with recursions, especially nested
recursions as can be seen in rows 4, 11, which would require some additional assertions
to choose among the interleavings.

Code generation takes a protocol definition and produces an Erlang stub. Protocol
structures (action, sequence, choice) can be represented as a directed graph and then
as finite state machines that transition based on the messages received. The finite
state machines are used to generate a stub that uses the Erlang/OTP gen_statem [1],
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a generic abstraction which supports the implementation of finite state machine
modules. Not only is it convenient to represent the protocol as a state machine, but
gen_statem offers some useful features. Internal events from the state machine to itself
are a good way to represent branches that make a selection among some choices.
‘Postponing events’ and timeouts provide functionality for further implementation of
the generated code stubs. Actions and branches are represented as events that trigger
a state transition. We use function declarations to represent incoming events, and
function applications to represent outgoing events. Each state has its own handler
function used to send an event to the state machine. When the event is received the
corresponding state function is called and the transition to the next state is made.
The default generated event is an asynchronous communication (called a ‘cast’ in
Erlang/OTP parlance). For sending actions and selecting branches, the event type
is internal, an event from your state machine to itself. End is represented by the
terminate function of a gen_statem module, whilst the fixed-point and the recursive
variables dictate the control flow of the state machine. State variables must be declared
by including them in a record definition — Data. Following Frama-C [17], we represent
assertions as specially formatted comments. For example: {assert, pay} is represented
as an Erlang comment %assert pay. These comments are positioned before code that
implements the state to which this assertion acts as a pre-condition in the protocol.
Listing 2 shows an excerpt of the code generated for the PIN/TAN Banking protocol,
bank_pintan(), containing the states generated for the first action and branch.

M Listing2 PIN/TAN Banking State Machine

statel(cast, Pin, Data) -> {next_state, state2, Data}.
%assert pin

%require pin

state2(cast, ok, Data) -> {next_state, state3, Data};
state2(cast, fail, Data) -> {stop, normal, Data}.

%assert pay

%consume pay

state3(cast, payment, Data) -> {next_state, state4, Data};
state3(cast, statement,Data) ->{next_state, state10,Data};
%consume pin

state3(cast, logout, Data) -> {stop, normal, Data}.

Protocol extraction and migration. Protocol extraction generates protocols from
code via a static analysis of Erlang modules implementing state machines using either
gen_statem, or gen_fsm behaviour. When assertions are expressed using the comments
illustrated above, they are also extracted. The obtained protocol can be annotated with
extra assertions as necessary and composed with another to obtain a more complex
protocol. The extraction option preserves local code that can be migrated when
generating a new stub. For example, starting out from an existing implementation of
banking, we can use the tool to extract the protocol Sz, obtain a composition with S,
and generate a new module where pre-existing code for banking can be migrated.

Re-engineering. To extend the banking/authentication server with a keycard authen-
tication option, we can compose the PIN/TAN Banking Protocol with e.g., the keycard
protocol below. Assertions ensure that the branching for TAN or keycard authenti-
cation is plugged in (using assertion keyp) to the payment option of the PIN/TAN
protocol, and that TAN authentication in PIN/TAN protocol is plugged only in the tan
branch of the keycard protocol (using assertion otp):
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M Listing3 Keycard Option Protocol

keycard() -> {rec, "v", {require, keyp, {branch, [{tan, {assert, otp, {rvar, "v'}},
{keycard, {rvar, "v'}I}}}.

By adding an assertion of keyp and a consume of otp at the beginning of the branch
payment of the PIN/TAN Protocol one would obtain the desired extension using the
weak composition option. Our tool can then be used to generate a stub for the extended
protocol and migrate reusable code from the implementation of the PIN/TAN Banking
Protocol to the new implementation. These features satisfy the requirements laid out
in Section 1.1: supporting re-engineering driven by the composition of protocols. The
tool generates stubs from ICs, extracts protocols, and reuse code upon composition
with different protocols. See our artifact for the complete benchmark [12].

3 Related Work and Conclusion

There is a vast literature on protocol specification (both theory and practice, e.g.
see the survey of Lai [36]). Most techniques provide a monolithic view of protocols.
We studied protocol composition using ‘assertions’ to specify contact points and
constraints between the protocols. We have given correctness in terms of behaviour
preservation, fairness and well-assertedness, and shown that all compositions enjoy it.
There are three main lines of research that relate to our work.

Firstly, software adaptors give typed protocol interfaces between software compo-
nents [45]. The idea is similar to the structured view of communication in session
types [26], with the notion of duality capturing when opposite sides of a protocol
are compatible. Composition in these works is about sound composition of protocol
implementations, whereas we address the (upfront) creation of composite protocols.

Secondly, protocol composition has been studied as the run-time ‘weaving’ of compo-
nent actions. Barbanera et al. study such a composition in the setting of communicating
finite state machines [2, 3]. Participants in two communicating systems can be trans-
formed into coupled ‘gateways’, forming a composite system. A compatibility relation
is based on dual behaviour of the two gateways. Safety of the resulting system is by
this compatibility, along with conditions of ‘no mixed states’ and determinism for
sends and receives. Building from this idea, later work studies synchronous CFSMs,
and replaces the two coupled gateways with a single one [5], and composition/de-
composition on global types in the setting of multiparty session types [4]. Montesi and
Yoshida study composition in the setting of choreographies [40]. Their composition
relies on the use of partial choreographies, which can mix global descriptions with
communication among external peers. Inspired by aspect-oriented programming,the
work in [43] supports protocol extensions with ‘aspectual’ session types, that allow
messages in session types to be matched and consequently introduce new behaviour
in addition to, or in place of, the matched messages. Unlike the above approaches,
we focus on a syntactic, statically derivable notion of composition. We use process
calculi to model protocols as simple (i.e., mono-thread) objects that can be used by
humans to reason about the desired application logic and generate/engineer modular
code. The work in [35] looks at composition of aspects and modular verification of
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aspect-oriented programs, focussing on maintaining a relationship between models
and aspects. Various works look at composition of features into coherent software
systems [15, 24, 31, 46], focussing on resolving conflict stemming from feature inter-
actions. Instead, we focus on establishing primitives for humans to reason on what a
composite protocol should be, and support code generation.

The third pertinent thread in the literature defines syntactic compositions in the
form of Team Automata [6, 7, 20] or related calculi [7]. These works define different
ways of composing machines, primarily based on synchronising machines via common
actions. In contrast, our means of composition is via assertions (orthogonal to actions)
which express directional (i.e., rely-guarantee-style) dependencies. Our use of as-
sertions aims to reflect programming practice. Assertions are kept in our generated
code and can be used to enable protocol extraction and re-engineering, and as code
documentation. Our composition cannot capture the whole range of synchronisations
offered by Team Automata. Conversely, Team Automata cannot capture the range
of compositions in our approach. One can encode some interleaving compositions
as Team Automata, by modelling each assert(n)-require(n) or assert(n)-consume(n)
pair as a common synchronisation action. However, the options offered by Team
Automata (e.g., ‘free’, ‘state indispensable’, or ‘action indispensable’) do not capture
our requirement that synchronisation (i) always happens on assertion-actions and (ii)
never happens on communication actions (these are a separate syntactic and semantic
entity). Furthermore, our assertions do not imply immediate synchronisation: an
assert(n) can occur in a protocol some way before a require(n). Thus an attempted
encoding of Team Automata into our protocols, encoding synchronisation actions
as unique assert(n)-consume(n) pairs, would not preserve the behaviour of Team Au-
tomata for all possible compositions (just those where ‘annihilating’ pairs appeared
contiguously). Thus, Team Automata and our approach overlap in some synchronising
behaviours, but not all. A formal study of such overlap is further work.

Unlike approaches to safe communication discussed above, we do not focus on
communication safety, which is an orthogonal concern. As discussed in Appendix B,
our parameterisable language allows us to inherit communication-safety properties
from session types by instantiating our protocol language to a session type syntax
(e.g. that in [18]), with asynchrony [16] and multiparty sessions [10].

We are working on a factorisation function that decomposes protocols, as a kind
of algebraic inverse to composition. This would allow us to ‘close the loop’, factoriz-
ing protocols into simple components for later (re)composition. We plan to extend
recursion to model quantified recursion and assertion environments as multisets.
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anonymous reviewers for their feedback. Orchard is also supported by the generosity
of Eric and Wendy Schmidt by recommendation of the Schmidt Futures program.
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PN ilustrative Examples of IC Derivations

Example 4 (Composition with [act] and [sym]) Consider the protocols 'Int.end and
IString.end. By combining [act] and [sym] one can obtain all interleavings of two
sequences of actions, !Int.!String.end and !String.!Int.end, as shown with the two
example derivations below:

[end]

::77; end endbend

[act]

< sym
73+, end !String.end »!String.end [sym]

..... [act]

;555 IString.end end >!String.end

[end]
[act]
[sym]

775,  end end>end
::::: " lInt.end end »!Int.end
;555  end !Int.end »!Int.end

Example 5 (Composition with assertions) Let I, = consume(p).litem.end.

[end]

770 end endp>end

[act]

;100 litemend end »>!item.end

8 consume
;5. fpg " consume(p).litem.end end l>consume(p).!item.endfsym] ]
;75 fpg T end I, pconsume(p).litem.end
b9 2 () [assert]

5o assert(p).end I, bassert(p).consume(p).!item.end

[act]

Example 6 (Composition with [rect] and [rec2] )

12t
pite T bt bty [eall]
— [act]

it ety tpplit

vyt T ptodpats ty ity

ty; syt utadpata bl ity
i35 gtp utylpato bgly ity
Vi Uttty utsldpsts >utqqlds ity

[rec2]
[sym]
[act]

[rec1]

Example 7 (Composition of nested recursion with weak branching) The follow-
ing are just two or the possible derivations, given as illustration. They use weak branching
introduced in Section 3.1.1. In the second derivation below, note that t could be substituted
to t4 instead of t, (yielding a different derivation).
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t2¢t
to;t;; ~ t t >t (only the first branch derives)
tos s T Hfliit b itog teHfliit ity
tos s T Hfl it itog teHfliit ity
sty T uts +flirt b itag tept, +flpit g
rtrs o quta.tfliit it tequut,. +fliit i ts0
vty utpgautsdps.Hflpit it tequty.Hfliit ity
t;r Tt Uttt fliity, b iteg>quut,. +fliit i t,0

t;;;; 0 pt out.qute.+fliity, b itgbp.guty. +fliit, ity

[call]

[wbra]

g [act]

g [recI]

[act]

[rec2]

J [sym]
[act]

g [rec1]

ty2 t1,t

[call]
[wbra]
[sym]

g [act]
[rec2]
[sym]
[rec1]

[act]

[recI]

ti,to; 55~ ta  ty >ty (only the second branch derives)

LEPR P 3 | PRSI PR ¢ BN PRt | FRRR P PR Yo/

byt b Tty Hflprtg,l itoge+fl ity 1o tsg

pittars Pty Hflpity b itgepHfliity, ity

vt tor s T utpt Al it b itgep.+fliity, i tog

ti,tor sy Hfliit, b it ptptep.tfliity, lhiteg

t; 5 pte.+fliit it ptptbut,.pt+fliity, hitog
t1i5s;  qute.+fliity b itg pt.pt>quty.p.t+flyitylritsg
Vi utequute. +flpit b i tg ut.pt b uty.quta.p.t+fliity,lhitog

IE] Examples with Alternative Instantiations of the Protocol Language

The protocol language given in Section 2 is parametric on the set of action/branching
prefixes and branching labels and our results hold regardless of the specific instan-
tiation used. Instantiation allows us to apply our framework to different scenarios.
Many of the examples in this paper are in the context of concurrency or distribution,
yet protocols are pervasive in monolithic sequential code, e.g., for interacting with an
operating system or libraries. A classic example is the stateful protocol of file handling
in which files must be opened and closed, and only read and written to according
to their permissions between those two actions. Our protocol language can easily
model such situations, with interleaving composition providing a range of choices
to a developer about how to combine and interact multiple stateful protocols. In
this section we provide a more concrete discussion of a few use cases focussing on
interaction and communication, providing hints at possible synergies between our
framework and techniques already studied for specific formalisms.

B.a Protocols for Communicating Processes
Interaction structures of a communicating process can be characterised using process

calculi such as CCS [38]. For example, a CCS process S = com.S + out.0 can be
understood as a protocol prescribing the interactions supported by a server: repeatedly

6:24



Laura Bocchi, Dominic Orchard, and A. Laura Voinea

receive commands (com is a receive action) or decide to logout (out is a send action)
and terminate. The CCS notation can be expressed in our protocol language by
instantiating

P =fa,aja2 Namesg +2f+g L =P

where a (resp. @) models a receive (resp. send) action on channel a, and Names is a
set of channel names. Hence, S above can be represented in our framework as the
process below ut. + fcom : t, out : endg.

B.2 Protocols as Session Types

As mentioned in Remark 1 we often used a session types-like syntax in our examples.
In this section we show how to use our framework in combination with session
types techniques. In Example 2 we have used interleaving composition to generate a
banking/authentication protocol Sz, using a session types-like syntax, and in Section 5
we have shown that our tool can generate a stub implementation of Sg,, which one
can then extend with local (i.e., non communication-related) behaviour. Assume this
implementation, say bank pt.erl, is published as a web API. Sp, can be published as
part of the API specification (as a behavioural API [8]).

So far, our framework has provided assurances on the relationship between compo-
nent protocols and their interleaving composition (which pertains to the engineering
within one node in a distributed system — in this case the banking/authentication
server). Session types serve an orthogonal purpose: to provide assurances about
the inter-relations of the protocols implemented in different nodes, e.g., given a
well-defined banking/authentication server, how to derive a suitable client?

Anyone willing to develop a client for the banking/authentication service can use
Spa to algorithmically derive a client protocol by using the notion of duality of Session
Types [25, 26, 44]. The dual of a protocol is obtained algorithmically, by swapping the
‘direction’ of each action and branching: ! with ?, with &, and vice-versa. We let Sz,
denote the dual of Sp,, omitting the assertions for readability.

8 8 ) 9 9
S ) ok: Idetails.r o
£ payment: ?id.'tan.& L =
fail : r
Z ok: ur. . 2
S - lping > statement: ?statement.r >
BA = PR logout : end
g fail : end §

logout: consume(pin).end

Our tool can be used again to generate a stub for Sz, (e.g., file co_bank pt.erl).
Session types duality and communication structuring (e.g., determinism, no mixed
choices) yields a safe distributed system, resulting from, say, the concurrent and possi-
bly distributed execution of bank pt.erl and co bank pt.erl. In this context, safe
means no deadlock and no communication mismatches even when communications
are asynchronous [16] as in Erlang.

Ideally, we could model higher-order messages by instantiating prefixes to incorpo-
rate the entire protocol language itself, preventing use of delegated channels using
assertions.
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B.3 Interleaving Composition and Multiparty Session Types

Consider a protocol, modelled using the session types syntax, that specifies the possible
interactions between a user U and a remote instrument I (e.g., a camera). Below,
S, is the protocol specified from the perspective of I, which offers a menu with two
choices: set or get. In case of set, I receives coordinates to update its own state, and
in case of get, I sends a picture from the current coordinates. Protocol S, is the dual
of S; (i.e., specified from the perspective of U).

S; = ut.&fset:?coord.t,get: Isnap.tg Sy = ut.+ fset:!coord.t,get: ?snap.tg

The protocols above may have been designed top-down or extracted using our tool out
of an existing system. Assume we need to modify the scenario above by introducing a
proxy agent A, so that U and I will only interact via A. We need to: (1) express the
protocols so that it is clear which roles are involved in each interaction, and (2) define
the protocol for A. We address (1) by using a different instantiation of the protocol
language to make roles explicit. For example, by fixing a set Roles of protocol roles, a
set T of datatypes, and letting L N and:

P = fab#Tja,b2Roles, # 2f1,79, T 2T g + 2f ab#]j a,b 2 Roles, # 2f +, &Qgg

Then we obtain protocols in a multiparty session type syntax (e.g., local types
in [10]), where ab! (resp. ab?) denotes a send action by a (resp. receive action by
b) in an asynchronous interaction from a to b. Similarly for branching and selection.
This instantiation allows us to model the following multiparty versions of S; and Sy,
respectively:

set: ?2coord.t, set: lcoord.t,
Sar = UtAI& Sya= ut.UA +
get: [Alsnap.t get: ?snap.t
We would like A to act as a server for U and as a client for I. Concretely, we could
generate the protocol for A as a specific ‘forwarding’ interleaving of the dual of S,;
and the dual of Sy,.

We use assertions to ensure that A sends I a menu choice only after having received
one from U (and this must be the same choice received by U), and then A must
reflect the behaviour of I following the given choice. The asserted protocols to be
composed into the protocol for A are given below, where assert(set)/consume(set)
and assert(get)/consume(get) express the desired correlation between branches, and
assert(f) /consume(f) model the forwarding pattern:

set : consume(set).consume(f).Al 'coord.t,

t.
H get: consume(get).Al ?snap.assert(f).t

set : assert(set). UA?coord.assert(f). t,

t.
H get : assert(get).consume(f).AU !snap.t

6:26



Laura Bocchi, Dominic Orchard, and A. Laura Voinea

Using interleaving composition with correlating branching (Section 3.1.2) on the
two protocols above we obtain the following interleaving composition specifying the
protocol for A, where we omit the assertions for readability:

set : + fset: ?coord. Al lcoord. tg,
Syar = pt.UA&
set: Al + fget: [A?snap.AU !snap. tg

Now that we have the protocols of the extended multiparty system we can use our
tool to generate code for Sy, Sar, and Sy,. Thanks to the extraction/migration func-
tionality of our tool, pre-existing local code for U and I can be reused in the new code
for U and I, where the specific endpoints for communication can be added manually.
The tool does not yet support syntax for specifying roles, so in the case of an agent
communicating with several parties such as Sy,; the direction of the communica-
tion would need to be specified manually. In the multiparty scenario, correctness of
the interaction structures can be checked using multiparty compatibility [19] and
verification techniques [37].

Basic Properties of Protocols

We first define some additional results in this appendix which are used for some of
the key lemmas of this section. We have the following set of inversion lemmas on
well-assertedness:

Lemma C.1 (Prefix well-asserted inversion) 8A4,A°%S. Afp.SgA® =) A fSgA°.

Proof 1 There is only one rule that provides the well-assertedness of prefixing:

AfSgA°
A fp.SgAC

Lemma C.2 (Branch well-asserted inversion) 8A,A%1,fS;g;;.

\
Af+fl:8,00,04° =) A® Of Ago;. A M 8i21.AFS,0A;
i2l

Proof 2 There is only one rule that provides the well-assertedness of branching:

8i2 . B1S.gB;
Bf+fl; 150219 ;5;Bi)

T
Given the antecedent of this lemma, we then have that fA;g»; = B;go; and A°= ., B,
then the premise provides the consequent of the lemma, 8i 2 1.A fS;9A;.

Lemma C.3 (Assert well-asserted inversion) 8A4,A%n,S. A fassert(n).SgA°=) A|
fngfSgA°
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Proof 3 There is only one rule that provides the well-assertedness of assert:

A[f ngfSgA°
A fassert(n).SgA?

Lemma C.4 (Require well-asserted inversion) 8A,A%n,S. A frequire(n).SgA° =)
AfSgA°~ n2 A

Proof 4 There is only one rule that provides the well-assertedness of require:

B[f ngfSgB°
B[f ngfrequire(n).SgBO

Thus we have that A= B[f ngand so n 2 A and A°= B° thus the premise provides the
consequent of this lemma.

Lemma C.5 (Consume well-asserted inversion) 8A4,A%n, S.Af consume(n).SgA°=)
n2 A" AnfngfSgA°.

Proof 5 There is only one rule that provides the well-assertedness of consume:

BfSgB® n2 (B[f ng)
B[f ngfconsume(n).SgBO°

Thus let A= B[f ngand A°= B®and therefore n 2 A. The (first) premise of this rule then
provides the consequent of this lemma.

Lemma C.6 (Recursion well-asserted inversion) 84,A% n,S. Afut.SgA%=) AfSgA°
nNA AR

Proof 6 There is only one rule that provides the well-assertedness of recursion:

BfSgB[ B°
Bfut.SgB[ B°

Thus we let A= B and A°= B[ Blyielding (A A% and then premise provides the
consequent of this lemma.
Lemma C.7 (Well-asserted unfolding extension) For all

AfS[ut.S/t]gA%) AfS[ut.e.S/t]gA°

where e ranges over p, require(n),assert(n), consume(n), ut® (in the last case then .
becomesa scoping rather than a prefixing, by overloading).
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Proof 7 = (act) S = p.S° Assume A fp.Squt.p.S%/t]gA° then by inversion (Lemma C.1)
this yields A fSqut.p.S%t]gA°.
By induction then A fSYut.e.p.S%t]gA°, which then allows us to derive:

AfSqut.e.p.5%t]gA°
Afp.Squt.e.p.S%t]gA”

[act]

which equals our goal
Af(p.SO[ut.e.p.s%t]gA°
by the definition of syntactic substitution.
» (bra) S=+fl;: SiGp1 then by inversion (Lemma C.2) this yields A fS;gA; foralli 2 I.
with A Of AiGi;. 1A
By induction on each then we have AfS;[ut.e.+ fl; : S;g0;/t]1gA? allowing us to
re-derive branching well-assertedness:

AfS;[ut.e.+ fl; 2 S;Gp/t]gA?
A f+f|l' :Sl‘[Mt.e. + fll :Sigi21/t]gi219AO

[bra]

which equals our goal by the definition of syntactic substitution:

Af(+El Sigan)[ ut.e. + 1 Sigap /£] gA°

@@ssert) S = assert(n).S% Assuming A fassert(n).SYut.assert(n).S%t]gA° then by
inversion (Lemma C.3) this yields A[f ngfSYut.assert(n).s%t]gA°
By induction then A[f ngfSqut.e.assert(n).S%t]gA° which then allows us to derive:

A[f ngfSYut.e.assert(n).S%t]gA°®
A fassert(n).Squt.e..S%/t]gA°

[assert]

which equals our goal
A f(assert(n).SY[ ut.e.assert(n).S%/t]gA°

by the definition of syntactic substitution.

= (require) S = require(n).S% Assuming A frequire(n).Sq ut.require(n).S%t]gA° then
by inversion (Lemma C.4) this yields A fSYut.require(n).S%t]gA° (with n 2 A).
By induction then A fSut.e.require(n).S%t]gA°, which then allows us to derive:

A S ut.e.require(n).s%t]gA° n2A
A frequire(n).Squt.e.require(n).S%t] gA°

[require]

which equals our goal
A f(require(n).S%[ ut.e.require(n).s%t] gA°

by the definition of syntactic substitution.
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= (consume) S = consume(n).S° Assume A fconsume(n).Squt.consume(n).S%t]gA°
then by inversion (Lemma C.5) this yields AnfngfSut.consume(n).S%t]gA® with
n2A).
By induction then AnfngfS9ut.e.consume(n).S%t]gA°, which then allows us to
derive:

AnfngfSqut.e.consume(n).s%t]gA’® n2A
A fconsume(n).S9q ut.e.consume(n).S%t]gA°

[consume]

which equals our goal
A f(consume(n).S9[ ut.e.consume(n).s%t] gA°

by the definition of syntactic substitution.

= (rec) S = utlS%Assume A f(ut®SO[ ut.(ut®SY/t]gA° then by inversion (Lemma C.6)
this yields A fSqut.(ut%s%/t]gA® with A  A9).
By induction then A fSq ut.e.(ut%5%/t]1gA°, which then allows us to derive:

AfSYut.e.(ut’s9/t]gA°

rec
Afuto.SC{,ut.,uto.So/t]ng[ ]

(note the post-condition here satisfies 9ACA[ A= A%since A A9).
The conclusion equals our goal

Af(ut’SO[ ut.ut®s%/t]gA°

by the definition of syntactic substitution and uniquness of binders property.
= (end) S = end Assuming A fend[ut.end/t]gA°.

Since end[ut.end/t] =[ ut.e.end/t] then this holds trivially from the assumption.
= call) S = t°% Assuming A ftJut.t%t]gA°.

vt = tOthen tut.t%t] = t[ut.t/t] = ut.t Such a protocol is not allowed by the
syntactic guardness requirement, so this case is trivial (ex falso quodlibet).
vt 6 tOthen tYut.t%t] = t° Then the goal hoalds trivially here as from the

assumption we get A ftJut.e.t%/t]gA°.

Lemma C.8 (Well-asserted unfolding extension under branch) For all
AfS;gA° N Af+fl :S;0,,0A°) AfS[+fl : ut.S;gp;/t]gA°

Proof 8 By induction over the structure of S;.

In each case, we proceed by induction, rebuilding well-assertedness (exactly as in the
proof of Lemma C.7). The key case is when we have a recursion variable that we are
substituting into, t°

= t0  t then we substitute here: t9+ fl; : ut.S;g,;/t] =+ fl; : ut.S;g,; and so well-
assertedness holds by the second conunct of the premise.
= t96 tOthen trivially A ft%A° since t9+ fl; : ut.S;g;p;/t] = t°
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Lemma C.9 (Well-asserted unfolding) For all sets of names A,A° and protocols S,
then:

AfSgA® =)  AfS[ut.S/t]gA°

Proof 9 By induction on the structure of terms S:
= @act) S = p.SOwith assumption A fp.S°A°. By Lemma C.1 (inversion) we then have
A £5%A°.
By induction on this judgment we have that A fSqut.S%t]gA°.
By Lemma C.7 then this gives us A fSYut.p.S%t]gA° which we can use to build the
well-assertedness derivation:

AfSqut.p.s%t]gA°
Afp.Squt.p.S9/t]gAC

[act]

which yields our goal by the definition of syntactic substitution.

= (bra) S =+ fl; : S;g;,; with assumption A f+fl; : S;g;,;9A°. T
By inversion (Lemma C.2) this yields A £S;9A; for alli2 I. withA® 9f AiGor. i A:
By induction on each i 2 I then we have that A fS;[ut.S;/t]gA°. Applying Lemma C.8
on each then this give us: A fS;[+ fl, : ut.S;g,;/t]9A° which we can then use to build
the well-assertedness derivation:

8l 2 IAfSl[‘ut"‘ fll SLQIZI/t]qu
Af+fl s Si[ut. + fl 08001 /10219 127 A

which by the definition of syntactic substitution yields the goal:

\
Af(+fl i Sige)[pt. + fl 1S90, /]9 A; [bra]
i21

= (require) S = require(n).S® with assumption A frequire(n).S%A°.
By Lemma C.4 (inversion) we then have A fS%A° and n 2 A.
By induction on this judgment we have that A fSYut.S%t]gA°.
By Lemma C.7 then this gives us A fSqut.require(n).S%t]gA° which we can use to
build the well-assertedness derivation:

A fSqut.require(n).s%t]gA°
A frequire(n).Sq ut.require(n).S% ] gA°

[require]

(where 9ACA = A%[f ngsinch n 2 A). which yields our goal by the definition of
syntactic substitution.

= (consume) S = consume(n).S°with assumption A fconsume(n).S%A°.
By Lemma C.5 (inversion) we then have AnfngfS%A° and n 2 A.
By induction on this judgment we have that AnfngfSqut.S%t]gA°
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By Lemma C.7 then this gives us AnfngfSqut.consume(n).S%t]gA°® which we can
use to build the well-assertedness derivation:

AnfngfSqut.consume(n).s%t]gA°®° n2A
A fconsume(n).S9 ut.consume(n).S%t]gA°

[consume]
which yields our goal by the definition of syntactic substitution.

= (assert) S = assert(n).SOwith assumption A fassert(n).S%A°.
By Lemma C.3 (inversion) we then have AnfngfS%A° and n 2 A.
By induction on this judgment we have that A[f ngfSqut.S%t]gA°
By Lemma C.7 then this gives us A[f ngfSqut.assert(n).5%t]gA° which we can use
to build the well-assertedness derivation:

AnfngfSYut.assert(n).S%t]gA°
A fassert(n).Sq ut.assert(n).S%/ ] gA°

[assert]
which yields our goal by the definition of syntactic substitution.

= (rec) S = utlS°with assumption A fut®.s%A°.
By Lemma C.6 (inversion) we then have A fS%A° and A A°
By induction on this judgment we have that A fSYut.S%t]gA°.
By Lemma C.7 then this gives us A fSY(ut.(ut%S9) /t]gA° which we can use to build
the well-assertedness derivation:

AfSYut.ut®s%t]gA°®
AfutlSqut.utlS9/t]gAC

[rec]

(leveraging A A®) which yields our goal by the definition of syntactic substitution.

] d) ——— Trivial si d{ut.end/t| = d.
(end) ATondgA rivial since end[ut.end/t] = en

= (call) S = t%with assumption A ft%A° thus A A°
Case

vt = t0thus tJut.t%t] = wut.t. Then we can apply construct well-assertedness by
the derivation:

AftgA

Afut.tgA [rec]

vt 6 tOthen tJut.t%t] = t0therefore using the assumption: A ft[ut.t%t]gA°.

L} Proof of Lemmas 1, 2, 3 on Well-Assertedness and Progress

Lemma 1 (Reduction preserves well-assertedness) If A fSgA® and there is a reduc-
tion (A, S)! { (A%59 then 9490 A0 A00f 50yA000
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Proof 10 By induction on the structure of A fSgA° .
= (act)
AfSgA°
Afp.SgAC
Then the only possible reduction is hinteri:
A, pS)’ (AS)
Therefore we can conclude with the premise of A fSgA® which shows that S is well-
asserted (and trivially A A).
» (bra)
8i2 1. AfS,gA;
AT+H1 18,0219 1A

Then the only possible reduction is hBranchi:

+1;
(A+fl1Sg2)! " (AS) (j21)
Therefore we can c?nclude with the premise A fS;gA; which shows that S; is well-
asserted (and A; i1 A; since j 2 1).
= (require)
A[f ngfSgA°
A[f ngfrequire(n).SgA°

Then the only possible reduction is lRequirei with:

require(n)

(A[f ng,require(n).S) ! (A[f ng,S) (n2 (A[f ng)
(note the trivial satisfaction of the side condition here). Therefore we can conclude with
the premise A[f ngfSgA°® which shows that S is well-asserted (and trivially A° A9).
= (consume)
A fSgA°
A[f ngfconsume(n).SgA°

Then the only possible reduction is hConsumei :

consume(n)

(A[f ng,consume(n).S) ! ((A[f ngynfng,S) (n2 (A[f ng))
Thus since (A[f ng) nfng= A we can conclude with the premise A fSgA® showing
that S is well-asserted (and trivially A° A9).
= (assert)
A[f ngfSgA®
A fassert(n).SgA%

Then the only possible reduction is hAsserti:

assert(n)

(A, assert(n).S) ! (A[f ng,S)

Thus we can conclude with the premise A[f ngfSgA° showing that S is well-asserted
@nd trivially A°  A9.
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s (rec)

AfSgA[ A°
Afut.SgA[ A°

Then the only possible reduction is Reci:

A,y (a%s9
(A ut.S) * (A0STut.S /1))

)
We now proceed by an inner induction on the structure of S to prove that 9A°°
A[ A% A% S ut.S/£]gA%%

y (prefix) S = p.S; thus Afp.S;0A[ A% and thus ( ) must be the reduction:

hInteri

(A,p.51) " (A,5)
(A, pt.pS:) " (A Sy[pt.p.S;/t])

thus A= A.
By lemma C.9 on Afp.S;gA[ A° then A fp.S;[ut.p.S;/t]gA[ A° (**)
Then by the definition of substitution and lemma C.1 (inversion of prefix well-
assertedness) on (**) we get: AfS;[ut.p.S;/t]gA[ A° providing the goal with
AL AT A°

y (branch) S =+ fl; : S;gip; thus A f+fl; : S;0,;9A[ A% and thus ( ) must be the
reduction:

MReci

Branchi

+j .
(A +fL:S900)!  (AS) (G2])

(A, ut.p.+ 1 Siga) T (A, S;[pt. + f1; 2 Sigio; /t])

Reci

thus A= A.

By Lemma C.9 on Af+fl;:S;g,,;9A[ A° and unfolding the definition of syntactic
substitution then A f+fl;:S;[ut. + fl;: S;G;/t10i9A[ A° (*%).

Then by the definition of substitution and Lema C.2 (inversion of branch well-
formendess) on (**) we get: 9fA;g,;.A[ A° oA N 812 LLATS[ut. +fl;:
SiGi21/t19A; -

Then taking i = j we get AfS;[ut. + fIiT: SiGi21/t19A; providing the goal of this
lemma with A% Ajand A; Al A= i1 A; since j 2 I.

y (assert) S = assert(n).S; thus A fassert(n).S;gA[ A% and thus ( ) must be the
reduction:

hAsserti

assert(n)

(A, assert(n).Sq1) ! (A[f ng,Sy)

Reci

assert(n)

(A, ut.assert(n).S;) ! (A[f ng,S¢[ut.assert(n).S1/t])

thus A%= A[f ng
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By lemma C.9 on A fassert(n).S;gA[ A° then (unfolding substitution)
A fassert(n).S;[ut.assert(n).S; /t]gA[ A° (*%)
Then by the definition of substitution and lemma C.3 (inversion of assert well-
assertedness) on (**) we get: A[f ngfS;[ut.assert(n).S;/t]gA[ A providing the
goal with A% A[ A°

§ (require) S = require(n).S; thus A frequire(n).S;gA[ A°, and thus ( ) must be the
reduction:

p—— Requirei (n2 A)

(A, require(n).S;) ! (A,Sq)

require(n)

(A, ut.require(n).S;) ! (A, S;[ut.require(n).S,/t])

FReci

and thus A%= A.
By lemma C.9 on A frequire(n).S;gA [ A° then (unfolding substitution)
A frequire(n).S;[ut.require(n).S;/t]gA[ A° (%)
Then by the definition of substitution and lemma C.4 (inversion of require well-
assertedness) on (**) with n 2 A we get:
AfS;[ut.require(n).S;/t]gA[ A° matching the goal with A%°% A[ A°
§ (consume) S = consume(n).S; thus A fconsume(n).S;gA[ A% and thus ( ) must
be the reduction:

hConsumei (n2 A)

consume(n)

(A, consume(n).S;) ! (Anfng,Sq)

MReci

(A, ut.consume(n).S;) c!onsume(n) (Anfng, S [ut.consume(n).S;/t])
and thus A%°= Anfng
By lemma C.9 on A fconsume(n).S;gA[ A° then (unfolding substitution)
A fconsume(n).S;[ut.consume(n).S;/t]gA[ A° (%)
Then by the definition of substitution and lemma C.5 (inversion of consume well-
assertedness) on (**) with n 2 A we get:
AnfngfS;[ut.consume(n).S;/t]gA[ A° matching the goal with A%°%E A[ A°
§ (rec) S = uty.S; thus Afut,.S;9A[ A% and thus ( ) must be the reduction:

A" (41,89
(A, uty.S1) ‘ (A1, S ut1.S1/t1])

consume(n)
(A, ut.uty.Sq) ! (Aq, S pt1.S1/t4][ pt.ut1.S1/t])

MReci

and thus A%= A,.

By lemma C.9 on Afut;.S;9A[ A° then (unfolding substitution and since t 6 t,)
AfptySylututy Sy/tlgA[ A° (%)

Then by the definition of substitution and lemma C.6 (inversion of consume well-
assertedness) on (**) with A A[ A°by usual set theory laws, then we get:

AfS [ut.uty.S1/t]gA[ A° matching the goal with A®°% A[ A°

Thus by this sublemma we conclude that 9A°° A[ A% A%%fSqut.S/t]gA°®

6:35



A Theory of Composing Protocols

s (call)

AftgA

A recursive variable on its own cannot reduce thus this case holds trivially since the
premise is false.

= (end)

A fendgA

The terminated process end cannot reduce thus this case holds trivially since the
premise is false.

Lemma 2 (Well-asserted protocols are not stuck) If AfSgand S is closed with re-
spect to recursion variables (fv(S) = ;) then (A,S) is not stuck.

Proof 11 We proceed by structural induction on the derivation of well-assertedness
A fSgA° @and thus simultaneously on the structure of S since every syntactic construction
has one well-assertedness rule):

= S = end there are no further reductions possible and the thesis trivially holds: we
conclude with the first conjunct of the definition 3.

= S = t then progress is trivial since the premise is that the S is closed.

= $= p.S%with:

A £S%QA°
9 [act]
A fp.S0GAO
Thus S can reduce by hinteri as (A, p°.S% P (4,59
= S=+ fll :Si9i21 with:
8i21.AfS,gA;
L l'lg 1 (2)

Af+f1 18,0219 51 A)

T
where A°= ., A;. Thus, S can reduce by MBranchi to (A,S;) forany j 2 I.
= S = assert(n).S%with

A[f ngfsS%hA°
A fassert(n).S%QA°

Thus S can reduce by hAsserti to (A[f ng,S9
= S = consume(n).S° with

Anfngfs%A® n2A
A fconsume(n).S%AO

Thus S can reduce by hConsumei to (Anfng,S9 since well-assertedness gives us that
n 2 A. to give us the side condition of this reduction rule.
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= S = require(n).Swith

A[f ngfS%A°
A[f ngfrequire(n).S%AO°

Thus S can reduce by RRequirei to (A[f ng,S9 since well-assertedness gives us that
n2 (A[f ng) to give us the side condition of this reduction rule.

= S = ut.S°with:

A £5%A°

A fut.S%AO 3)

By induction on the first premise we get that S°= end or (A,5% ! (A%%95%.

y In the case of S°= end then we have S = ut.end which by structural congruence
(Section 2.2) then means S = end.

y In the case of (A,59 | (A%%S%Y this provides the premise of the MReci rule such
that S can reduce to (A% ut.S%t]).

Below we write:
8
<n=1 90.(AS)" (4°59
(AS)! "(A%sY if .
"n>1  9.(AS)  (A%S%9 A (A%059§ 1 n 1(ADSH

Lemma 3 (Progress of very-well-asserted protocols) If S is very-well-asserted (i.e.,
; £S@) and closed then it exhibits progress.

Proof 12 We proceed by induction on the length of the reduction sequence n and prove a
stronger lemma:

If S is closed (fv(S) = ;) and very-well-asserted (9A°; fSgA°) then S has progress,
ie, 84,n,8%if (;,S) ! " (A,SY then (S°= end _ (94%05%%(A,8% I (A%S%Y and
9A02A%0f 50YA,

= n=0.
Thus, A= ; and S°= S.
By lemma 2, with ; fSgA° then we get that S = end _9A%S%(A,5) 1 (A%59.
In the latter case (of a reduction), we then apply lemma 1 to get that 9A°°°A%%f 504000
sn=k+1
Then we have the assumption that (;,S) ! **1 (Ak+l,82+ 1) and thus there exists
(oS! FAGSH ! (A1, S o)
We can apply the lemma inductively on (;,S) ! * (Ak,Sg) (i.e., the n = k case) to get
that Sg = end (not possible because of the k + 1 reduction here) or QAOQSO.(Ak,S,?) !
(AD,,,S%2)) and that 9A;.AY | 1520 dA;.
Since reduction is deterministic we have that: (Ag.1,Sp, 1) = (A%, 1, S0e,)-
The goal here is to show that either S°. ., = end or that 9Ak+2,82+2.(Ak+1, S,?+ D!

k+1 ™
(Ar+2.Sp,,) where 9A;. Ay, 52, ,0A;.
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By lemma 2 (local progress) with A2 ‘1 fo(J 194, then we have that (S,?Jr1 = end) _

MArs2: S0, 5-(Aks1,Sp, 1) 1 (Ake2, SR, ,)- In the case of the left disjunct we are done. In
the case of the right disjunct, we then have the remaining piece of evidence via lemma 1

(reduction preserves well-assertedness) with the A2+1 fS,? 1941 and (Ajsq, Sg ) !

(Ags 2, 518+2) which gives us that 9A,. Ay, » fS£+ZgA2.
Thus we are done.

I3 Proof of Proposition 3 on Validity of Composition

Proposition 3 (Validity) If T;; Tg;; = S1 S, »S then S is very-well-asserted.

Proof 13 Proposition 3 follows immediately from Lemma 5, given in this section, setting
A = ;. The proof of Lemma 5 relies on an auxiliary lemma, Lemma 4, given below.
Lemma 4 makes use of environment weakening (Proposition Proposition 2) given in
earlier sections.

Lemma 4 If Ay fSgA and A£S% then A, fS[S%end]g.
Proof 14 The proof is by induction on the size of S, proceeding by case analysis on the

syntax of S.

Base cases There are two base cases: S = end and S = t. If S = end, by [end] Ay = A.
The thesis follows then immediately from the hypothesis A fS% since end[S%end] = S°
If S = t the thesis follows immediately by hypothesis A, fSgA since S[S%end] = S.

Inductive cases The inductive cases are analyzed below:
= Case S = p.S% By [act] on hypothesis A, fp.S°QA follows (as premise)
Ao £5°9A (4)
By induction, Equation (4) and hypothesis A £S% follows
Ao 15°15%end] g (5)

By applying rule [act] to Equation (5) obtain A, fp.5°{S%end]g as required.
= Case S = require(n).S% By [assume] on hypothesis A, frequire(n).S°YA follows (as
premise)

Ao £5°9A (6)
with n 2 A,. By induction, Equation (6) and hypothesis A £S% follows

Ao 15°95%end] g (7)
By applying rule [assume] to Equation (7) — observe that n 2 Ay — obtain

Ao frequire(n).S°§5%end]g

as required.
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= Case S = consume(n).S% By [consume] on hypothesis Ay fconsume(n).S°YA follows
(as premise) n 2 Ay and

Agnfngfsoya (8)
By induction, Equation (8) and hypothesis A fS% follows
AgnfngfSs®9s%end]g (9)

By applying rule [consume] to Equation (9) obtain A, fconsume(n).5°{S%end]g as
required.

= Case S = assert(n).S% By [assert] on hypothesis A, fassert(n).S°QA follows (as
premise)

Ao [f ngfs®QyA (10)
By induction, Equation (10) and hypothesis A £S% follows
Ao [f ngfs®{s%end]g (1)

By applying rule [assert] to Equation (11) obtain A, fassert(n).S°{S%end]g as re-
quired.
= Case S = ut.S% By [rec] on hypothesis Ay fut.S°YA follows (as premise)

Ao £5°9A (12)
By induction, Equation (12) and hypothesis A £S% follows
Ao 15°95%end] g (13)

By applying rule [rec] to Equation (13) obtain Aq fu.S°{S%end]g as required.
= Case S =+ fl; : S;g;o;. By [bra] on hypothesis Ay f+fl; : S;g;»;9A follows (as premise)

8i21. Ay fS;04; (14)
for some fA;q;»;. Since by [bra] applied in Equation (14) ! i21A; = A then

8i2I.A A (15)
By Proposition 1 (environment weakening), Equation (14), and Equation (15), follows

A;fS;g foralli2 I (16)
By induction, Equation (14) and Equation (16) give

8i2 1. AyfS;[SYend]g (17)

By applying Equation (17) as a premise of [bra] obtain Aq f+fl; : S;g;[S%end]g as
required.

Lemmas IfT;; Tz; A~ S; S, > S then AfSg

Proof 15 The proof is by induction on the derivation, proceeding by case analysis on the
last rule (Definition 5) applied.
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Base cases. There are two base cases: the last application was rule [end] or [call]. If
the last (and only) rule applied was [end] in Definition 5 then S = end and by rule [end]
in Definition 4 A fendg as required. If the last (@and only) rule applied was [call] in
Definition 5 then S = t and by rule [call] in Definition 4 A ftg as required.

Inductive cases. We show below the inductive cases.

= Case last rule is [act]. The conclusion is on the form Ty ; Tg; A~ p.S% S, > p.SPwith
premise

Ty TRy A SY Sy 8P (18)
By induction, from Equation (18) it follows:
AfS% (19)

By applying rule [act] in Definition 4 to Equation (19) it follows A fp.S% as required.
= Case last rule is [sym]. The conclusion is on the form T;; T; A~ S; S, » S with
premise

T ;TR; A~ S, Sy b>S (20)

By induction, from Equation (20) it follows that AfSgas required.
= Case last rule is [require]. The conclusion is on the form

Ty; Tr; fng[ A° " require(n).s9 S, »require(n).s°
with premise
Ty; Tg; fng[ A°° 89 S, S0 (21)

By induction, from Equation (21) follows fng[ A°fS%. By using fng[ A°fS%as
a premise for rule [require] in Definition 4 we obtain fng[ A°frequire(n).S% as
required.

= Case last rule is [consume]. The conclusion is on the form

Ty; Tg; fng[ A°" consume(n).S? S, »consume(n).S°
with premise

Ty T A°° S Sy b8P (22)
By induction, from Equation (22) it follows

A’fs% (23)

By applying Equation (23) as a premise for rule [consume] in Definition 4 obtain
fng[ A%fconsume(n).S% as required.
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Case last rule is [assert]. The conclusion is on the form

Ty; Ty A assert(n).SY S, »assert(n).S°
with premise

Ty; Tg; A[f ng™ 89 S, >80 (24)
By induction, from Equation (24) it follows

A[f ngfs% (25)

By applying rule [act] in Definition 4 to Equation (19) it follows A fassert(n).S% as
required.
Case last rule is [bra] (without weakening). The conclusion is on the form

Ty Trs A +f1: S0 Sp > +f1 2S00,
with premise

8i2I.T,; TR A S; Sp»S) (26)
By induction, from Equation (26) it follows:

8i21. AfS% (27)

By applying Equation (27) as premise of [bra] in Definition 4 it follows A f+fl; :
S%;2,9 as required.
Case last rule is [bra] (with weakening). The conclusion is on the form

Ty Ty A +F1;08;G1 Sp > +fl; 35?9i21A[ +f; 1 SiG1,

with premises I,[ Iz =1, I,\ Iz=; and I, = ;, and
8i2 I, Ty; TRi A S; Sp»S? (28)
8i2 Iy. AfS;g (29)

By induction, from Equation (28) it follows:
8i2 I, AfSYy (30)

By applying Equation (29) and Equation (30) as premise of [bra] in Definition 4 it
follows A f+f1;:S%p;, [ +f1; 1 S;Gi21,9 as required.
Case last rule is [rec1]. The conclusion is of the form

Ty TRy A ptg.SY pts.Sy > uty.S
with premise
Tyt TRi A SY utp.89»S  Afuty.Sg

The thesis follows by condition A fut,.Sg in the premise above.
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= Case last rule is [rec2]. The conclusion is of the form
Ty Tyt Tos A uty.SY S9»S
with premise
Tp; T1,8,To; A Sg[t/tl] Sg >S unused(T,)

By induction A fS;g which is the thesis.
= Case last rule is [rec3]. Immediate by hypothesis.

@ Proof of Algebraic and Scoping Properties

Definition 11 (Substituting for end) Given two protocols S and S° then S[S% end] is
defined:

(p.S)[S%end] = p.S[$%Yend]

(+f1; 1 SiG21)[S%end] = + fI;: S;[S%end] gz ;)
(assert(n).S)[S%end] = assert(n).S[S% end]
(consume(n).S)[S% end] = consume(n).S[S%end]
(require(n).S)[S%end] = require(n).S[S% end]
(ut.S)[S%end] = ( ut.S[S%end])
t[S%end] = t
end[S%end] = S°
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Lemma F.1 Given T;; Tp; A~ S; S, >S where T;\ Ty = ; then the following hold:
1& 2T, =) t2fn(Sy)_(t6In(S1) " t 6In(S))
}&2Tg =) t2fn(S;) _ (t6In(S2) " t 62n(S))
Proof 16 = (act)
Ty; TRy A~ SY Sy S
Ty; Ty A p.SY S,»p.S

By induction and where t 2 fn(Sf) implies t 2 fn(p.Sf) for part (1) and (t 6251(88) A
t 62n(S)) implies (t 62n(p.S) ~ t 62n(p.S)).
and part (2) follows directly.
= (sym)
Tr; Tr;A° S, Sy »S
T;; Tr; A~ S; So»S

By induction and swapping parts (1) and (2) in the induction to get the thesis.
= (require)
T,; Tr; A[fng™ S; S, »S
T.; Tg; A[f ng " require(n).S; S, brequire(n).S

Similar to the case for (act) since require(n) does not affect recursion variables.
= (consume)
T1; TriAnfng™ S; S, »S n2A
T;; Tr; A~ consume(n).S; S, >consume(n).S

Similar to the case for (act) since consume(n) does not affect recursion variables.
= (assert)
T, Tr; A[fng™ S; S, »S
Tp; Tr; A~ assert(n).S; S, »assert(n).S

Similar to the case for (act) since assert(n) does not affect recursion variables.
» (bra)
8i21 T;;Ti A~ S; Sy»S?
Ty Try A™ +f1:8:Go;  So > +f1 1S5,

By induction (over each premise i 2 1) where any t 2 fn(S;) implies that t 2 fn(+fl; :
S:0i»;) and otherwise if all t 62n(S;) then t 62+fl; : S?giz ; and part (2) follows directly
since it is unchanged.

s (rec1)
TL!tl; TR,A h Sl ‘Uftz.Sz >S Afutng
TL; TR,A ) .U'tl-Sl ‘U,tz.Sz D‘Uftl.s

For part (1), assuming t 2 T; from the implication, then we also have t 2 (T, t;) and
since all bound variables are fresh we have that (T;,t1)\ Ty = ; which we apply on
the inductive argument to get t 2 fn(S1) _ (t 62n(S;) * t 62n(S)) which we case split
on:
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Yt 2 fn(Sy) thus t 2 fn(ut,.S1) following the assumption of all bound variables
being initial fresh (and not overlapping T).

¥ (t 62n(S1) N t 62n(S)) which then implies (t 62n(ut,.S1) " t 6Fn(uty.S)).
Part (2) follows directly by induction since that side of is unmodified in the premise.
s (rec2)

TL; Tl,t_o, T2,A : Sl[to/tl] SZ >S unused(Tz)
TL; Tl,to, Tz,A ) :U“tl'Sl 52 >S

Part (1). Assuming t 2 T;. Case split on whether t = t%or not:
v t = tOwhich contradicts the premise that T, \ Tz = ;.
vt 6 t0then by induction on the premise we have that t 2 fn(S;[t%t,]) _ (t 62
fn(S,[t%t4]) A t 62n(S)) on which we case split:

at 2 fm(S,[t%t,]) therefore t 2 fn(ut,.S;) since no variable capture is possible.
4(t 62n(S1[t%/t1]) " t 62(S)) therefore (t 6Fn(uty.S1) ~ t 62n(S)).

Part (2) follows directly by induction since S, remains an unchanged and there is only

a chance of annotation in Ty which does not affect the meaning.

= (rec3)

Afut®Sg fv(utls)=;
TL; TR, A ) MtOS end l>‘U,tO.S

Part (1), for all t 2 T; the goal is t 2 fn(ut®S) _ (t 62n(ut®S) ~ t 62n(utCs)).
Either t 2 fv(ut®.S) satisfying the goal or t 62v(utC.S) also satisfying the goal here.
Part (2), for all t 2 Ty then t 6Xv(end) and t 6Xv(ut®S) by the side condition of the
rule.

» (call)
02T, _t%2 Ty
T; Tp; A° t0 t0p 0

Part (1), case on whether t = t°
vt = t0- then trivially t 2 fn(t+% as t = t°

vt 6 t0- then trivially t 62n(t9 (first conjunct) and t 62Xv(t% (econd conjunct)
Part (2) is as above for Part (1) due to the symmetry in this rule.

= (end)

T;; Tr; A~ end endp>end

For both part (1) and (2) we trivially have that for all t 2 T; (and t 2 Tg) then
t 6Xv(end) satisfying the goal here.

Proposition 4 If T;; Tp; A~ S; S, > S then fv(Sy) [ fv(S,) = fv(S).

Proof 17 By inductionon T;; Tg; R~ S, S, b S:
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= (act)
Ty TR A~ S) S, S
Ty; Tp; A p.SY S,»p.S

By induction and then that fv(p.S) = fv(S).
= (sym)
T TRy A~ Sy, S1»S
T;;Tpi A~ S1 S,»S

By induction and commutativity of [ on sets.
= (require)
T,; Tg; A[f ng™ S2 S8
Ty; Tr; A[f ng "’ require(n).S) S, »require(n).S

By induction and then fv(require(n).S) = fv(S) (recall free variables are with respect
to recursion variables rather than assertion names).

= (consume)
T;; T; Anfng” SO S, S n62A
T;; Tr; A" consume(n).SY S, > consume(n).S

By induction and then fv(consume(n).S) = fv(S).
= (assert)
Ty; Tr; A[f ng™ SY S, S
T;; Tri A assert(n).SY S, »assert(n).S

By induction and then fv(assert(n).S) = fv(S).
= (bra)
8i2I Ty;TRi A~ S; Sy »S?
Ty Try A +f108:G; Sp > +fl 1S,

S
By inductionswe have that fv(S;) [ fv(S,) fv(Sl.O) then since iZIfV(SiO) = fv(+fl; :
S%op) and 5, f(S;) = fu(+fl; : Sign;) we get that fv(+fl; : S%p;) [ V(Sy)
v+l 1 S
= (rec1)
TL!tl; TR,A ) Sl Mtz.Sz >S Afutlsg
TL; TR,A ) ‘U,tl.Sl ‘Ultz.Sz Dutl.S
By induction fv(S;) [ fv(S,) = fv(S). Since fv(ut,.S1) = fv(S;) nftigand fv(ut,.S) =
fv(S) nft g then fv(ut,.S1) [ v(S,) = fv(ut,.S) as desired.
s (rec2)

TL; Tl'E' T2,A ) Sl[t/tl] SZ >S unused(Tz)
TL; Tl,t,Tz;A h ,utl.Sl 82 >S

By induction we have that fv(Sy[t/t1]) [ fv(S,) = fv(S).
We case split on whether t1 2 fv(S;).
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v If t1 62Xv(S;) then S1[t/t1]= S; and thus fv(ut,.S1) = fv(S;) = fv(S4[t/t4]) and
so fv(uty.S1) [ fv(S2) = fv(S);

yIf t1 2 fv(S;) then we have t 2 fv(S1[t/t1]).
In this case, by binding semantics and definition of substitution, then fv(ut,.S;) =
fv(Sy[t/t1]) nftg
By lemma F.1, we have t 2 fv(S,) hence we proceed by the following reasoning:

fv(S)
fih.g= fv(Si[t/t1]) [ TV(S2)
flemma F.1 on premiseg = fv(S;[t/t1]) [T tg[ fV(S,)
f(AnB)[ B=A[ Bg = (fv(Si[t/t1]) nftg) [f tg[ fv(Sz)
fbinding + substitution g = fv(ut,.S1) [f tg[ fv(S,)
flemma F.1 on conclusiong = fv(utq,.S1) [ v(S,)

QED.
= (rec3) Since S; = ut.S®here, and the result of composition is S = ut.S® then fv(S;) =
fv(S) as required.
w (call)

t2T, _t2Tg
T;;Tr; A~ t tpt

Thus fv(t) [ fv(t) = fv(t) trivially.
= (end)

T;; Tr; A"~ end end bend

Trivial since fv(end) = ;.

Corollary 2 (Composition preserves closedness) For all A,S and closed protocols
S$1,S, if T;; T; A~ S; S, > S then S is a closed protocol.

Proof 18 Simple corollary of proposition 4 since ; = fv(S).

Proposition 5 (Interleaving composition has left- and right-units) For a protocol
S where AfSg"fv(S)= ; thenT;; Tr; A~ S end>SandT;; Tg; A" end S»S.

Proof 19 We split the proposition into two parts. First proving the right unit, then the
left unit.
For the right unit, we proceed by induction on the derivation of A fSg:

= S=p.s°

A5%A°
A fp.SAC

Then by induction on S°we have that T;; Tz; A~ S° end »>S%and thus by (act) we
get T;; Tr; A~ p.S° end »p.S°
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= S=+1fl; 1500

8i21.AfSl-gAi
Af+fl; 2S:0019 5, A;

By induction on the premise for each S; we get that T;; Tr; A~ S; end »S;. Applying
all these as the premises of (bra), we get that:
TL;TR;A‘ +fli:Sigi21 end [>+fli:5igiZI
Satisfying the goal.
= S = require(n).S°

A°[f ngfs%A®°
AC[f ngfrequire(n).S%AC0

thus A= A°[f ng
By induction on the premise with S®then we have T;; Tg; A°[f ng" S° end > S°
Applying this to (require) for interleaving composition then gives us:

T.; Tr; A°[f ng " require(n).S° end »require(n).S°

Satisfying the goal.
S = consume(n).S°

Anfngfs%A® n2A
A fconsume(n).S%AO

By induction on the premise with S° then we have T;; Tz; Anfng " S° end »S°
Applying this to (consume) for interleaving composition (with the side condition of
n 2 A from the well-assertedness rule) then gives us:

T,; Tr; A" consume(n).S° end > consume(n).S°

Satisfying the goal.
S = assert(n).S°

A[f ngfs%A®
A fassert(n).S%QA°

By induction on the premise with S°then we have T;; Tg; A[f ng® S° end »S°
Applying this to (assert) for interleaving composition then gives us:

T,; Tr; A" assert(n).S° end > assert(n).s°

Satisfying the goal.
= S=ut.S°
AfS%A[ A°

Afut.SA[ A0

If fv(ut.S) = ; then we apply (rec3) and obtain the thesis. If fv(ut.S) 6 ; the hypoth-
esis does not hold hence done.
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= S= end

A fendgA

We can then conclude with our goal via the (end) rule of interleaving composition:
T;; Tr; A~ end end »end.

=S=t

AftgA

In this case fv(S) = ftg#® ; which contradicts the hypothesis hence done.
Thus we have proved the right unit property of interleaving composition: that for all S
we have T;; Tp; A~ S  end b S.

To prove the left unit property we can then compose the above result with the (sym)
rule of interleaving composition:

TL;TR;A‘ S end > S
TL;TR;A‘ end S»>S

[sym]

giving the left-unit property. »

Kl Proof of Behaviour Preservation (Theorem 1)

We recall the theorem for convenience.
Theorem 1 (Behaviour preservation of compositions - closed)
i AT ST S S ) (AS)®(AS1]Sy)

Proof 20 By Lemma 6 derivation ensures behaviour preservation of one transition step,
and also ensures that derivability of S is preserved by transition possibly upon unfolding
of S; or S,. The thesis follows by observing that (A,S;) for i 2 f 1,29 is behaviourally
equivalent to its unfoldings.

G.1 Behaviour Preservation - Auxiliary Definitions and Lemmas

Lemma G.1 If (A,S;) { (A% S?) and t 6n(S;) then t 6n(SY).

Proof sketch. The proof is by induction observing that no reduction rule adds free
names.

Lemma G.2 (A,S;[t/t1])! | (A%S9) A t62n(Sy) =) (A.S1) (A% St /t]).
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. . . ¢
Proof sketch. The proof is by induction on the proof off ~ . All cases are base cases
(trivial) except hreci. For hreci we consider two cases:

1. 84 = ptq.Sy. In this case pt,.S¢[t/t1] = ut,.S; and by hreci

(4,5 (A%S9)

14
pty.Sy - (A S uty.S1/tq])

The thesis is by observing that S[ut;.S1/t1]1= ST ut;.S1/t1][ t1/t] since
= t 62n(ut,.S1) by hypothesis;
= t 6n(S)[ut1.S1/t4]) by Lemma G.1.
2. S; = ut,.S;. By hypothesis (and rule hreci)

(A, Si[t/ta])! (A% S9)

(3D)
¢

pty.Sqlt/tq]! (AO,SE[Mtz-Sl[t/tl]/tz])

By induction using the premise of equation (31)
¢

(4,5 (A5t /t])

The above used as premise of hreci gives
¢
(A, pta.S1) (A% SD[ta/t][ ptaS1/t2)) (32)

Looking at equation (31), we need to prove that S ut,.S1[t/t1] /t2][ t1/t] is equal
to Sf[tl/t][ ut,.S1/t,] from equation (32). We show this below.

S uty.Silt/t1] /20 t1/1]
= Sg[tl/t][ ut,.S1[t/t1][ t1/t]/t,] (distribution of substitution)
= S tyt][ ut2.S1/ts] (since t 62n(S;) then S t/t][ t1/t]= S

As desired.
Lemma G.3
AfSgrA%S%A) A%SYS/ti]g
Proof 21 By induction on the syntax of S°

Base cases

= If SO= t then A%tgA. If t 6 t, then thesis is by hypothesis. If t = t; then A%t,gA
and A°= A by [call] so Aft,0A hence hypothesis AfS,qyields the thesis.

= IfS9= end then A% endgA and the thesis is the hypothesis as t, 62n(end).
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Inductive cases
= If S°= p.S%then by well-formedness rule [act]

A% SO
A% p SOUA
By induction A%S%{S/t,]0A which, by [act] gives A% p.S°{S/t,]gA as desired.

= IfS9= consume(n).S%then by well-formedness rule [consume]

An fngfsoA
A% consume(n).SOYA

By induction A°nfngfS°}S/t,]gA which by [consume] gives
A% consume(n).S%1S/t,]gA

as desired.
= The cases for assert, assume, and branching are similar to consume.
= If S°= ut.S%then by well-formedness rule [rec]
A%SO% [ A0
A%t SO A0O
We have two cases: if t = t; then A%ut;.5°95/t,] = ut,.S°YA[ A%hence done;

if t 6 t, then by induction A%°}S/t,]A[ A®which used as premise of [rec] gives
A%ut.5%9s/t,]0A A%

Lemma G.4 (Environment Unfolding 1)

AT utS; S, uty.S (33)
and

Ty TiA™ Sy S;»S 32T (34)
and

AfSgA (35)
imply

Tpnty; Tri A Silut1.S1/t1]  Sa[S2/t4] > S[ut1.5/t4]

Proof 22 The proof focusses on proving v,,. which is the most general case; the other
cases can be obtained by simply omitting the inductive cases for rules not used by that
kind of composition (e.g., for >, omit the [wbra] and [cbra] case). The proof by induction
on the derivation of S by case analysis on the last rule used.
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[rec1]- Sy = ut.SYand S = ut.S°% By hypothesis (showing the last rule application)
Ty, t; TR A™ SY S, 5% Afut.S%

6
Ty Tri A pt.SY Sy > ut.SO (36)

By induction, considering the premise of equation (36)
TL,t nE, TR,A h S](_)[‘Uftlgl/tl] SZ[§2/t1] [>So[‘ut1§/tl] (37)

By hypothesis equation (35) Af ut.S%A and by hypothesis equation (33) AfSg hence
by Lemma G.3

Afut.Squt,.5/t4]9 (38)

Then I can use equation (37) and equation (38) as premise of [rec1] obtaining the thesis
Tpnty; Tri A pt. St S1/t1]  SplSp/t4] > ut.STuts.S/t]

as required.
[rec2]- S, = ,utz.Sg By hypothesis (showing the last rule application by [rec2])

TL; Tl’E’ T2,A ) S]O_[t/tz] 52 >S unused(Tz)
Ty Ty t,Toi A pty.SY Sy »S

(39)

By induction
Tynty; Te, e, Tos AT St/toll uee.S1/t]  Sa[So/t41] »S[ut1.5/t1] unused(T,)

Because [rec2] a variable in the right recursion environment can be used/substituted
at most once, hence the occurrences of t in ,utz.SS[ uty.S1/t;] are all and only those
occurrences that were formerly substituted occurrences of t,. There exists, therefore, a
substitution of t with t that yields S,. By applying the above as a premise of [rec2] we
obtain

TNty Ti,t, Tps A e Solue S1/t1]  So[S2/t1] »S[uty.5/¢] (40)

as required.

[call] Ifo = t the thesis is immediate as t[ut,.S1/t1]= t[ut;.S/t1]= t[S;/t1]= t.
If S9 = t, then the thesis is equivalent to hypothesis.

[consume] - S; = consume(n).S? By hypothesis

Ty; Trs A™ SY Sp»S
T;; Tr; A[f ng’ consume(n).S? S, >S

By induction, considering the premise of the derivation above:
Tpnty; Tri A SAut1.81/t1]  Sa[S2/t4] > S[uts.5/t4]
by using the above as a premise of [consume] we obtain
Tynty; Tp; A[ n° consume(n).S[uty.S1/t1]  Sa[So/t1] »S[pty1.5/t4]

as desired.

6:51



A Theory of Composing Protocols

[wbra] - S; =+ fl; : S;go; By hypothesis

8i2I, T,;TRiA S; Sp»S?
8i2 Iz AfSg T T A~ S; S, 68?2

S (41
Ty TR A+l :SGp; Sy >+l 8%, [f 11800,
By induction:
8i21Iy Tynty TriA  Si[utySi/t]  Sa[S/t] »STut1.S/t4] (42)

and by second premise of equation (41), used as a prefix still preserves the negative result
in the derivation below (it worth nothing if t, is removed by the environment):

8i21Iy Tynty Ty A~ Siluty.S1/t1]  Sp[S,/t4] & (43)
By applying equation (42) and equation (43) as premise of [wbra] we obtain

Tpnty; Tri A+l 1Siluty S/t diar  So[Sa/ta] »
+f1; 0 S-S/ el G, [F 1 Silwt1.S/t1] G2,

which by definition of substitution is equivalent to

Tynty; Trnfey, 010 A"+l 0800 [ut1.S1/t]  So[So/t4] »
(+51 2 S%42p, [F 1 2 SiGiay, 1.5 /4]

as desired.
[bral- S, =+ fl;: S;g»; This case is a special case of [wbra] above with Iy = ;.

We denote with unfold(S,t) the one-time unfolding of S with respect to t. Namely,
if there exists term ut.S occurring syntactically in S, unfold(S,t) = S[S.ut.S/ut.S],
otherwise unfold(S,t) = S.

Lemma G.5 (Environment Unfolding 2)

~ ~

AT ptySy Sy ety (44)
and

Ty Tri A Sy Sp»S 112 Top(Sy)\ Top(S) (45)
and

AfSAA (46)

imply there exists t such that
TL; TR, A° Sl[.utlgl/tl] unfold(Sz, t) > S[‘U/tlg/tl]

Proof 23 Proceeds similarly to the proof of Lemma G.4. The only report the interesting
cases:
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[rec1]- Sy = ut.SYand S = ut.S°% By hypothesis (showing the last rule application)

Ty, t; TR AS SY S, 580 Afut.S%

Ty Ty AN pt.SY Sy > ut.SO (47)

By induction, considering the premise of equation (36) there exists t in S, such that
Ty, t; Ty A S uty.S1/t1]  unfold(Sy,t) »STuty.S/t4] (48)

By hypothesis equation (46) Af ut.S%A and by hypothesis equation (44) AfSg hence
by Lemma G.3

Afut.Squt,.5/t4]g (49)

Then I can use equation (48) and equation (49) as premise of [rec] obtaining the thesis.

[rec2]-S; = ,utz.Sf This case is not possible since hypothesis Top(S) = t, cannot hold
due to the assumption that the component protocols use different protocol variables,
hence t, does not appear in S,, not it can appear in S1[t/t5]. By inspection of the rules,
observe that S only has protocol variables that occur in either component protocols.

G.2 On the Relation R1

Definition 12 (Folding)

%o(p.S, t) = p.%o(S, t)

%o(assert(n).Sq, t) = assert(n).%o(S, t)
%o(consume(n).Sq, t) = consume(n).%o(S, t)
%o(require(n).S;, t) = require(n).%o(S, t)
%o(+fli: S;gn;, t) =+ fli :%(S;, £)0in;
%o(ut.Sq, t) =t

%o(ut®Sy, t) = utl %o(Sy, t)

%o(end, t) = end

%o(t0 t) = t°

Definition 13 (Top)

t ifS= ut.S°®

Top(S) =
p(S) otherwise

We say that S is free from unguarded nested recursions if
= either Top(S) = ; or S = ut.S%and Top(S% = ;, and
= all syntactic subterms of S are free from unguarded nested recursions.

As noted in the commentary of Definition Definition 1, we assume without loss of
generality that protocols are free from unguarded nested recursions.

Lemma G.6 If S, and S, have guarded nested recursions and Ty ; Tg; A~ S; Sy b ut.S
then Top(S) = ;
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Proof sketch. Can be proved by induction on the proof of ut.S. Observe that the
composition rules never concatenate recursions from the same protocol (by assumption
that S; is free from unguarded nested recursions) or from different protocols (by
assumption that S; is free from unguarded nested recursions and by the fact that ut;
and ut, are not sequentially composed in [rec2]).

Lemma G.7 (Preservation - open protocols) IfT;; Tz; A~ S; S, »>S and (A,S) ‘
(A% S9) for some £,A S then one of the following holds:
. ¢
| (A, S1)  (A%SD) and Ty ; Tr@; A°” %0(SY, Top(S1))@ Sy >%0(S°, Top(S)), for some
@ substitution of £°2 Top(S;) nfn(SY) with t 2 Ty and @ substitution of t with t.

1A, S,)! ¢ (A% S9) and T; @; Tg; A°™ S1 %o(S, Top(Sy)) @ >%o(S°, Top(S)), for some
@ substitution of t°2 Top(S,) nfn(S%) with t 2 T, and @ substitution of t with t.

~@,8)! e S with i 2 f1,2gand S°= S[S/Top(S)] and S°= S[S;/Top(S;)] for
some S

Proof 24 This lemma holds for all variants of composition: >, >, >., and >, (recall
that notation v is used to refer to any of the aforementioned composition judgments).
The proof focusses on proving »,,. which is the most general case; the other cases can
be obtained by simply omitting the inductive cases for rules not used by that kind of
composition (e.g., for >, omit the [wbra] and [cbra] case).

By induction on the derivation of S by case analysis on last rule used.

[end] The hypothesis does not hold since (A, end) 6! hence done.
[calll The hypothesis does not hold since (A,t) 6! hence done.

[consume] - S = consume(n).S  The top of the derivation is of the following form:

TL;TR;A\ §1 SZ l>§
T;; Tr; A[f ng" consume(n).S; S, »consume(n).S

(50)
By hypothesis

(A[f ng, consume(n).S)! ¢ (4,59

Since the only transition rule applicable to (A[f ng, consume(n).S) is hconsumei then
¢ = consume(n) and S°= §

consume(n)

(A[f ng,consume(n).S) 1 (A,5)

Similarly, by hconsumei

consume(n)

(A[f ng,consume(n).S;) ! (A,5)

The thesis (item 1) follows immediately by the premise of (equation (50)) observing
that Top(S;) = ; and Top(S) = ; and @ is the empty substitution.
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Cases [pref], [assume], [assert] are similar to the case for [consume].

Cases [wbra] By hypothesis
L\ Ig=; L[Iz=1 I,6;
8i2I, T,;TiA S; Sp»S?
8i21; AfS.g T;;TziA S, S,6

A~ : Q0 : (51)
Ty, Tpi A7+ 18iGr  So > +11 1800, [ +11i 1 SiGi01,

S =+ fl; :S?gmA[ +fl; : S0, can only move by MBranchi with { = |; and either j 2 I,
orj2lIg.

I . .
Case j2 I, (A +fli:SXpp [ +fli:Sgar,) ¥ (A,sj?). Similarly, by hBranchi on S;

+1;
A+l :S02) ! (AS))

The thesis hold (item 1) as it is the premise in (equation (51)) for i = j 2 I, observing
that Top(+fl; : S?gm) = ; and Top(+fl; : S;g;2;) = ; and @ is the empty substitution.

+1; .. .
Case j2 Iz. (A, +fl; :S?QiZIA[ +f1;:S;021,) ! (A,Sj). Similarly, by hbranchi on S;
+1;
A+l :S%2) ! (AS))
Thesis holds (item 3) with S = S; since fn(S;) nfn(S) = fn(S;) nfn(S,) = ;.
Cases [bra] As the case [wbra] assuming Iz = ;.

Cases [cbra] By hypothesis
8121 Jlﬁ, iZIJi:J
8j2J; T, TriA S, SJ(.’1>SU-
8j2JnJ; T,;TpiA Sy S)6
Ty Ty A” +F08iGp  +X10:80gj, o+ 110 + %172 85015, Gias

(52)
S=+fl:+% IJQ: SiiGi27.Gi21 can only move by MBranchi with € = |; as follows:

+1;
(A, +fl;: +0“JQ3 Sij%2,%21) ! (A1+0“in Sii%27,)
Similarly, by BBranchi on S;

+1;
A+ S0 (AS)
The first premise in (equation (51)) can be applied as axiom in the derivation below to
obtain the thesis (item 1) and observing that Top(+fl; : S?gm) = ; and @ is the empty

substitution:

Ty TiA™ S S)» Sy
Tpi T A™ S S v Sy
TR; TL;A\ +0“JOS]OgJ2J Si'>+0”JQ:Sij9i2J,»
Ty Ty A™ S +%10:80g55; >+ %100 856525,

[sym]

[bra]
[sym]
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Case [sym] The last rule applies is of the following form:

T.; TR A~ S, S1»S
T.; TR A~ Sy S, »S

By hypothesis (A, S)! ¢ (A° S9).
By induction one of the following holds:

| Gf (A, S,)! ¢ (A% S9) then Ty; Tg; A% %o(S9, Top(S2))@ Sy > %o(S°, Top(S)) which
yields the thesis when applied as a premise of [sym]. The case for

}GfE2f 1,&lgand (A,5,) * (A%S9) and S°= S[S/fn(S)nfn(S)] and S°= S[S,/f(S)n
fn(S;)] for some S then the thesis (item 3) holds after applying [sym].

~@fe2f 1,&lgand (A,S,) ¢ (A, SD) the case is similar to case (2).

o Gf (A, Sy)! ¢ (A° SS) the case is similar to case (I).

Case[rec1]-S = ut,.S By hypothesis

TL'tl; TR,A ) §1 :U“t2'§2 l>§
TL; TR,A ) ‘utl.gl ‘U;tz.gz [>‘U,t1.§

(53)

and
.8y " (4059

(At 8) © (A0 STty 8/t,])

By induction, considering the premise of equation (53) we have one of the following three
cases:

(54)

A Al
Case S; moves and composition is preserved. If (A,S;)  (A%SY) and
Ty, t1; Tri A %o(SY, Top(S51))@ S, > %0(S°, Top(S))

Since ut,.S; is free from unguarded recursion we have Top(S;) = ; hence @ is empty
substitution and we get

Ty, ty; Ty A% 82 S, »8° (55)
By hreci, (A, ut;.S;) ¢ (A% S9[ut,.S1]). The thesis to prove is therefore

Ty Tri A° %0(SS[utq.S1/t1], Top(S1)) @ S > %o(ST pty.S/t4], Top(S))
Observing that Top(S1) = t;, the derivation above is equivalent to

Ty; Tr; A% %o(S{[pt1.51/t1], t1)@  Sp > %o(STpt1.5/t4], 1)
that is

Ty Tr A2 S9@ S, »S°

Observing that @ is the empty substitution since in Top(S;) = t; and t; 2 fn(S% the
above follows immediately by equation (55).

6:56



Laura Bocchi, Dominic Orchard, and A. Laura Voinea

e ¢
Case S, moves and composition is preserved. If (A,S,)  (A° Sg) and
Tit1; 53 A% S %o(S2, Top(S,)) @ > %o(S°, Top(S))

then by Lemma G.6, Top(S) = ; and @ is empty. Therefore, the above is equivalent to

Ty, t1; TRi A% S %o(S3, Top(Sy)) »S° (56)
The thesis
Ty; Tri A% uty.Sy %o(S3, Top(S2)) @ »%o(STput1.5/t4], Top(S))

is equivalent to equation (56) since: Top(S) = tq, %o(Squt,.5/t], t;) = S%and @
is the empty substitution (fn(S% = t, which is not a name in S, as we assume bound
names of S; and S, to be disjoint).

Case/ 2f [,&Igand composition is not preserved. By induction either S, or S, makes
a transition with label {. We show the case in which S; moves, as the case in which

(A,S,) ¢ (A° S9) is symmetric.

Assume by induction (A,S;)! ¢ (A° SY). Then: (1) since Top(S;) = ; then fn(S9 n
fn(S;) = ;, and (2) by Lemma G.6 Top(S;) = ; then S = S%and fn(S%Y nfn(S) = ;. So,
by hreci

14 ¢
(A uty.Sy) (A% STuty.S1/t4] (Auty.S) (A% STuty.S/tq])
with fn(S%Y nfn(ut,.S) = t, andfn(S?) nfn(uty.S;) = t, hence the thesis.
Case[rec2]-S = ut;.S By hypothesis

Ty;T1,t,To; A Sq[t/t;] S, >S  unused(T,)

: 2 (57)
TL; Tl,t,TZ;A ‘U/tl.Sl 52 >S
and
~y !
AS)  (A°%S
@5 (105 (58)
(A, uty.S) (A0 SYut,.S/t4])
By induction on the premise of equation (57) we have one of the following cases:
| CFirst, assume
At
(A8} (A°S)) (59)

and

Ty; T1,t, To; A% %0(S2, Top(S1[t/t1])) @ Sp >%0(S% Top(S)) unused(T,) (60)
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By assumption of freeness from unguarded recursions we have Top(S;) = ; hence
Top(S1[t/t1]) = ;. It follows that @ is empty and equation (60) is equivalent to
TL; TllE! T21 AO ’ S](_) SZ > %0(801 TOP(S)) (61)

By hreci with premise equation (59)

~ { ~
(A pty St/ (A% SDIut.Silt/t1]/t1])
By the transition above and Lemma G.2
~ YA ~
(A pty.81) - (A% St /] pt.51/ta]) (62)

We need to prove

Ty; T1,t, Tpi AY %o(SP[t1/t][ t1.51/¢4], Top(ut1.51))@ S, > %o(S°, Top(S))
unused(T,) (63)

which, since Top(ut,.5;) = t; and applying the folding, is equivalent to

Ty; Ta,t,To; A°° SY[t1/8]@ S, > %o(SC Top(S)) (64)

In equation (64), @ =[ t/tq] and @ =[ t/t], hence equation (64) is equivalent to
equation (61) as required.
} Gsecond, assume

(4,5 © (4°59) (65)

By induction on the premise of equation (57)

Ty Ty, T2 A% Si[t/t1]  %o(S3, Top(S,)) @ > %o(S°, Top(S)) (66)

for some @. Applying equation (66) as premise of [rec2] we obtain the thesis

Ty Ty, t, T A utg.S; %o(S2, Top(S,)) @ > %o(S° Top(S))

as desired.
~ Ginally, assume £ 2 f 1,&lg By induction we have (A,S;)! ¢ (A° 89 with fm(S9) n
fn(S) = ; (the case in which (A, S,) ¢ (A° 59 is symmetric). So, by hreci
¢

(A pty.Sp) - (A% STpty.Sy/t4])
Recall also that

A.sy ' (%59

The thesis hold for S = $%since fn(S% nfn(S) = ;, fn(Sg’) nfa(uty.S;) = tq.
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Recall, we denote with unfold(S,t) the one-time unfolding of S with respect to
t. Namely, if there exists term ut.S occurring syntactically in S, unfold(S,t) =
S[S.ut.S/ut.S], otherwise unfold(S,t) = S.

Lemma 6 (Preservation - closed protocols) Assume ;;;;A ~ S; S, »S. For all
0,A%S, such that (A,S) * (A®S9) either

| A, S (A%S% and ;; ;A" SO S9b50(SO= unfold(S,, ) for some ©), or
1A, S,)! ¢ (A%SY and;;;; A SY S9»S%(SY = unfold(S?,£) for some %), or
~®2f 1,&lgand(A,S;) ‘ (A S[S, /fn(S)nfn(S,)]) withi2f1,2gand S°= S[S/fn(S)n

m(S)] for some S

Proof 25 The proof focusses on proving v, which is the most general case; the other
cases can be obtained by simply omitting the inductive cases for rules not used by that kind
of composition (e.g., for >, omit the [wbra] and [cbra] case). We proceed by induction
on derivation of S proceeding by case analysis on the last rule used.

Case [sym] The last rule applies is of the following form:
AT S, S8
i AT ST So»S

¢ .
By induction either (A,S,)! ~ (A%S9) and ;;;;A°" SO S; »S°which applied as a

premise of [sym] yields the thesis (item 2) ;;;; A% S; Sg >S9 or (4,5,) ¢ (A° SS)
and;;;;A°" S, Sf > S®which applied as a premise of [sym] yields the thesis (item 1)
s AD Sf S, > S0 Alternatively, case (3) applies by induction and yields the thesis as
item 3 is symmetric (i 2f 1,2g).

Case [consume] - S = consume(n).S proceeds as the corresponding case in Lemma G.7.
The top of the derivation is of the following form:

AN S) S;pS
;1 A[f ng” consume(n).S; S, >consume(n).S

By hconsumei

consume(n)

(A[f ng,consume(n).S) ! (A,S)
and
consume(n)

(A[f ng,consume(n).S;) ! (A, Sq)

The thesis holds as it is identical to the the premise of equation (50).

Cases [pref]lassume]lassert] are similar to [consume].
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Case [wbra] Proceeds as the corresponding case in Lemma G.7. By hypothesis
I=I,[ Iz Il Ip6;
8i21Iy;;1;A°S; Sp»S?
8i2Iz.;;;;A " S; S,6 " AfS;g
i AT+ Sp >+ fliSKy, [ 1Sy,

By hbrai, picking i 2 1, which is not empty by premise of the derivation above
+|j
(A+f:Sg20) ! (AS))
and
+1:
(A +11:S%21) | (A,S)
The thesis holds as it is identical to the the premise of the derivation above for j 2 I,.
Case [bra] This follows by [wbra] setting Iz = ;.

Case [cbra] By hypothesis

) S
8i21 JIS, iZIJi:J

8j2J; i AT S S)vS;
8j2JnJ; ;AT S S)6
: (67)
AT T SiG + XD S0gp, b L+ KD S G50, Gio

By hbrai, pickingi2 I

+1;
(AL o+ X101 80915,G20) b (A + %172 815052,

and similarly

+1;
A+l :SG021) ! (AS)
By applying [sym] to the second premise of equation (67):
8] 2 ji+ofl?: S?ngJi Si I>+OflJ(.): SijngJi (68)

By applying equation (68) as premise of [bra] and then [sym] we obtain the thesis
(1):

i AT S +0”]c-)35]c~)912Ji [>+0”;J:Sijgj2ji
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Case[rec1]-S = ut;.Sand Ty = ; By hypothesis

t1;:;A° S, S, S Afut,.Sg

- = = (69)
vias A ut .S S puty.S

and
.3y " (4059
(A, uty 8) (A0, 8Ypty.8/t,])

By Lemma G.7 we have one of the following three cases:

| A, 8,)! { (A% S?) hence by hreci

(70)

~ YA ~
(A pty. S (A% S uty.S/t4])
and
fty0; ;A% %o(S, Top(S1)) Sz b %o(S°, Top(S)) (71)

By assumption of nested guardedness Top(S;) = ; and by Lemma G.6 Top(S) = ;.
Hence by equation (71) we obtain, with @ being the empty substitution:

fty05;A°° 82 S, »8° (72)

By premise of equation (69) [rec1] Af ut,.Sgwhich looking at the well formedness
rule [rec] can be written as

Afut,.SgA[ A% (73)
for some A% By Lemma 1 equation (73) and equation (70) imply
A% S uty.S;/t1]10A%Such that A% A A% (74)

By Lemma G.5 since equation (69) and equation (72) and equation (74) we obtain
that there exists t such that

1133 AYY S uty.S1/t1]  unfold(Sy,t) »STuty.S/t4]

as desired.
FAAS,) " (A%SY) and

t1;;3A%" S; %o(S3, Top(Sy)) > %e(S° Top(3)) 2

By Lemma G.6, Top(S) = ; hence equation (75) is equivalent to

t1;;; A% Sy %o(S3, Top(S,)) »S° (76)

We proceed by inner induction on the syntax of S,.
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» IfS, = p.S, then S9= S,, and Top(S,) = 0 hence and @ is the empty substitution.
Therefore, equation (76) is equivalent to the thesis t1; ;; A°~ S;  S9»S%as desired;

= If S, = a.5, with a 2 f assert(n), consume(n), require(n)g the case is similar to the
prefix case above;

= IfS, = end or S, = t then (A,S,) 6! hence done.

v If S, = pt,.S, (interesting case) then S9 = S3[ut,.S,/t,] with (A,S;) ! (A% S9) as
premise of hreci. Since Top(S,) = t, and fn(S% 63, then @ =[ t1/t,]. Therefore,
%o(S5, Top(S,)) @ = S3[t1/t,] and substituting this in equation (76) we obtain

ft10;; A% S; SJ[ty/t,] »S°
By applying Lemma G.4 to the above we get

0 AYY Silpte Si/t0] Splta/tall wtp.Sp/ta] > ST ut.S/t4]
which is equivalent to

1 AY Silpte Si/t0] Salwtn.Sa/ts] » ST uty.S/t]

as desired.
= By Lemma G.7 either S; or S, makes a transition with label { and

(A utySi) © (ASYutySi/ti])  (AptS) | (A%SYpts.S/t))

with fn(S9 nfn(uty.S) = t1 and fn(S9) nfn(ut,.S1) = ty hence the thesis.

Case[rec2] S = ut,.S Contradicts the hypothesis (Tx 6 ;) hence done.

IE} Proofs of Fairness

Definition 14 Define the following context:

C[] = g.C[] g2fp,assert(n),consume(n),require(n)g
jo +fiCl 1glf 1S9
jowtCl]

o[
Write S= C[ ]if S = C[S°] for some S° Write C°2 C (resp. C°62C) is there exists (resp.
there exists no) Cy, C, such that C = C;[ CY C5[ 111 . Define the following functions:
clab(g.S) = fgg clab(+fl; : S;g0) = T+1;00; clab(ut.S) = clab(S)
and

V(g.C[ D= g, v(C[ ] V([ D=¢€¢  V(ut.C[ D= Vv(C[ ])
V(1o CL 19 [f 11 SiGam) =+ 1;,V(C[ ])
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Lemma H.1 If (4,5) * (A%S9 then (A,S[S/t])! © (4% S93/%])

Proof 26 (sketch) Mechanical by induction on the transition, by case analysis on the last
rule used to make step (.

LemmaH.2 IfT;; Tg; A~ Sg Sy >Sand Sy = end then Sg= S

Proof 27 (sketch) By induction on the proof of S proceeding by case analysis on the last
rule used, observing that the last rule used cannot be [recl] or [rec2] as the only axiom
that can be used if [end] (i.e., not [call]) due to the form of S;.

Lemma H.3 If (A,S) ‘ then £ 2 clab(S).

Proof 28 (sketch) Mechanical by induction on the derivation of transition! =~ proceeding
by case analysis on the last transition rule used.

Lemma H.4 If(A,S) ' then S = C[SY for some S®and V(C) = F.

Proof 29 (sketch) First prove that (A, S)! ' implies S = C[S9 for some S°and V(C) = r
by induction on the transition proceeding by case analysis on the last transition rule used.
Then by induction on the size of T based on the fact that contexts compositionality.

Lemma H.5 IfS = C[ S, AfSg and { 2 cl1ab(S9, then (A,S) ?! ¢ for some (possibly
empty) vector 7 of transition labels such that V(C) = 7.

Proof 30 By induction on the syntax of C.

= Case C =[ ] (and hence V(C) is the empty vector of labels). We show the case for
S%= consume(n).S%and hence clab(S) = fconsume(n)g By well-assertedness of S,
which in this case last applies rule [consume], n 2 A, then by semantic rule hconsumei
we have

clonsume(n)

(A, consume(n).S% (Anfng, 9

as desired. The cases for S°2 f require(n).S%assert(n).5% p.S%Y are similar.

= If C = consume(n).CY ] then we proceed with a generic S°. By well-assertedness of S
which last applies rule [consume] we have n 2 A hence by semantic rule hconsumei
we have

consume(n)

(A, consume(n).CYSY) 1 (Anfng c9sY)
By Lemma 1 (well-assertedness is preserved by transition) we have
AnfngfCcY C[S%] g

By induction (Anfng, CY S°))! F! ‘ with £ 2 1ab(S8% and V(C% = 7 hence

consu me(n)I ?l L

(A, consume(n).CYSY) 1

with £ 2 1ab(S% and V(C) = consume(n),V(CY = consume(n),? as desired.
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= The other cases for C = g.CY ] are similar to the case above.
= IfC=+fl:CY1g[f |;:S;g5;. By semantic rule horanchi we have

(A, +F1:CYSAgT I Sigan)! " (A, €S
By Lemma 1 (well-assertedness is preserved by transition) we have
AfC9 s%g

-

By induction (A, C9 S°))! ) { with £ 2 clab(S9 and V(5% = 7 hence

(A +f1: CISYg[F 11 Sigop)t 1 1

with £ 2 clab(S9 and V(C) =+ I,V(C) = + |, 7 as desired.

= If C = ut.CY ] then by well-assertedness of AfSq In this case the last rule applied
is [rec]. We have by premise of [rec], AfCY S°]g Hence, by Lemma 2 (well-asserted
protocols are not stuck)

KO
(A, CTS (A8 77)
for some C%%and by Lemma 1 A% C°{ $°|g By induction

r!€

A% ¢ s “ €2 clab(s% °7=v(cT ) (78)
By MReci with as premise the first transition of equation (78):
(A, ps.CL S (4%, COF 8L rt.CY 51 /1)
By Lemma H.1 and equation (778)
(A%, COF Y pe.C 8% /e Tt
hence
Ape.crs Tt 12 c1ab(s?
V(ut.CY )= V(CT 1) and by induction V(ut.CY 1) = £°7 as desired.

Lemma H.6 IfT;; Tz; A~ Sy Sy >Sthen8( 2 clab(S;)9C[ 1, Col 1,5 S such that
| 8= C[S%] and Sy = Co[ SO]

YA(CL D)= V(Col D)
~®2 clab(s9Y

Proof 31 We proceed by induction on the proof of S, proceeding by case analysis of the
last rule applied.
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Case[end] In this case clab(S;) = ; hence done.
Case [call] In this case clab(S;) = ; hence done.

Case [act] Fix £ 2 clab(S,). In this case Sy = p.Sy and S = p.S°then
Ty TRi A~ Sy Sy»S°
Ty; TRy A~ p.S Sy >p.SO

By induction there exists C[ S°9 = S%and Cy[ 58(1 = Sg such that V(C[ 1) = V(Co[ 1)
and { 2 c1ab(S%. Hence there exists p.C and p.C, such that C[ Sg(ﬂ = Sy and

p.C[S% = p.S%= S and p.Co[ SJY = p.Sy= So. Moreover, since V(C[ ])= V(Co[ ])
then p,V(C[ 1)= p,V(Col 1) andhenceV(p.C[ 1)= V(p.Co[ 1).Finally, still £ 2 c1ab(S°y
as desired.

Case [consume] [assert], [require] Are similar to [act].

Case [wbra] Fix ¢ 2 clab(S,). In this case S = + fl; : SiOQiZIA [f I; 2 SiGi21,, So=+fli:
SiG2; and

LlIg=1 I\ Ig=;
8121y Ty TR A~ S; Sy »S?
SIZIBAfSlg TL;TR;A‘ Si 516>

Ty Tri A +f1:8;Gp; Sy o +fl:S%,, [ 12 Si0y,

By induction 8i 2 I, with 1, 6 ; there exist C;[S;]= S; and Cl.o[ §l.°] = Sl.osuch that
V(G )= V(CY 1) and £ 2 clab(S).

Hence, there exists Co[ S;] = + fl; : G[S;19[f l; : S;Qia1ntig and C[SP] = + fl; :
CIQ[ §?]g[f l; :S?ngIAnfig[f l; : SiGi21,- Moreover, V(C;[ ]) = V(Cl.o[ 1) implies 1;,V(C;[ 1)=
Ii,V(Cl.O[ 1) and hence V(Cy[ 1)= V(C[ 1). Finally, still £ 2 c1ab(§?) as desired.

Case [bra] As the case [wbra] assuming Iz = ;.

Case [Cbra] Fix {2 clab(Sl). In this case S = + fll . +0f|] . Sijgj2Jigi21J SO =+ fll . Sigi21
and

) S
8i21 JLS, iZIJi: J
]ZJITL, TR;A\ Si S] DSij
8]2JnJ1 TL;TR;A‘ Si 516>
TL; TR,A ) +f|i 351‘91’21 +0”] :Sjgsz >+f|i . +O”J :SijngJ,-QiZI

By induction 8i 2 I there exist C;[S;]1= S; and c §l~j] = S;j such that V(G;[ ]) =
V(CI 1) and € 2 clab(S;)).

Hence, forall 1; 2 clab(Sy) (Which is non empty since I 6 ;) there exist j 2 Jj,
Ci[ Si1=+ 1, : GISAG[f 1 : S;Giamntjg and C[ S;;1=+ f1;: CYS;;1g[f I; : Sij%2J,ntig
V(Co[ D= V(C[ D= L,,V(C[ D= Ii,V(Cl.O[ ) and still £ 2 c1ab(§ij).
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Case [rec1] Fix € 2 clab(S;). In this case Sy = pt.Sy, S = ut.S° (and for simplicity
we leave the recursive form of S; implicit as it is immaterial here). By composition rule
[rec1]:

Ty, t; TRy A SY Sy »S°
Ty Ty A pt.SY Sy but.SO

By induction there exist C[ $°] = S%and Co[ S31= S such that V(C[ 1)= V(Co[ 1) and
€ 2 clab(SY. Hence there exists ut.C[ S°]= S and pt.Co[ S3]= So. Moreover, since by
induction V(C[ 1) = V(Cy[ ]) and hence V(ut.C[ 1) = V(ut.Cy[ ]) Gince V(ut.C[ ])=
V(C[ 1) and V(ut.Co[ 1)= V(Co[ 1) by definition of V()). Finally, still £ 2 clab(ut.S9
as desired.

Case[rec2] Fix {2 clab(S;). In this case

Ty Ty, t0To; A° SQIt%t]  S;»S  unused(Ty)
Ty Ty, t0To; A° pt.Sy Sy S

By induction there exists C[S°] = S and CO[§8] = Sg[to/t] such that V(C[ ]) =
V(Co[ 1) and £ 2 clab(S9).

Hence there exists C[S°]= S and pt.Co[t/tY[ §8[t/t0]] = Sy. By induction V(Cp) =
V(C) and by definition of V() (observing that t° does not affect the returned value),
V(pt.Colt/t0)= V(Co[t/t9) and V(Colt/tY)= V(Co). Hence V(C[ 1)= V(ut.Colt/tT)
and still £ 2 clab(ut.59 = clab(S9).

Case [sym] In this case

TL;TR;A\ Sl SO >S
T TrRi A~ Sg S1»S

(79)

Assume that [sym] is applied only once. If [sym] it is applied multiple (but finite) times
subsequently, say n times, then if n is even the thesis is immediate by hypothesis, and
if n is odd then the case is equivalent to the one where the rule is applied once. Fix
€ 2 clab(S;). If clab(Sy) 6 ; then by induction there exists C[S°]= S and Cy| SS] such
that V(C[ 1) = V(Cy[ 1) and £ 2 clab(SY. From V(C[ ]) = V(Ci[ 1), C[S°] = S and
G Sf] it follows that S and S, have the same first prefix hence

£ 2 clab(S)

hence the thesis with contexts [ ] for S and S and trivially V([ 1) = V([ ]).If clab(Sy) =
; then either Sy = end or Sy = t. In either case S; = S: by lemma H.2 if Sy = end and by
[call] if Sy = t. Hence with contexts [ ] for S and S, trivially clab(S;) = clab(S) and
hence £ 2 clab(S) and V([ )= V([ ])

Lemma H.7 is a stronger version of Lemma H.6 where quantification over contexts
is universal rather than existential, and holds only for strong composition (not for
weak one).
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Lemma H.7 If T;; Tz; A~ Co[Sp] S1 > S and clab(Sy) 6 ;, then either:

| Ghere exist CQ, C3% C[SY = S such that
= Col 1= ColGot 11, and
= V(CJL )= v(C[ 1), and
= clab(S9) = clab(S;), or
} Ghere exist CJSJ], C[SY = S such that
= Co[ CA S = So, and
= V(Col C3I 1D = V(CI ), and

= clab(S9 = clab(S;)

Proof 32 We proceed by induction on the syntax of Cy.

Case Co[ 1= p.Co[ 1 By hypothesis

Ty; Ti; A GolSol  S1»sS
Ty; Tr; A p.ColSo]l Sy >sp.S
By induction either of the following holds:
| Ghere exist CJ C3Y 11= Col 1 and C[SY = S such that V(CJ 1) = V(C[ ]) and
clab(S) = clab(Sy). Therefore there exist p.CJ C3Y 11= Cyl ] and p.C[S9= p.S
such that V(CJ[ )= p,V(CJ 1= p,V(C[ ])= V(p.C[ ]) and clab(S9 = clab(S,).
} Gthere exist Cg[Sg], C[SY = S such that Cy[ Cg[ S = So, V(Col Cg[ 1= v(C[ ],
and c1ab(S%) = clab(S;). Therefore there exist CJ[S3], p.C[S = S such that
p-Col CoL S°11 = p.So, V(p-Col CT 1D = p.V(Col Col 1) = p,V(C[ D) = V(p.C[ ])

and clab(S9) = clab(s;).
The cases for consume, assert, and require are similar to the prefix case above.

Case Co[ ]=+ fl;: Col 19[f I :SiGi2mtjg By hypothesis

8i2 Infjg Ty TrRiA™S; Sy S?
CO[S]-]: Sj T;; Tg; A ) Cl[Sj] S1 DSS](')

Ty Ty A +51;:Col S;191F 1 SiGiammjg St %5+l 1 S,052s

By induction either of the following holds:
| Ghere exist Cg[ Cg(f 1= Co[ ] and C[S?‘T = SJ(.’ such that V(Cg[ )= v(C[ ]) and
clab(S?‘j = clab(S;). Therefore there exist +f1; : CJL CSY 119[f I; : SiGi2rnrjg= Col |
and +f|] . C[ S]Oqgo[f Ii . Sigiszjg =+ fll . Sl'glbzl SUCh that V(+f|J . Cg[ ]g [f Ii .
Sigi21nfjg) = I]'V(CO[ ]) = V(+fll . C[ ]g [f Ii :Sigi21nfjg) and clab(Sj)) = clab(Sl).
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} Ghere exist CJ[SY%, C[S91= SPsuch that Co[ CJL S7°11= S, V(Col CJT 1D = V(C[ 1),
and clab(S% = clab(S,;). Therefore there exist Co[ Cg[S?OP], +fl; - C[S](.)O_lg [fl:
SigiZInfjg =+ fll : SiQiZI such that V(Co) = IJ,V(éo[ Cg[ ]]) = IJ,V(C[ ]) = V(+f|] .
C[ ]g [f Ii :Sigiszjg) and clab(SO) = clab(Sl).

Case Cy[ 1= ut.Co[ 1 By induction observing that V(ut.Co[ 1) = V(Co[ ]).

Case Cy[ ]=[ 1 Immediate by induction.

Theorem 2 (Fairness of compositions) If;;;;A " Sy S; > S then S is fair w.rit. S
and S; on A.

Proof 33 Immediately from Lemma H.8.

Lemma H.8 (Fairness) Let;;;;A " Sy S;>S. Then 8i2f0,1gand any transition
(A;, S;)! ¢ (Alc.’, Sio) there exists 7 such that: (1)

C(ASL ) (G 5% )

« (4,87 (4059

T T

Proof 34 Assume (A,S;)! ¢ (AO,Sg). By Lemma H.3 { 2 clab(S;) so, by Lemma H.6,
there are two contexts Cy and C such that the hypothesis can be rewritten as

1A ColSgl Sy »C[S]

with

V(Gol D= V(C[ ] (80)
and

€2 clab(S9 (81)

By equation (80), equation (81) and Lemma H.5

(A,So) " (AS,89) (for some A, SD)

iy (82)
(A,5)" (A%SY  (for some A%S9)
It remains to prove that
AT sg s)es? (83)

For every transition r 2 7, by case (1) of Lemma 6 the composition relation is preserved.
More precisely, let 7 = rg,..., Ty

AT Sy S pS A (AS)C (ALSY) A (AS)” (AhsY)) Al SIS st

D AT ST S ST A (AT, SM) T (AO SO) A (AT, S™)! n (AO Sn+1))
11 1 0 1 190 /¢ 190 ] g ]
AT S) Sy st
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Note that, when using Lemma 6, case (1) of Lemma 6 can always apply (case 2 applies
for the symmetric case in which Sy moves first). Assume by contradiction that only case
(3) applies (the case where continuations are not preserved), then Sy and S would move
to a state in which they are both S. By taking any Sy (and hence S) that does not include
any £ action we have a counter-example for equation (82) (second row) already proved
above. Hence case (1) must always be applicable. Hence done.

Assume now that (A, Sp)! ¢ (A% SQ). Then by applying [sys] after the last composition
rule in the hypothesis we obtain

1 AT S; Sop»S°
and the case is then identical to the one where S; moves, proved above.

Theorem 3 (Strong fairness of compositions with »,) If;;;; A" Sy Sy v, S then
S is strongly fair with respect to Sy and S; on A.

Proof 35 Immediately from Lemma H.o9.

¢
LemmaH.9 Let;;;;A" Sy S; > S. Then 8i 2 f0,1gand all transitions (_,S;)!
2 N -0
(_,Sl.o) and (A, Sjp ) ' , there exist 0 rOwith (A, Si1 ) ' , Sjol l.j) with either
| §000= 7 (045 a prefix of ), or
} GO0= #r00(F is an ex prefix of 1)

o ‘
such that (A,S)! (A%SY and ;;;;A°" S8 S0p, SO

. . ¢
Proof 36 We fixi= 1. By Lemma H.3if (A,S1)! =~ (A% SY) then { 2 clab(S;) and hence

-

clab(S;) 6 ;. Fix any 7 such that (A, Sp)! " By Lemma H.4 we can rewrite Sq as Co[S3]
with V(Co[ ])= 7. By Lemma H.7, since clab(S;) 6 ;, for Cy either

| Ghere exist C3, C3% C[S%] = S such that
= Gol 1= Gyl Cot 11, and
= V(Col D= v(C[ ]), and
= clab(S% = clab(s,), or

} Ghere exist CJSJ], C[S®)= S such that
= Col €S = So, and

= V(Col Cgl 1D = V(C[ ), and

= clab(S% = clab(S;)
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In case (1) above, we can write Sy as Cg[Sgoffor some 580,0 0= V(Cg), and r00= V(Cg‘a.
By Lemma H.4

A, casP ™ (s

for some 88. Since c1ab(S% = clab(S;) then £ 2 c1ab(S%. Since AfSgby hypothesis (it
is a composition) and £ 2 clab(S% then by Lemma H.5

(A.c[s% ™ (4% 59

for some A and S°
In case (2) above, we set r0= V(Co[ Cg[ 1) and we can write Sy as Cy[ Cg[ 880‘?] for
some SQ°° By Lemma H.4

(A, Col CA 829 ™ (L, 89)

for some S. Since c1ab(S%) = clab(S;) then € 2 clab(S%. Since AfSgby hypothesis (it
is a composition) and £ 2 c1ab(S° then by Lemma H.5

(A.c[s% ™ (% 59

for some A° and S°
In both case (1) and case (2) above, it remains to prove that

ce.. 20~ @O 0 0
T A SO Sll>55

For every transition r 2 7, by Lemma 6 (1) the composition relation is preserved; this can
be shown proceeding as in Lemma H.8.

The case for i = 1 is symmetric (proceeds similarly, thanks to symmetric rules of
composition and transition of protocols ensembles).
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