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ABSTRACT
In recent years, artificial intelligence (AI) has made significant strides in research and shown great potential in various appli-
cation fields, including business and economics (B&E). However, AI models are often black boxes, making them difficult to 
understand and explain. This challenge can be addressed using eXplainable Artificial Intelligence (XAI), which helps humans 
understand the factors driving AI decisions, thereby increasing transparency and confidence in the results. This paper aims to 
provide a comprehensive understanding of the state- of- the- art research on XAI in B&E by conducting an extensive literature 
review. It introduces a novel approach to categorising XAI techniques from three different perspectives: samples, features and 
modelling method. Additionally, the paper identifies key challenges and corresponding opportunities in the field. We hope that 
this work will promote the adoption of AI in B&E, inspire interdisciplinary collaboration, foster innovation and growth and 
ensure transparency and explainability.

1   |   Introduction

Artificial Intelligence (AI) technologies have seen a surge of 
research interest in recent years and are increasingly used 
in various fields of business and economics (B&E) (see, e.g., 
Johnson et  al.  2022). Specifically, in the context of AI, B&E 
are referred in particular to the disciplines where AI technol-
ogies are applied to improve decision- making effectiveness, 
optimise business processes and provide strategic insights. AI 
serves as an efficient tool in those fields, enabling data- driven 
decision- making and offering innovative solutions to complex 
problems.

• Business: It refers to the activities undertaken by individ-
uals or organisations to produce, buy, or sell products and 
services with the goal of generating value, achieving oper-
ational efficiency, and meeting consumer demands. In the 
context of AI, business applications focus on leveraging AI 
technologies to improve productivity, innovation, and com-
petitiveness (Bharadiya 2023).

• Economics: It is the study of how resources are produced, 
distributed, and consumed, focusing on decision- making at 
individual, organisational, and societal levels. In AI, eco-
nomics explores how intelligent systems impact markets, 
labour, and public policy, while optimising outcomes in re-
source allocation (Varian 2018).

With advancements in data collection technology, B&E data has 
grown exponentially, leading to more AI applications. The rap-
idly evolving business landscape and workforce dynamics have 
made AI an integral part of daily business operations. According 
to Ransbotham et al. (2017), 85% of CEOs believe that AI creates 
new opportunities for B&E, although 40% also express concerns 
about the risks associated with AI models.

Numerous scholarly papers have explored AI applications in 
B&E, focusing on finance, healthcare management, human re-
source management, marketing and supply chain management 
in the business domain, and macroeconomics and microeco-
nomics in the economics domain. Table 1 provides examples of 

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the original work is 

properly cited.

© 2025 The Author(s). Expert Systems published by John Wiley & Sons Ltd.

https://doi.org/10.1111/exsy.70017
https://doi.org/10.1111/exsy.70017
https://orcid.org/0000-0001-9786-3213
mailto:
mailto:s.m.wu@kent.ac.uk
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1111%2Fexsy.70017&domain=pdf&date_stamp=2025-02-26


2 of 25 Expert Systems, 2025

AI applications in B&E. Many AI models function as black boxes, 
making them difficult for humans to understand and trust. In 
practice, it is often crucial for users to comprehend how an AI 
model derives a particular decision, especially when the deci-
sion has high stakes. While AI undoubtedly benefits B&E, there 
is a risk in blindly trusting or applying the recommendations, 

insights or predictions provided by AI models. Therefore, it is 
essential to understand the reasoning and logic behind these 
models, leading to the development of eXplainable AI (XAI) 
methods.

There is no strict definition of XAI. A widely cited definition 
suggests that XAI aims to improve ‘the degree to which a human 
can understand the cause of a decision’ (Miller 2019). Generally, 
XAI is a field of AI focused on developing systems that make AI 
models more interactive and transferable, and their results more 
accessible, reliable, causal, fair, informative and trustworthy. 
A more detailed description of these concepts is provided in 
Table 2.

It is worth mentioning that the concepts of explainability, inter-
pretability, and transparency are quite ambiguous, which may 
confuse the beginners of XAI. To describe those concepts, we 
use an example from the financial industry where a bank uses 
an AI model to assess loan applications. In this scenario, we will 
look at how explainability, interpretability, transparency and 
trust play out in a real B&E background.

Generally, explainability refers to the ability to explain the in-
ternal mechanisms of an AI model or the rationale behind its 
decisions in a way that is understandable to humans (Roscher 
et al. 2020). In this financial example, explainability means that 
the AI model can provide specific, understandable reasons for 
approving or denying a loan application. For instance, if the 

TABLE 1    |    Cases of the applications of AI for B&E.

Field Application Reference

Business Credit scoring Cao (2022)

Fraud detecting Zarifis et al. (2023)

Candidate selection Chowdhury 
et al. (2023)

Inventory 
management

Toorajipour 
et al. (2021)

Advertising 
management

Ford et al. (2023)

Consumer service Vaid et al. (2023)

Recommendation 
system

da Silva et al. (2023)

Economics Resource allocation Yudkowsky (2013)

Policy making Acemoglu (2024)

TABLE 2    |    Goals of XAI Ali et al. (2023); Arrieta et al. (2020).

Goal Description Target audience

Accessibility Accessibility refers to the involvement of (non- technical) 
end users in the AI modelling process.

④⑥

Confidence Confidence describes the robustness and stability of 
a model, including its working regime.

①②③

Causality Causality among data variables means finding cause- effect 
relationships leading to higher model comprehensiveness.

①④⑤⑦

Fairness Fairness tries to prohibit the unfair or unethical use of model results and 
outputs by ethical analysis and illumination of results affecting relations.

④⑦

Informativeness Informativeness is concerned with the distinction between 
the original human decision- making problem and the problem 

solved by a given model, including its inner mechanisms.

①⑤

Interactivity Interactivity deals with the level of interaction between 
end users and XAI models to improve the latter.

①④

Privacy Privacy awareness is about enlightening possible breaches by informing users. ④⑦

Regulatory Compliance Regulatory compliance refers to the adherence of AI 
systems and their applications to the legal, ethical, and 

policy frameworks set forth by regulatory bodies.

⑦

Transferability Transferability deals with uncovering boundary constraints of 
models to better assess their applicability in other cases.

①⑤

Trustworthiness Trustworthiness refers to the degree of confidence a model will 
react as expected when opposing a specific problem.

①④

Note: ①: domain experts; ②: domain developers; ③: domain managers; ④: users of the model affected by decisions;⑤: data scientists; ⑥: product owners, managers; ⑦: 
regulatory entities or agencies.
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model denies a loan, the bank might explain that the decision 
was based on the applicant's high debt- to- income ratio and re-
cent credit score decline.

Interpretability is the extent to which a human can understand 
how a model makes decisions or how different inputs lead to 
certain outputs (Murdoch et al. 2019). Specifically, it means how 
much the bank's loan officers and risk managers understand the 
overall structure and functioning of the model. For a model to 
be interpretable, it might need to be simpler or have visualizable 
pathways that clearly show how different variables interact to 
lead to different outcomes.

Transparency refers to the openness and accessibility of infor-
mation about an AI model's design, structure, and decision- 
making processes (Roscher et al. 2020). In the bank example, it 
means that the bank openly shares information about how the 
loan approval model was designed, the factors it considers and 
any limitations it might have.

XAI is becoming a focal research field within AI. This shift is 
driven by real- world demands across different industries, includ-
ing B&E like healthcare, finance, and insurance. In other words, 
XAI can be seen as the future of AI, which means XAI can:

• Reduce regulatory pressure: Governments and regulatory 
departments are asking for more transparency in AI appli-
cations, making XAI essential for compliance.

• Improve trust and adoption: XAI helps build trust between 
humans and AI, which is crucial for the widespread adop-
tion of AI across B&E.

• Mitigate bias and promise fairness: XAI tools will play a 
vital role in identifying and mitigating bias in AI models, 
ensuring the ethical of AI applications.

• Improve performance optimization: XAI enables develop-
ers to debug and optimise AI systems, improving their over-
all performance and robustness.

• Keep security: XAI can be applied to improve the security 
of AI applications by revealing potential vulnerabilities to 
adversarial attacks.

The research on XAI has been growing exponentially, which 
has provided a basis for some literature review studies, The 
existing literature review papers focus on introducing XAI 
methods just from a technical perspective, or a XAI taxonomy 
perspective (see, e.g., Tchuente et  al.  (2024); Černevičienė and 
Kabašinskas (2024)). However, XAI is a highly applied research 
field, and it is also very important to study the specific applica-
tions of XAI in B&E to derive best practices for better implemen-
tation and adoption, which motivates the writing of this paper. 
Compared with the existing literature review, this paper is the 
first literature review work that considers both the technical per-
spective and applications, For the domain experts in B&E, this 
paper will help them to gain a holistic understanding of XAI, 
comprehend the importance of XAI in B&E, culture their ability 
to choose the appropriate XAI methods, and then apply the XAI 
methods into industry applications.

In this study, we followed the PRISMA reporting guidelines, 
which primarily provide guidance for the reporting of systematic 
reviews evaluating the effects of interventions, to relevant litera-
ture between 2018 and 2024. Initially, we retrieved 8878 records 
from Scopus, PubMed, IEEE Xplore. After removing 2891 du-
plicates, 5987 records were screened based on title and abstract, 
excluding 3234 records due to irrelevance. Subsequently, 2753 
full- text articles were assessed, and 2324 were further excluded 
as they do not meet eligibility criteria. Finally, 579 studies were 
included in our systematic review (Figure 1).

FIGURE 1    |    PRISMA diagram.
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The contributions of this paper include

• To gain a comprehensive understanding of state- of- the- art re-
search on XAI in B&E, this paper conducts a thorough litera-
ture review on the technological development of XAI in B&E.

• It introduces a novel approach to categorising XAI tech-
niques from three different perspectives: samples, features 
and modelling method.

• Additionally, the paper identifies key challenges and re-
search opportunities in the field.

The remainder of this paper is structured as follows. Section 2 
reviews the development in XAI on B&E and proposes a new 
taxonomy in XAI. Section 3 discusses the applications of XAI 
for B&E. Section 4 identifies challenges and opportunities in the 
research of XAI in B&E. Section 5 concludes the paper.

2   |   XAI Techniques

Denote Z = (X, y) as the dataset on which an AI model is trained, 
where X =

(
x1, x2, … , xn

)⊤, y =
(
y1, y2, … , yn

)⊤, and n is the 
sample size. That is, X is the n observations of the m predictors, 
and y is the n observations of the dependent variable. Suppose 
that each sample has m features, and xi =

{
xi1, xi2, … , xim

}
 (with 

i ∈ {1, 2, … ,n}). The ith sample is denoted by 
(
xi, yi

)
. Then, the 

objective of a supervised learning is to find a function f(X),

to minimise the cost function g(f(X), y), where ̂y is an estimate of 
y, the function g can be a measure of the distance between f(X) 
and y, such as the mean squared error 1

n

∑n
i=1

�
yi− f

�
xi
��2.

The AI model, ŷ = f(X), can take a simple form, such as a linear 
regression model with small m or a shallow decision tree, or a 
complex form, such as a deep learning model with billions of 
parameters. The former is referred to as transparent models and 
the as black- box models. As mentioned in Section 1, XAI aims to 
improve users' understanding of ŷ = f(X).

Many XAI techniques have been developed for various pur-
poses. To better understand and evaluate the different types of 
XAI techniques and their applications in B&E, this section re-
views existing XAI techniques and proposes a new taxonomy.

Unlike conventional taxonomies, which may focus on specific 
needs faced by B&E, our taxonomy offers a unique and more 
practical perspective. As illustrated in Figure  2, the proposed 
taxonomy bridges the gap between XAI research and real- world 
applications, facilitating the use of XAI in B&E.

As mentioned at the beginning of this section, an AI model in-
volves samples (i.e., Z), features (i.e., X), types of the model f(X), 
and estimating the parameters in the model.

• A sample represents an observation for an AI model, which 
can be, for instance, a consumer's online shopping transac-
tion. To understand consumers' shopping preferences, it is 
useful to build an AI model based on the samples.

• A feature is all samples' specific common attribute. For in-
stance, in mortgage applications, a borrower's income can 
be an important feature in the AI model for credit scoring.

• A Modelling method is the specific model structure and 
calculation or function behind AI models. It includes two 
subclasses: transparent structure and inference mecha-
nism. The transparent structure offers intuitive and under-
standable structure for the whole model, thus makes model 
understandable. Inference mechanism offers the internal 

(1)
ŷ= f(X)

=
(
f
(
x1
)
, f
(
x2
)
, … , f

(
xn
))

FIGURE 2    |    A new taxonomy.
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computational logic of AI models to make model under-
standable. Suppose that AI model is a black- box, we know 
nothing about the model, transparent structure is a glass 
box that makes the things in the box can be seen and under-
stood from outside, and inference mechanism is a tool that 
can help to open black- box.

Therefore, an XAI method can be categorised into one of the 
three classes: Samples- based, Features- based, and modelling 
method- based, as shown in Figure 2, where samples- based XAI 
aims to explain the model based on each sample xi; features- 
based XAI corresponds to explain AI model based on each fea-
ture x:,j; and modelling method- based XAI further explains the 
modelling method of f .

The following subsection provides a more detailed introduction 
and comprehensive review of the samples- based XAI, features- 
based XAI and modelling method- based XAI techniques, 
respectively.

2.1   |   Samples- Based XAI Techniques

In this section, we will review samples- based XAI techniques 
and identify knowledge gaps.

2.1.1   |   The Techniques

Sample- based XAI techniques focus on explaining individual 
predictions or results made by AI models. These methods aim 
to provide insights into why a specific prediction was made for 
a particular sample, enhancing transparency and interpretabil-
ity. Most sample- based XAI techniques can be considered local 
explanations within the interpretability scope. Below are some 
examples of sample- based XAI techniques:

Scoped Rules (SR): Also known as Local Rules or Sample- 
specific Rules, these rule- based models generate easily un-
derstandable and interpretable rules for individual samples or 
subsets of data (van der Waa et  al.  2021). SR are tailored to 
explain the behaviour of the model for a particular sample or 
a local region of the feature space. They are particularly use-
ful in applications where understanding the rationale behind 
individual predictions is crucial, such as healthcare, finance, 
and autonomous systems.

Counterfactual Explanations (CE): CE provide insights by 
generating alternative samples where the prediction changes 
(Wachter et al. 2017). These explanations answer the question, 
“What changes to the input features would result in a different 
model's prediction?” Freiesleben  (2022) discusses the relation-
ship between CE and adversarial examples, finding that adver-
sarial examples can be seen as misclassified counterfactuals. 
Carrizosa et al. (2024) addresses a more general setting in which 
a group of CEs is sought for a group of samples. CE are partic-
ularly useful in sensitivity analysis, where understanding the 
factors influencing model's predictions is critical.

Individual Conditional Expectation (ICE): ICE is a graphical 
visualisation technique used to understand the relationship 

between a feature and the model's predictions for individual 
samples (Goldstein et al. 2015). Studies such as Fan et al. (2023) 
exploit ICE to provide visual strategies and explanations for fi-
nancial distress prediction and risk assessment in auditing. ICE 
curves explore how predictions change as a specific feature var-
ies while keeping all other features constant, facilitating model 
interpretation and building trust in AI systems.

Local Interpretable Model- agnostic Explanation (LIME): LIME 
is a model- agnostic method proposed by Ribeiro et al.  (2016a) 
that explains the predictions of any classifier by perturbing the 
input and observing the changes in the output. LIME generates 
local surrogate models around a specific sample to explain its 
prediction. Numerous works have explored LIME's applica-
tions and theoretical foundations. Additionally, Li et al. (2023) 
have developed improved LIME models such as BMB- LIME, S- 
LIME, and G- LIME, respectively.

Furthermore, Garreau and Luxburg (2020) discuss the theoret-
ical analysis of LIME, deriving closed- form expressions for the 
coefficients of the interpretable model when the function to ex-
plain is linear, and proving LIME's effectiveness in discovering 
meaningful features.

Overall, samples- based XAI techniques help improve the in-
terpretability and trustworthiness of AI models by providing 
explanations for individual predictions. This enables users to 
understand the reasoning behind specific decisions made by the 
model and has already been applied to B&E problems (Wang 
et al. 2020).

2.1.2   |   Comments on Samples- Based XAI Techniques

Based on the previous discussion, users can gain explanations 
using sample- based XAI methods, which can be easily under-
stood by laypeople. However, there are still significant knowl-
edge gaps and unresolved problems in the field of sample- based 
XAI and corresponding challenges.

Sample dependence: Samples- based XAI methods offer explana-
tions based on selected samples, where the explanations deeply 
depend on selected samples. Thus, sample engineering is vital 
for samples- based XAI methods. One promising research oppor-
tunity is to develop tools for choosing the suitable samples for 
reducing sample bias.

Stability and consistency of explanations: When applying XAI 
methods in various fields, explanations for different scenar-
ios at different times must be consistent. Sample- based XAI 
methods may show inconsistencies between different samples 
due to the randomness of model training, resulting in varied 
interpretations of similar samples. Research on improving the 
consistency and stability of interpretations is crucial. Thus, 
the stability and reliability of explanation methods require 
further study, and developing stable explanation generation 
algorithms is necessary.

Misleading explanations: Sample- based XAI can offer explana-
tions for individual users. Inaccurate or misleading explanations 
may cause users to misunderstand the model. To avoid this, XAI 
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methods should verify the accuracy and effectiveness of the 
explanations through experiments and tests. Providing multi- 
angle explanations to enhance comprehensive understanding is 
a promising research opportunity.

Computational resource consumption: Due to the increasingly 
accumulated data, high- quality explanations for sample- based 
XAI may require significant computing resources. Developing 
interpretation methods that can efficiently handle large- scale 
data and complex models is a challenge. Techniques like LIME 
and SHAP often have high computational complexity, mak-
ing them difficult to use in large- scale applications. Therefore, 
developing more efficient algorithms to reduce computing 
resource consumption is a promising research opportunity, po-
tentially involving more efficient computing architectures and 
technologies like distributed computing.

2.2   |   Features- Based XAI Techniques

This section will review features- based XAI techniques and 
identify knowledge gaps.

2.2.1   |   The Techniques

Feature- based XAI techniques focus on explaining AI mod-
els by analyzing the contribution of individual features to 
the models' predictions. These methods provide insights into 
how each feature influences the decision- making process of 
the model.

Feature Importance (FI): is a fundamental technique in XAI 
that helps users understand decisions and predictions from a 
feature's perspective. By quantifying the importance of features, 
users can identify which features are most influential in driv-
ing the predictions. Permutation Importance (PI) is a popular FI 
technique that measures the change in a model's performance 
when the values of a feature are randomly shuffled (Altmann 
et  al.  2010). Besides interpretability, PI is also a powerful and 
widely used feature selection method for AI models in B&E 
(Hapfelmeier et al. 2023).

Partial Dependence Plots (PDPs): are another important tech-
nique for valuing FI. They provide a tool for visualising the 
relationship between a feature and the model's predictions 
(Greenwell et al. 2017). PDPs and PI can be used together to 
assess feature importance: PI provides a quantitative mea-
sure, while PDPs offer visual insights. Accumulated Local 
Effect (ALE) plots are another approach for visualising fea-
ture effects, showing how a model's predictions change as a 
feature varies (Apley and Zhu  2020). While PDPs provide a 
global view of feature effects, ALE plots offer a local, nuanced 
understanding, especially regarding feature interactions and 
non- linearities.

SHAP (SHapley Additive exPlanation): SHAP, proposed by 
Lundberg and Lee  (2017), is a widely used feature impor-
tance technique built on the Shapley value from cooperative 
game theory. It assigns a value to each player (feature) based 
on their contribution to the total payoff (model's prediction). 

SHAP has been applied to complex scenarios in B&E. For ex-
ample, Buyuktepe et al. (2023) developed application cases of 
fraud risk prediction using XAI methods, where SHAP values 
highlighted the most important features for this fraud risk 
detection.

It should be noted that these different categories are not strictly 
mutually exclusive: one XAI method can belong to different cat-
egories. For example, LIME can be categorised into the features- 
based XAI, and SHAP is also regarded as a samples- based XAI 
method.

Sensitivity analysis (SA): SA studies how the outputs of a system 
are related to and influenced by its inputs (Razavi et al. 2021). SA 
and feature- based XAI share the goal of understanding feature 
impact. Sobol' (1990) proposed an output variance SA method- 
based on ANOVA decomposition, which has been widely used 
(Sobol' et  al.  2011). The Fourier Amplitude Sensitivity Test 
(FAST) is another established SA technique (Cukier et al. 1973), 
defining sensitivity based on conditional variances to indicate 
individual or joint effects of inputs on the output. FAST com-
putes the “main effect” contribution of each input feature to the 
output variance.

Feature interactions: are the contextual dependence between fea-
tures that jointly impact predictions. Tsang et al. (2018) develop 
a framework for detecting statistical interactions captured by a 
feed- forward multi- layer neural network through directly inter-
preting its learned weights. Janizek et al. (2021) present another 
feature interaction XAI method (named integrated Hessians), 
an extension of integrated Gradients, proposed by Tsang 
et al. (2018), that explains pairwise feature interactions in neu-
ral networks. Integrated Hessians overcomes several theoretical 
limitations of previous methods, and is not limited to a specific 
architecture or class of neural network. Tsang et al. (2020) pro-
pose an interaction attribution and detection framework called 
Archipelago, which is interpretable, non- model- specific, axiom-
atic and scalable in real- world settings.

In summary, features- based XAI technology is currently the 
most widely accepted and used method. Due to its easy- to- use 
property and strong understandability, it has been widely used 
in B&E problems.

2.2.2   |   Comments on Features- Based XAI Techniques

The aforementioned feature- based XAI methods provide expla-
nations by evaluating the contribution of features to model's pre-
dictions and decisions, identifying the most important features 
for decision- making. Compared to sample- based XAI methods, 
feature- based XAI techniques are more suitable for big data 
analysis, offering insights into the overall behaviour of AI mod-
els and the importance of features.

However, these methods still face many knowledge gaps and 
challenges:

Explainability in high- dimensional data: With the development 
of digital B&E, feature dimensions are increasing exponen-
tially. Effectively generating explanations for high- dimensional 
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data is crucial and challenging. Some work focuses on high- 
dimensional data in fields like computer vision and natural lan-
guage processing (Kenny and Keane 2021), but these methods 
are difficult to present directly to users. Research into high- 
dimensional data XAI methods, such as dimensionality reduc-
tion and visualisation techniques, is promising.

Balance between local and global explanations: Most current 
feature- based explanation methods focus on local explanations, 
that is, single prediction explanations, lacking a global perspec-
tive. More research is needed to integrate local and global expla-
nations, providing a comprehensive understanding of the model 
while maintaining the accuracy of local explanations.

Stability and consistency of explanations: Similar to sample- 
based XAI methods, feature- based XAI methods face challenges 
in stability and consistency. Explanation results should not fluc-
tuate greatly with small changes in input data. However, many 
current methods do not perform well in this regard. Improving 
the stability and robustness of explanation methods and devel-
oping methods to quantify and improve the consistency between 
different explanation methods are crucial.

Handling model complexity and nonlinearity: Interpreting 
complex and highly nonlinear models (such as deep learning 
models) remains unsolved. Existing methods often struggle to 
explain these models. There is a need for methods that capture 
nonlinear relationships and provide intuitive interpretations. 
Addressing the interpretation complexity brought by high- 
dimensional data and making the interpretation concise and 
understandable is essential.

Feature- based XAI methods are valuable in XAI for B&E, but 
they still have many knowledge gaps and challenges. Solving 
these problems requires interdisciplinary research collabora-
tion, combining theory with practice, and continuously improv-
ing and innovating interpretation methods to meet the needs of 
different fields and applications.

2.3   |   Modelling Method- Based XAI Techniques

Modelling method- based XAI techniques exploit the modelling 
method of an AI model to improve the model's interpretability. It 
includes two types: transparent structure and inference mecha-
nism. In this section, we will introduce them, respectively.

2.3.1   |   Transparent Structure- Based XAI Techniques

Transparent structure- based XAI refers to methods that leverage 
the inherent structure or architecture of AI models to provide 
explanations for their decisions. This can involve understanding 
of how the architecture of an AI model influences its decision- 
making process, or extracting interpretable information directly 
from the transparent structure.

The most classical transparent structure- based XAI modelling 
method is the Linear/Logistic Regression model (LR) (Ribeiro 
et al. 2016b). LR models assume a linear relationship between 
the predictor and dependent variables, making the model 

interpretable. Decision trees are another classical transparent 
model that easily fulfils every transparency constraint due to 
their hierarchical structures (Mahbooba et al. 2021). It is worth 
noting that some researchers may do not think LR as XAI 
method, because it is a machine learning model which is trans-
parent and easily to be understood by consumers, and some 
researchers think these kinds of transparent machine learning 
model as XAI method, because they can be applied as transpar-
ent agent models for black- box AI models (Zhang et al. 2021a;  
2021b).

Decision trees partition the feature space based on a series of bi-
nary decisions, providing transparent explanations in the form 
of decision paths that show which features were considered and 
how they influenced the final decision. It is worth noting that 
these classical transparent structures have been used as agent 
models for black- box AI models, known as model- agnostic 
approaches.

Attention Mechanisms: were originally developed for natural 
language processing tasks (Vaswani et  al.  2017). They have 
since been adapted for various AI models in B&E (Yilmaz and 
Esra Buyuktahtakın 2024), including convolutional neural net-
works (CNNs), recurrent neural networks (RNNs), and graph 
neural networks (GNNs), to improve interpretability and un-
derstanding. Attention mechanisms calculate the weights of 
features, which can be interpreted as importance scores. High 
attention weights indicate that the corresponding input fea-
tures/elements strongly influence the model's decisions/results, 
making them crucial for understanding how the model arrives 
at its predictions. Fukui et  al.  (2019) proposes the Attention 
Branch Network (ABN), which extends an explanation model 
by introducing a branch structure with an attention mechanism, 
focusing on the attention map for visual explanation and rep-
resenting high response values as attention locations in image 
recognition. Liu et al. (2023) explore using attention as guidance 
to combine explanatory information in object detector models 
to best present an XAI saliency map that is interpretable (plau-
sible) to humans. Wang et al. (2021) uses self- attention mecha-
nisms and an interpretable one- dimensional CNN to generate 
intra- class and inter- class explanations of the model's actions. 
The intra- class explanation captures the relative importance of 
different features within that class, while the inter- class expla-
nation captures the relative importance between classes.

Despite significant research on XAI based on attention mecha-
nisms, there remains a debate about ‘Is Attention Interpretable?’ 
(Serrano and Smith 2019). To this day, there is no definitive an-
swer to this question.

Additive neural networks are a class of AI models that decom-
pose the prediction into a sum of contributions from individual 
features or basis functions (Agarwal et al. 2021). These neural 
additive models (NAM) are interpretable and easy to under-
stand, revealing the relationships between input features and 
the output. Friedman and Popescu (2008) introduce rule ensem-
bles, a class of models that includes additive logistic regression 
as a special case. It presents methods for fitting additive models 
to classification tasks and providing interpretable predictions. 
Harezlak et  al.  (2018) presents generalised additive models 
(GAMs), which extend linear models by allowing nonlinear 
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relationships between the predictors and the response. GAMs 
are based on the principle of additivity and are widely used in re-
gression analysis (Wood 2017). Kontschieder et al. (2015) intro-
duces deep neural decision forests (NDFs), combining decision 
forests with deep neural networks. NDFs allow for the integra-
tion of additive components into deep learning architectures, 
providing both interpretability and flexibility.

Transparent structure- based XAI techniques use transparent ar-
chitectures and inner working theories to provide explanations 
for predictions, allowing users to understand model decisions 
and predictions. In conclusion, transparent structure- based XAI 
techniques play a crucial role in enhancing the transparency 
and interpretability of AI models. By providing transparent, 
modelling method- based insights into AI model predictions, 
these methods enable users to validate model behaviour, iden-
tify potential biases and ensure fairness in AI systems.

2.3.2   |   Inference Mechanism- Based XAI Techniques

Inference mechanism- based XAI techniques refer to a category 
of methods that explain the behaviours or decisions of AI mod-
els by internal structures, such as activation functions or opti-
mization processes. These techniques focus on how the model 
transforms input data into output predictions/results, providing 
insights into the logistics of structures (i.e., optimizations, calcu-
lations) in AI models.

The main optimization processes of AI models are 
backpropagation- based, where backpropagation calculates the 
gradients of the loss function with respect to the model's param-
eters, enabling the model to adjust its weights during training. 
Thus, an intuitive approach to inference mechanism- based XAI 
is to understand black- box models through backpropagation.

Gradient- based Attribution Methods compute the gradient of a 
model's output with respect to the input features to determine 
each feature's contribution to the model's decision (Ancona 
et  al.  2017). Methods such as the vanilla gradient (Simonyan 
et  al.  2013), smooth gradient (Smilkov et  al.  2017), integrated 
gradient (Sundararajan et  al.  2017) and Grad- CAM (Selvaraju 
et  al.  2017) all leverage gradients to provide explanations for 
model decisions. They differ in their specific gradient calcu-
lation approaches. For instance, the vanilla gradient method 
directly computes the gradients of the output class score with 
respect to the input features, while the smooth gradient method 
averages gradients. The choice of these methods often depends 
on the nature of the model, the type of input data, and the de-
sired level of interpretability and robustness for the task at hand.

Backpropagation- based XAI methods leverage the backpropaga-
tion algorithm to gain insight into the decision- making process 
of complex neural networks. These methods aim to explain the 
behaviour of neural networks by attributing the contribution of 
input features or neurons to the model's predictions. Montavon 
et al. (2017) develop an approach to interpret multi- layer neural 
networks by decomposing the network classification decision 
into the contributions of its input elements, exploiting the net-
work structure by backpropagating the interpretation from the 
output layer to the input layer. Shrikumar et al. (2017) propose 

the Deep Learning Important Features (DeepLIFT) method, 
which decomposes the output prediction of a neural network 
for a specific input by backpropagating the contributions of all 
neurons in the network to each feature of the input (Dwivedi 
et al. 2023).

Layer- wise Relevance Propagation (LRP) is another 
backpropagation- based technique that scales to highly complex 
deep neural networks. It operates by propagating the prediction 
backward in a neural network using a set of purposely designed 
propagation rules. It assigns relevance scores to neurons or fea-
ture maps, indicating their contribution to the final prediction 
(Montavon et al. 2019).

Unlike LRP, deep Taylor decomposition (DTD) approximates 
the function locally around the input data point using a Taylor 
series expansion and assigns relevance scores to different input 
features. Montavon et  al.  (2017) present DTD to explain non-
linear classification decisions of AI models. Hassan et al. (2023) 
apply DTD to explain COVID- 19 diagnosis with a deep network 
model. Koh and Liang (2020) introduce influence functions to 
understand black- box predictions made by AI models. While not 
directly related to DTD, it provides insights into techniques for 
explaining and interpreting the decisions of complex models.

Rule extraction aims to extract human- interpretable rules from 
complex models, providing insights into how the model makes 
predictions and enhancing transparency and interpretability. 
Qiao et al. (2021) propose a paradigm for learning independent 
logical rules in disjunctive normal form as interpretable models 
for classification. Vaughan et al. (2018) propose an explainable 
neural network (xNN), designed to learn interpretable features 
with direct extraction and display capabilities. Wu et al. (2018) 
introduce a novel tree- regularisation technique that allows do-
main experts to quickly understand and approximately compute 
the complexity of a model. Several model simplification tech-
niques have been proposed to improve neural networks' explain-
ability. The DeepRED algorithm (Zilke et al. 2016) extends a rule 
extraction approach presented by Sato and Tsukimoto (2001) for 
multi- layer neural networks by adding more decision trees and 
rules. Martens et  al.  (2007) extract rules from trained SVMs 
(support vector machines) with minimal loss of accuracy, rank-
ing it highly among comprehensible classification techniques. 
Dumitrescu et al. (2022) propose a penalised logistic tree regres-
sion (PLTR) model, extracting rules from various short- depth 
decision trees built with original predictive variables as pre-
dictors in a penalised logistic regression model. PLTR captures 
nonlinear effects in credit scoring data while preserving the in-
trinsic interpretability of the logistic regression model.

Overall, inference mechanism- based XAI techniques offer in-
terpretable explanations using specific inference mechanisms 
in models, such as leveraging gradients computed during the 
training process. By understanding how each input feature con-
tributes to the model's decision, users can gain insights into the 
model's behaviours, improving transparency and trust in AI 
systems.

To gain a holistic view of existing XAI techniques, Table  3 
provides a summary of all XAI techniques according to our 
research.
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TABLE 3    |    Summary of XAI methods.

MC XAI technique AS IS MD Reference

Samples- based BMB/G/S- LIME Po Local MA Hung and Lee (2024)

Counterfactual explanations (CE) Po Local Both Guidotti (2022)

Individual conditional 
expectation curves

Po Local MS Goldstein et al. (2015)

Local interpretable model- 
agnostic explanations (LIME)

Po Local MA Ribeiro et al. (2016a)

Scoped rules Po Local Both van der Waa et al. (2021)

SHapley Additive 
exPlanations (SHAP)

Po Both MA Lundberg and Lee (2017)

Features- based Accumulated local Po Local MA Biecek (2018)

Archipelago Po Local MA Tsang et al. (2020)

Feature interaction Po Global MA Tsang et al. (2020)

Local interpretable MA 
explanations (LIME)

Po Local MA Ribeiro et al. (2016a)

Partial dependence plot (PDP) Po Global MA Greenwell et al. (2017)

Permutation feature importance (PFI) Po Global MA Altmann et al. (2010)

Sensitivity analysis Po Both MA Sobol' (1990)

SHapley Additive 
exPlanations (SHAP)

Po Both MA Lundberg and Lee (2017)

Modelling 
method- based

Transparent Attention branch network (ABN) Pr Both MA Fukui et al. (2019)

Attention mechanism Po Local MS Wiegreffe and Pinter (2019)

Deep neural decision forests (NDFs) Pr Both MA Kontschieder et al. (2015)

General additive models (GAMs) Pr Both MA Harezlak et al. (2018)

Linear/logistic regression Pr Both MS Ribeiro et al. (2016b)

Neural additive models (NAMs) Pr Both MA Agarwal et al. (2021)

Tree based: decision tree Pr Both MS Quinlan (1986)

Inference 
mechanism

Backpropagation based: 
deep LIFT rescale

Po Local MA Shrikumar et al. (2017)

Backpropagation based: deep shap Po Local MA Chen et al. (2019)

BackpropagationBased: DeepTaylor Po Local MA Montavon et al. (2017)

DeepRED Pr Both MS Zilke et al. (2016)

Explainable neural network (xNN) Pr Both MS Vaughan et al. (2018)

Gradient based: Grad- CAM Po Local MA Selvaraju et al. (2017)

Gradient based: integrated gradients Po Local MA Sundararajan et al. (2017)

Gradient based: smooth gradients Po Local MA Smilkov et al. (2017)

Gradient based: vanilla gradient Po Local MA Yuan et al. (2022)

Layer- wise relevance 
propagation (LRP)

Po Local MA Montavon et al. (2019)

Penalised logistic tree 
regression (PLTR)

Pr Both MS Dumitrescu et al. (2022)

Rule extraction Po Local MA Averkin and Yarushev (2021)

Abbreviations: AS: application stage; IS: interpretability scope; MA: model- agnostic; MC: model component; MD: model dependency; MS: model specific; Po: post hoc; 
Pr: pre hoc.
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2.3.3   |   Comments on Modelling Method- Based 
XAI Techniques

Based on the discussion of modelling method- based XAI tech-
niques, the transparent structure is easily to be understood, 
which means there is no need for more explanations for the 
outputs of transparent structure. For example, the decision 
path and weights of decision trees and linear regression models 
can be clearly presented to users. However, there are still some 
points that need to be explored.

Data and task complexity limitations: transparent structure- 
based XAI usually have less dependence on data and can still 
perform well when the amount of data is insufficient or the data 
quality is not high. However, with the increasing of data- scale, 
including but not limited data sets' dimensions, data types and 
sample size, It is inevitable that XAI methods should have the 
ability to capture complex patterns and nonlinear relationships 
for large- scale data and complex tasks with well performed 
explanations.

Hence, the discussions on how to optimise transparent 
structure- based XAI methods should be developed to improve 
the ability to handle large- scale and complex tasks while main-
taining interpretability.

While for inference mechanism- based XAI techniques, they 
are not easy to be understood by consumers directly. But, these 
inference mechanism- based XAI perform better at large data 
sets. Therefore, a natural idea is to explore ensemble mod-
els that combine transparent and black- box models to achieve 
high- performance while maintaining a certain degree of 
interpretability.

Model complexity limitations: in some cases, transparent mod-
els may be too simple and cannot provide sufficient prediction 
accuracy and generalisation ability. Thus, a research direc-
tion is to explore how to enhance a model's ability to handle 
complex data while maintaining model transparency, such 
as developing more complex but still interpretable transpar-
ent models. Noticed that, inference mechanism- based XAI 
techniques are usually used into deep learning models, and 
having higher performance and flexibility than transparent 
structure- based XAI techniques and can handle complex 
nonlinear relationships and large- scale data. They are also 
applicable to complex tasks such as image recognition and 
natural language processing, with strong versatility. Thus en-
semble of black- box and transparent structure- based XAI may 
be an opportunity of XAI to balance the interpretability and 
performance/efficiency.

2.4   |   Evaluation Methods

As XAI is developing speedily and widely applied in indus-
tries, more and more XAI techniques are proposed to offer 
understanding predictions and decisions to AI models' users. 
However, model users may still not trust the results of AI models 
if we just have explained the AI models, without providing the 
quality of the explanation.

To overcome this barrier, properly using XAI to enhance the sys-
tematic evaluation of AI models, organisations can ensure that 
their AI systems not only have high- performance but also are 
transparent, fair and trustworthy.

Evaluation of XAI can help build trust from consumers, comply 
with regulatory requirements, identify and mitigate bias, and 
make more informed and ethical decisions. As AI continues to 
be integrated into all aspects of B&E, the importance of XAI as-
sessments will grow, driving responsible and effective use of AI 
technologies.

Thus, this section will therefore review evaluation metrics and 
make comments on them.

2.4.1   |   Evaluation Metrics

Due to the diversity of data (NLP, time series, panel data, etc.) 
and XAI techniques (samples- based, features- based, model-
ling method- based, etc.), it is difficult to evaluate and com-
pare the developed XAI techniques. There remains a notable 
absence of robust and trustworthy evaluations regarding the 
impact of explanations on users' experiences and behaviours 
(van der Waa et  al.  2021). The literature by Anjomshoae 
et al. (2019) revealed that 97% of the 62 reviewed articles ac-
knowledged the importance of explanations in meeting user 
needs. However, a significant proportion (41%) of these ar-
ticles did not evaluate their explanations with actual users. 
Furthermore, among the papers that have performed user 
evaluations, a relatively small percentage provided compre-
hensive discussions on the context (27%), results (19%) and 
limitations (14%) of their experiments. Another survey con-
ducted by Adadi and Berrada  (2018), which evaluated 381 
papers, found that only 5% papers explicitly focused on eval-
uating XAI techniques. These findings indicate that while 
evaluations of XAI are being researched, many of them lack 
sufficient detail to serve as robust foundations for further re-
search in the field of XAI.

Generally, when we comprehend an XAI model and see it as an 
optimisation problem, there are two part in the objective func-
tion Λ:

where h(f(X), y) is the original prediction/classification per-
formance, and I

(
f(X), y, ŷ

)
 is the XAI models' interpretable 

performance.

The classification performance metrics include 
‘Accuracy’,’Precision’, ‘Recall’, ‘F1 Score’, ‘AUC’ area under the 
ROC curve (receiver operating curve), and the prediction per-
formance include ‘Mean Squared Error (MSE)’, ‘Root Mean 
Squared Error (RMSE)’, and ‘Mean Absolute Error (MAE)’ 
(Novaković et al. 2017).

It is necessary to turn our attention to the quality of interpret-
ability, which is the evaluation of XAI techniques. As intro-
duced in Table 2, there are several goals of XAI, intuitively, the 

(2)Λ = h(f(X), y) + I
(
f(X), y, ŷ

)
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corresponding evaluation methods should also align with the 
respective goals.

However, related research has not been well established. Only a 
few scholarly papers discuss the evaluation of XAI. van der Waa 
et al. (2021) discuss and propose some methods for evaluating/
accessing the performance of XAI. Lozano- Murcia et al. (2023) 
compare different kinds of evaluation methods on several data-
sets, and gives corresponding evaluation methods for feature 
importance, consistency, stability and robust, computation time 
and efficiency, fairness and bias and regulatory compliance. 
Agarwal et  al.  (2022) propose a comprehensive and extensi-
ble open- source framework for evaluating and benchmarking 
post hoc XAI methods, without considering other types of XAI 
methods.

Below briefly summarises existing universal XAI evaluation 
methods.

Stability and Robustness check the stability of the explainability 
and the overall model across different training samples or data 
perturbations. Robust models should produce consistent results 
and consistent interpretability. Then, the correlationship of the 
interpretability technique among the different scenarios is com-
puted (Lozano- Murcia et al. 2023):

where E is a specific XAI method, E
(
Si
)
 and E

(
Sj
)
 are the results 

of applying E into two different training samples or data pertur-
bations, Si and Sj represent two data samples after perturbations, 
and corr

(
E
(
Si
)
,E

(
Sj
))

 is the Pearson correlation coefficient be-
tween E

(
Si
)
 and E

(
Sj
)
.

Fairness and Bias evaluate AI models in terms of their potential 
biases or the unfair treatments, especially regarding some sensi-
tive attributes (e.g.: age, gender and race). Thus, the core of fair-
ness and bias is to evaluate whether the explanations provided 
satisfy these criteria for each sensitive feature (Angerschmid 
et al. 2022):

where �i is the weight assigned to the ith fairness criterion Fi 
based on its relevance or importance.

Consistency is proposed based on the correlationship between 
the XAI techniques results after its applications to different al-
gorithms. This metric ensures that the explanations should be 
consistent across similar inputs (Lozano- Murcia et al. 2023).

where Cscore(E) is the score of the XAI technique E, m is the num-
ber of applied AI models, and E

(
Ai

)
 and E

(
Ai

)
 are the results/

predictions of applying E to AI model Ai and Aj, respectively. 

The sums iterate through all distinct pairs of diverse AI models, 
and the entire equation computes the average over the count of 
these pairs.

Computation time and efficiency is vital as some XAI techniques 
can be highly complex. The trade- off between computation time 
and the quality of the explanations provided has to be proposed 
(Dwivedi et al. 2023).

where T denotes the computation time, Fscore represents the qual-
ity of the explanation, and the weights �1 and �2 can be adjusted 
based on special conditions. This equation assumes that a lower 
CE score is better (since lower computation time and higher 
Fscore are desired).

Fidelity refers to how accurately the explanation reflects the 
true behaviour of the model being explained. It measures 
the accuracy or truthfulness of the explanation provided by 
XAI techniques relative to the original model (Miró- Nicolau 
et al. 2025). High fidelity means that the explanation closely 
agrees with the prediction or behaviour of the original model, 
while low fidelity implies that the explanation may be mis-
leading or inaccurate.

However, there is no widely accepted definition of fidelity. 
Fidelity can be calculated based on the consistency of feature 
importance, or based on prediction accuracy, or even by explain-
ing consistency.

For example, fidelity can be provided by comparing the prediction 
accuracy of the XAI model and the original model, which is gen-
erally being used for sample- based XAI techniques (like LIME) 
and global interpretability techniques (such as decision tree mod-
els) (Miró- Nicolau et al. 2025) gives the following definition:

Except these general evaluation methods, there are some eval-
uation metrics for specific XAI techniques. Counterfactual 
Similarity for CE refers to the similarity of the counterfac-
tual examples provided by the model to the original instance 
given the prediction of a sample in the CE method (Wachter 
et al. 2017).

where DS represents the distance between original data X and 
counterfactual examples X′, which is usually Euclidean distance.

Feature Contribution (FC) for features- based techniques mea-
sures the impact of each feature on the model's prediction 
in features- based XAI methods, such as SHAP and LIME 
(Lundberg 2017).

SR(E) =
1

n(n − 1)∕2

n−1∑

i=1

n∑

j=i+1

corr
(
E
(
Si
)
,E

(
Sj
))

FB(E) =

n∑

i=1

�iFi

CO(E) =
1

m(m − 1)∕2

m−1∑

i=1

m∑

j=i+1

corr
(
E
(
Ai
)
,E

(
Aj

))

CE = �1T + �2

(
1 − Fscore

)

FI =
n

n + 1

n∑

i=1

∣ f(Xi − f̂
(
Xi
)
∣

CS =
1

1 + DS
(
X,X�

)

FC =
∑

S∈N {i}

∣ S ∣ ! (N| − | S| − 1) !

∣ N ∣ !
|f(S ∪ {i} − f(S))|
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where S is the Shapley value of the ith feature, S is the set that 
contains all subsets of features, N is the set of all features, and 
f(S) is the prediction of AI model based on the set of S.

Relevance Score for LRP calculates the relevance score of each 
layer to represent the contribution of each input feature to the 
model prediction (Bach et al. 2015). For a neural network, the 
formula for calculating the contribution of each neuron is:

where RSlj is the relevance score of jth neuron in layer l, zl
ij
 is the 

weight of ith neuron to jth neuron in layer l, and RSli is the rele-
vance from the last neuron.

More metrics about evaluation methods of XAI have been dis-
cussed by Agarwal et  al.  (2022), which provides a systemat-
ically comprehensive and extensible open source framework 
to evaluate and benchmark post hoc XAI methods, with 22 
quantitative metrics for evaluating faithfulness, stability, 
robustness, and fairness of explanation methods. Mohseni 
et  al.  (2021) present a survey and framework to support di-
verse evaluation methods in XAI research, and develop a 
framework with step- by- step design guidelines paired with 
evaluation methods. Pawlicki et al. (2024) execute a compre-
hensive systematic review of XAI methods, various evaluation 
metrics, and existing frameworks to assess their utility and 
relevance, delivering key insights into their practical utility 
and effectiveness.

In general, with the advancement of AI technology, evaluation 
methods are still under development. From the current re-
search progress, they are still lagging the development of XAI 
technology, which presents a huge, yet challenging research 
opportunity.

2.4.2   |   Comments on Evaluation Methods of XAI

Through these XAI methods, we can gain explanations of AI 
models. However, there is no well- agreed understanding of what 
exactly XAI is or what an optimal explanation should be (Samek 
et al. 2021; Islam et al. 2024).

Although many XAI techniques have been proposed, there 
is no clear definition of XAI and no unanimous measures to 
evaluate different XAI techniques. As discussed in Section 2, 
attention- based methods are widely used to explain black- box 
deep learning models. However, can attention really explain 
these models effectively? Serrano and Smith  (2019) scru-
tinised this question. Without a robust evaluation system in 
XAI, it is risky to fully trust an AI model, even if some predic-
tions are explained. Moreover, the definition of XAI and the 
development of evaluation methods in XAI lag behind the de-
velopment of AI technology, indicating a promising research 
area full of challenges.

Objective evaluation of explanation quality: There is a lack of 
standardised indicators to evaluate the quality and effectiveness 

of explanations. Most current evaluation methods rely on sub-
jective judgement, making it very challenging in comparing 
different explanation methods. Different fields have their own 
requirements for explanations, and interpretability is a relative 
concept, so it is difficult to universalize the existing evaluation 
standards.

Developing objective and standardised evaluation indicators 
and benchmarks to measure the quality of explanations is nec-
essary. This includes quantifying the accuracy, stability and 
operability of explanations. Another research opportunity lies 
in studying the different requirements for explanations in var-
ious fields and developing field- specific evaluation standards 
and frameworks.

User- centred evaluation methods: Current evaluation methods 
are mostly based on technical indicators and lack full consider-
ation of the needs and feedback of end users (such as business 
personnel, doctors, engineers, etc.). Nguyen et al. (2024) evalu-
ate the XAI methods using plausibility and faithfulness metrics 
to measure how well the explanations align with human intu-
ition without considering the applicability to other domains. 
Thus, future work should investigate the generalizability of the 
evaluation approach across different fields and evaluate its per-
formance and interpretability on various datasets.

Users' understanding and needs are vital, and existing methods 
struggle to fully evaluate the user experience of explanations. 
Thus, developing user- centred evaluation methods, combining 
user research and experiments, presents challenges and oppor-
tunities in XAI evaluation methods to understand users' needs 
and preferences for explanations. Designing user experience 
tests and surveys to evaluate the effectiveness and ease of use 
of explanation methods in real- world scenarios can address the 
problem of the lack of user consideration.

Explanation stability and consistency: The stability and consis-
tency of explanation methods have not been well evaluated, as 
discussed in sample- based and feature- based XAI techniques. 
The main reason for the lack of stability and consistency is the 
absence of systematic methods to quantify and compare these 
aspects of explanations. Furthermore, the consistency between 
global and local explanation is also promising, for example, XAI 
techniques like SHAP, LIME can both provide global and local 
interpretability, how to gain the stable and consistent explana-
tion for both global and local interpretability is also a challeng-
ing topic in XAI for B&E.

To improve the stability and consistency of XAI techniques, we 
should develop evaluation metrics and methods that can quan-
tify these qualities. More focus should be placed on enhancing 
the stability and consistency of explanation methods to ensure 
that the explanation results are reliable and credible.

Overall, there are still significant knowledge gaps and challenges 
in the evaluation of XAI. Future research needs to make break-
throughs in standardised evaluation indicators, user- centred 
evaluation, stability and consistency, model complexity adapt-
ability, and cross- domain applicability. Through systematic 
research and innovation, a more comprehensive and effective 
evaluation method can be developed to promote the practical 
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application of explainable artificial intelligence, improving the 
transparency, credibility and user acceptance of AI systems.

3   |   Applications of XAI in B&E

Section  1 provides examples of AI applications in B&E. This 
section will discuss real- world applications of XAI techniques 
in B&E in detail, bridging the gap between the methodological 
development of XAI techniques and practical use.

3.1   |   Finance

Using AI can improve the accuracy and efficiency of financial 
products in the most popular tasks like credit management, 
stock price predictions, and fraud detection (Černevičienė and 
Kabašinskas 2024; Weber et al. 2024). It can also improve market 
forecasting, ensuring credit scoring fairness and trustworthiness, 
identifying factors associated with fraud detection, and reducing 
potential costs caused by AI biases or errors (Urazova 2023).

For instance, if financial institutions provide inconsistent and 
unexplainable decisions in similar situations, they risk losing 
customer trust, potentially leading to a crisis of confidence and 
significant financial loss. Hashemi and Fathi  (2020) apply CE 
to credit scorecards and financial text classification problems, 
offering sample- based explanation methods for black- box finan-
cial AI models. Szeląg and Słowiński (2024) develops monotonic 
decision rules to understand bank data and characterise loyal 
customers. By providing sample- specific explanations, SR en-
ables users to make informed decisions and take appropriate 
actions based on the model's predictions.

Credit card fraud aims to cheat the users of the credit cards, 
Adhegaonkar et al. (2024) classify legitimate and fraudulent busi-
ness transactions with three XAI methods: decision tree, logistic 
regression and support machine. Meanwhile, Chen et al. (2024) 
applies sample and features- based XAI techniques (SHAP and 
LIME) to credit scoring using 2016–2020 UK residential mort-
gage data to address the class imbalance classification problem. 
The results show that interpretations from LIME and SHAP 
become less stable as class imbalance increases, indicating that 
class imbalance adversely affects AI model interpretability. Due 
to the less of accuracy and transparency in traditional financial 
distress prediction, Fan et al. (2023) proposes a comprehensive 
framework that enhances the performance of both prediction 
and interpretability. With the applications of sample and feature- 
based XAI: PDP, ICE and SHAP, this work provides global and 
local interpretations that help businesses, financial institutions, 
and regulators make informed decisions.

3.2   |   Marketing

AI is increasingly vital in marketing, offering opportunities to 
maximise ROI through business insights and making market-
ing more intelligent, efficient, consumer- friendly, and effec-
tive (Herhausen et al. 2024). However, marketers need to trust 
AI's recommendations, making XAI essential in marketing 
problems.

Marketers can use AI model explanations to gain deeper con-
sumer understanding, providing the best possible experience 
and increasing ROI by thoroughly examining consumer data and 
understanding what consumers truly want (Haleem et al. 2022). 
Chen et al.  (2023) propose an interpretable feature- based XAI 
method to predict hotel booking cancellations, influencing hote-
liers' managerial decisions. Wang et al. (2023) applies SHAP for 
feature- based XAI to explore leverage points in customer churn 
prediction, providing more explainable insights into customer 
behaviours.

For click- through rate (CTR) prediction, which is crucial for 
advertising agencies to make appropriate recommendations 
and maximise profit, Jose and Shetty (2022) use a transparent 
structure- based additive neural network to provide interpreta-
ble insights into features and their interactions, demonstrating 
effectiveness and efficiency with reduced computational costs. 
With the development of web marketing, online coupon distri-
bution has become a significant marketing measure that leads to 
increased sales, Yoneda et al. (2024) proposes an experimental 
design ML model to analyze potential purchase intention, and 
applies the feature- based XAI (SHAP) to estimate the effect of 
coupons and analyze the causal relationship between coupons 
and results. For the online advertising, applying XAI into pre-
diction of user behaviour could help to understand the drivers 
behind user actions. Al- Khafaji and Karan (2023) recognise the 
opaque nature of AI models, then leverages sample and feature- 
based SHAP and LIME, tools of explainable AI, ensuring that 
AI models' decisions remain interpretable.

Chien et al. (2022) addresse fake news detection on social media, 
applying inference mechanism- based LRP to explain predic-
tions and increase transparency in human- AI interaction.

3.3   |   Insurance

AI revenues in insurance are expected to grow by 23 Bora 
et al. (2022) uses SHAP and LIME to provide sample and feature- 
based interpretable predictions for health insurance costs, en-
hancing user experience and building trust between users and 
AI models. Tzougas and Kutzkov (2023) utilise LIME to explain 
a binary classification AI model for predicting claims in a French 
motor third- party insurance portfolio. Yankol- Schalck  (2022) 
constructs a score for personal automobile policies that evolves 
over the life of a claim, using LIME to interpret AI model re-
sults and improve fraud detection confidence. Gramegna and 
Giudici (2020) also employ LIME to enhance interpretability for 
AI models and explain consumer decisions regarding non- life 
insurance. Ramachandran et  al.  (2023) use random forests to 
provide feature- based importance scores for medical insurance 
cost prediction, aiding in understanding underlying relation-
ships and identifying key factors driving outcomes.

3.4   |   Supply Chain

As supply chains become more complex and globalised, AI plays 
a critical role in demand forecasting, supplier selection, route op-
timization, and inventory management (Pournader et al. 2021). 
However, without XAI, users may struggle to understand why 

 14680394, 2025, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/exsy.70017 by T

est, W
iley O

nline L
ibrary on [27/02/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



14 of 25 Expert Systems, 2025

specific routes are chosen or management decisions are made, 
considering factors such as traffic patterns, delivery time win-
dows and vehicle capacity constraints, highlighting the impor-
tance of XAI in the supply chain industry.

Sadeghi et  al.  (2024) present a feature- based explainable 
method (SHAP) to explore themes in tweets discussing XAI 
in decision support systems, providing empirical evidence 
of XAI's impact on supply chain decision- making processes. 
Bhatia and Albarrak  (2023) present an XAI- based Faster 
RCNN model to evaluate food item contents, aiding policy-
makers, manufacturers and merchants in efficient decision- 
making and improving public health and welfare. Olan 
et  al.  (2024) emphasise XAI's ability to measure uncertainty 
and predict users' information requirements, showing both 
prediction capability and logical reasoning in planning and 
object manipulation. Kumar and Kumar  (2023) apply SHAP 
for sample and feature- based explanations in supplier selec-
tion under procurement, identifying biases, drifts, and data 
gaps, increasing consumer trust by making information more 
transparent and understandable.

Chang et al. (2024) apply features- based XAI to identify two ef-
fective algorithms (Random Forest and Gradient Boosting mod-
els), for credit risk detection to avoid the lack of interpretability 
or transparency makes decision- makers sceptical. This study 
also contributes to the literature on explainable credit risk detec-
tion in supply chain finance and provides practical implications 
for the decision- making of financial institutions.

3.5   |   Human Resource

AI is increasingly adopted in human resources (HR) due to its 
potential to create value for consumers, employees, and organ-
isations (Silva et  al.  2022). However, recent studies show that 
organisations are not yet experiencing the expected benefits 
from AI adoption, as using AI directly in HR management is 
risky (Delecraz et al. 2022). XAI can be used in HR management 
for recruitment, performance evaluation, training, and develop-
ment, as well as avoiding or mitigating bias, unfairness, and dis-
trust in AI decisions.

According to Hofeditz et  al.  (2022), final hiring decisions are 
likely to remain with humans, but human biases could cause dis-
crimination based on age, sex, race, and so forth. They develop a 
feature- based XAI approach to moderate these discriminations 
and explore the impact of AI- based candidate recommendations 
on candidate selection decisions. A 2022 UNESCO publication 
on ‘The Impact of Artificial Intelligence on Women's Working 
Lives’ reports that AI in recruitment processes excludes women 
from promotions (Collett et al. 2022). The report finds that set-
ting the user's gender to ‘female’ resulted in fewer ads related 
to higher- paying jobs compared to users setting the gender to 
‘male’. This persistent bias impacts the application of AI and 
threatens critical workforce factors like diversity, equity and in-
clusion, which is a main goal of XAI.

The technological capabilities of Human Resource Analytics 
(HRA), enhanced by recent innovations in AI, offer exciting 
opportunities. However, organisations often fail to realise this 

potential due to limited understanding of why individuals 
choose to adopt or ignore the corresponding tools. Thus, Hülter 
et al. (2024) find that fairness and non- discrimination were not 
critically questioned, even when potential biases were high-
lighted by XAI visualisations and the interviewees were explic-
itly asked about them.

Employee attrition and high turnover are significant chal-
lenges in today's competitive job market. Marín Díaz 
et al. (2023) explore the application of XAI in identifying po-
tential employee turnover and devising data- driven solutions. 
Their work discusses both sample- based (FI and LIME) and 
feature- based (SHAP and PDP) XAI techniques to explain 
employee turnover, aiding decision- makers in understanding 
model predictions and developing targeted retention and re-
cruitment strategies.

3.6   |   Healthcare

AI has been extensively implemented in healthcare (Javaid 
et al. 2022). However, doctors are often unable to explain why 
certain decisions are made, limiting AI's applicability in health-
care. With XAI, doctors can explain why certain patients are at 
high risk for hospital admission and determine the most suitable 
treatments.

Ge et  al.  (2023) suggest that AI may over- promise real- world 
performance due to inflationary effects and uses Parkinson's 
disease as evidence to propose an improved evaluation for AI 
models in healthcare, an XAI attempt to enhance AI model 
explanations. Agbozo and Balungu (2024) note that recent ad-
vancements in black- box AI models lack understandable expla-
nations, limiting fairness, confidence and transparency in AI 
decisions. They address the need for XAI to explain AI's de-
cisions in biomedicine, such as AI- assisted clinical diagnoses, 
using the Shapley value to illustrate predictions from a liver 
disease detection model.

Peng et al. (2021) use SHAP, LIME and PDP to improve model 
interpretation of liver disease, combining sample and feature- 
based interpretable methods to enhance transparency and gain 
insights into complex models' judgements, guiding treatment 
strategies and improving hepatitis patient prognosis. Janssens 
et al. (2024) focus on social media rumour detection to tackle so-
cietal impacts from potential misinformation, explaining mod-
els with LIME and assessing explanation quality via fidelity and 
stability. In healthcare, clinicians find it difficult to understand 
and trust complex AI models due to a lack of intuitive explana-
tions. ElShawi et al. (2021) apply LIME to provide insights into 
prediction processes, explaining how results were generated 
from different types of real- world healthcare data.

Chen et al. (2019) highlight the significant impact of AI model 
predictions on patient welfare. They present the inference 
mechanism- based DeepSHAP for complex AI models, a frame-
work for layer- wise propagation of Shapley values that builds 
upon DeepLIFT to make complex healthcare models explainable.

For the modelling method- based XAI, Shi et al. (2020) propose 
an Explainable Attention- based Model (EXAM) for COVID- 19 
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automatic diagnosis with convincing visual interpretations, 
where channel- wise and spatial- wise attention mechanisms are 
combined to effectively extract key features and suppress irrele-
vant information about COVID- 19.

3.7   |   Macroeconomics

AI is beneficial in modelling macroeconomics across multiple 
areas. However, XAI in macroeconomics is crucial for maintain-
ing trustworthiness, ensuring regulatory compliance, improv-
ing model accuracy, enhancing decision quality, and mitigating 
potential negative outcomes. By elucidating the black- box na-
ture of AI models, XAI supports more responsible and effective 
deployment of AI in shaping economic policies.

Chapman and Desai (2023) analyze comprehensive payments 
data for macroeconomic predictions in Canada, deriving 
feature- based XAI to explain predictions and assess AI models' 
predictive value. Yue and Au (2023) introduce a financial fore-
casting method using AI models, applying SHAP and Shapley 
values for sample and feature- based interpretability, convert-
ing complex ML predictions into human- understandable fore-
casting reports, and offering valuable insights for investors, 
traders, and analysts in a fast- moving economic environment. 
Ghosh and Jana (2024) adopt AI models to investigate clean en-
ergy investment predictability in the US market, using PDP to 
explore explanatory variable contribution patterns and obtain 
their relative importance, a widely applied sample- based XAI 
method. Park and Yang (2022) provide two methods for better 
economic prediction and decision- making, using feature- based 
SHAP to explain country- specific economic growth and crisis 
patterns.

3.8   |   Microeconomics

Microeconomics researchers have already adopted AI across 
various industries, revolutionising consumer economic be-
haviour analysis, market structure simulation and competitive 
agent strategy studies. Hakami (2023) reviews existing research 
on AI in microeconomics, highlighting the multidimensional 
nature of AI integration and prompting reflections on ethical, 
societal and economic dimensions.

Zhang et  al.  (2021a) and Zhang et  al.  (2021b) develop AI ap-
proaches for microeconomic modelling, showing that AI can 
effectively characterise underlying nonlinear relationships 
and significantly improve fitting and prediction. Brathwaite 
et  al.  (2017) provide a microeconomic framework for decision 
trees (a transparent structure- based XAI method), exploring 
how decision trees represent a non- compensatory decision pro-
tocol. Sachan et al. (2020) propose an XAI system to automate 
the loan underwriting process using a belief- rule- base (BRB) 
system, a sample- based scoped rule system. Based on a business 
case study, the BRB system finds an optimal trade- off between 
accuracy and interpretability, two sub- objectives of XAI.

While existing research illustrates the importance and necessity 
of AI for microeconomics, there is less attention on XAI in this 
field, and related research still faces significant challenges.

3.9   |   Comparative Applications and Trends

Previous sections show that the landscape of XAI applications 
continues to expand as AI techniques evolve, and the trends 
driving this evolution often depend on the comparative strengths 
and weaknesses of various models.

This section will investigate these trends, providing a compara-
tive analysis of how XAI is applied in real- world B&E applica-
tions and identifying the factors shaping their adoption. As we 
can see from Figure 3, the reference number of B&E with XAI 
between 2018 and 2024 are increasing rapidly, which suggests 
researchers are increasingly aware of the importance of inter-
pretability and XAI in B&E.

From the perspective of application fields, as shown in Table 4, 
various domains within B&E have begun leveraging XAI to 
achieve significant benefits. However, the adoption of XAI in 
B&E is not without any challenges. Key limitations include data 
privacy concerns in finance, data sparsity in insurance, and the 
lack of real- time data in supply chain management. These chal-
lenges present both obstacles and opportunities for researchers 
to address and innovate.

Similarly, Table 5 lists the most applied XAI methods in B&E, 
which shows the application of XAI in B&E is currently focused 
on relatively straightforward XAI techniques. More complex 
and advanced methodologies have yet to be extensively explored, 
indicating that there are significant opportunities for further in-
novation and development in this field.

3.10   |   Application Tools

To help users apply XAI into practical problems, some tools 
are developed. However, as far as we know, there is no cur-
rent a framework that fully integrates XAI technologies or be-
haves like Artificial General Intelligence(AGI), but there are 
some initiatives and frameworks that attempt to move in that 
direction.

While there is no single universal framework that integrates all 
XAI methods, some research has been made to bring multiple 
XAI tools together:

FIGURE 3    |    Reference number of business and economics with XAI.
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• IBM AI Explainability 360 Toolkit: This is an open- source 
library that provides a collection of algorithms for explain-
ing machine learning models. It supports multiple XAI 
techniques, allowing users to select methods appropriate 
for their models (Arya et al. 2021).

• Aequitas: This is an open- source bias and fairness auditing 
toolkit that helps assess whether AI models treat demo-
graphic groups fairly. It focuses on detecting discrimination 
in AI models based on sensitive attributes such as race, gen-
der, or age (Saleiro et al. 2018).

• H2O.ai's Driverless AI with XAI: This platform includes 
built- in explainability tools such as partial dependence plots 
(PDP), feature importance, and SHAP values to help inter-
pret AI models automatically generated by the platform 
(Hall et al. 2017).

• Microsoft InterpretML: This is another open- source tool 
designed to help users understand machine learning mod-
els. It combines different XAI methods, such as SHAP and 

LIME, and includes both model- agnostic and interpretable 
models (Nori et al. 2019).

• SHAP (SHapley Additive exPlanations): It uses cooperative 
game theory to explain the contribution of each feature to 
a model's predictions. It provides both global explanations 
(how features influence the model overall) and local expla-
nations (for individual predictions) (Lundberg 2017).

• LIME (Local Interpretable Model- Agnostic Explanations): It 
provides local explanations for any model's predictions by 
perturbing the input data and analyzing how changes affect 
the model's output. It can explain predictions from black- 
box models like neural networks or gradient- boosted trees 
(Ribeiro et al. 2016a).

• DeepLIFT (Deep Learning Important FeaTures): It is an in-
terpretability method specifically designed for deep learn-
ing models. It identifies which neurons or input features are 
most influential in producing a given output, making it es-
pecially useful for neural networks (Shrikumar et al. 2017).

TABLE 5    |    Summary of XAI's application techniques in B&E.

XAI techniques Method Applicable scenario Suitable data type Performance metric

Samples- based LIME Explaining individual predictions 
in decision- making systems 

(Mizanur Rahman and 
Alam 2023; Chen et al. 2024; 
Tzougas and Kutzkov 2023)

Tabular, text, image Fidelity, robustness, 
interpretability

CE Exploring alternative 
scenarios for better decisions 

(Hashemi and Fathi 2020)

Tabular, text Classification performance, 
counterfactual similarity

ICE Understanding how specific 
features influence predictions 

(Fan et al. 2023)

Tabular Fidelity, interpretability

Features- based SHAP Identifying key drivers/factors 
behind model predictions (Kumar 

and Kumar 2023; Sadeghi 
et al. 2024; Bora et al. 2022)

Tabular, text Feature importance, fidelity

PDP Exploring average effects 
of features in AI decision 
models (Fan et al. 2023)

Tabular Feature contribution, error 
metrics (e.g., RMSE)

PFI Ranking important factors 
influencing outcomes (Marín 

Marín Díaz et al. 2023)

Tabular, image Feature contribution, 
fidelity

Modelling method- based GAMs (Jose and Shetty 2022) Tabular Predictive performance, 
interpretability

LRP Explaining neural network 
predictions in complex 

domains (Chien et al. 2022)

Image, text Relevance score, 
classification performance

TBMs Building interpretable 
decision rules for ranking or 
selection (Chang et al. 2024)

Tabular Predictive performance, 
feature importance

Abbreviations: CE: counterfactual explanations; GAMs: general additive models; ICE: individual conditional expectation; LIME: local interpretable model- agnostic 
explanations; LRP: layer- wise relevance propagation; PDP: partial dependence plot; PFI: permutation feature importance; SHAP: shapley additive explanations; TBMs: 
tree based models.
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• OmniXAI: A Library for Explainable AI: It is a Python ma-
chine learning library for XAI that provides a full range of 
capabilities to address the pain points of explaining ma-
chine learning model decisions in practice. OmniXAI aims 
to be a one- stop comprehensive library that makes it easy 
for data scientists, machine learning researchers, and prac-
titioners to implement XAI, who need to explain various 
types of data, models, and explanation methods at different 
of the AI process (Yang et al. 2022).

• OpenXAI: It is the first general- purpose lightweight li-
brary that provides a comprehensive list of functions for 
systematically evaluating the quality of explanations gen-
erated by attribute- based explanation methods. OpenXAI 
supports the development of new datasets (both synthetic 
and real- world) and explanation methods, and is commit-
ted to promoting systematic, reproducible, and transparent 
evaluation of explanation methods. (Agarwal et al. 2022)

While choosing the right XAI tool for B&E, there are several 
factors that need to be noticed carefully:

• AI model type: Some tools are better suited for specific 
models (e.g., DeepLIFT for neural networks, SHAP for any 
model)

• Business context: Industries such as finance, healthcare or 
e- commerce may have specific regulatory requirements or 
user needs that some tools (e.g., Aequitas for fairness) can 
address.

• Scalability and ease of use: Enterprise- grade tools such as 
Fiddler and H2O.ai offer scalability and ease of integration, 
while open source tools such as LIME and SHAP offer flex-
ibility but may require more technical expertise.

By carefully choosing and evaluating these tools based on B&E 
needs and the specific AI models used, users can effectively 
achieve explainability and transparency in AI applications 
for B&E, thereby improving trust, transparency, and fairness. 
However, These frameworks combine different XAI techniques, 
but none can fully act as a universal XAI integration platform or 
allow an AI to understand what users ask like an AGI. They still 
rely on human oversight and can't replicate general intelligence.

3.11   |   User Guidance

Based on the previous discussion of XAI techniques and applica-
tions, this section gives some using guidance for the audiences of 
XAI methods in B&E.

There are several different target audiences for XAI methods, 
as can be seen from Table 2, so that we offer guidance for these 
target audiences to use or apply XAI methods better, as shown 
in Figure 4.

We then provide a guidance from a technological perspective, as 
illustrated in Figure 5.

The key distinction between building AI models and XAI mod-
els lies in the necessity of selecting and applying XAI methods 

when working with black- box models. The criteria for choosing 
appropriate XAI methods are discussed in Section 2, while eval-
uation approaches are detailed in Section 2.4. Specifically, from 
an application perspective, if a specific task has already been 
identified, Table  4 can serve as a reference. Conversely, if the 
technique to be used is predetermined, Table 5 provides relevant 
guidance.

4   |   Challenges in XAI on B&E

From previous discussions, it is evident that AI has been exten-
sively employed into various aspects of B&E.

However, there are still challenges in the application of XAI. For 
example, Saeed and Omlin  (2023) identify challenges and po-
tential research directions of XAI from two aspects: (1) general 
challenges and research directions of XAI and (2) challenges 
and research directions of XAI based on machine learning life 
cycle's phases: design, development and deployment. Longo 
et al. (2024) highlights the ongoing challenges within XAI, em-
phasising the need for broader perspectives and collaborative 
efforts. However, these are all general discussions without con-
sidering the field of B&E specifically. Thus, the exploration of 
XAI in B&E remains relatively limited, presenting both chal-
lenges and opportunities that require further research in B&E.

In the following sections, we will delve deeply into the specific 
challenges and opportunities that XAI faces in the fields of B&E.

• Uncertainty in Prediction: There is increasing emphasis on AI 
models that consider uncertainty. Decision- making systems 
may encounter uncertainty from various sources, each offer-
ing a different perspective (Kochenderfer 2015). For example, 
aleatory uncertainty arises from the inherent randomness of 
predictions, while epistemic uncertainty stems from insuffi-
cient data. In general, incorporating uncertainty enhances 
a model's reliability by allowing it to recognise situations 
where it lacks the knowledge needed for accurate predictions. 
Therefore, developing methods to address uncertainty in AI 
prediction models is crucial, as it helps users understand the 
levels of uncertainty associated with different outcomes.

• Integration with Decision- Making Processes: In recent years, 
there has been an increasing need in XAI to build trust and 
understanding the reasoning behind AI making decisions 
(Tiwari  2023). Specifically, the following two aspects are 
the most valuable for the integration with decision- making 
processes:
1. There has been an increasing exploration of methods 

for integrating Explainable AI (XAI) into decision- 
making processes across various areas in B&E. 
Additionally, there has been a growing number of pub-
lications on this research direction recently (Bertsimas 
and Kallus 2020).

2. Furthermore, there is a focus on developing methods 
for processing and analyzing data to support real- time 
decision- making, particularly in dynamic and fast- paced 
environments.

• Trust and Robustness in XAI: It addresses the robustness 
and trustworthiness of explanations, ensuring that they 
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accurately reflect an AI model's behaviours and are not sen-
sitive to small changes in input data.

For AI to be widely accepted and used, it must not only 
be explainable but also reliable and trustable. XAI plays a 
significant role in building trust by ensuring that AI sys-
tems are transparent and understandable, while robustness 
ensures that these systems perform consistently and accu-
rately, even in the face of challenges like noise, adversarial 
attacks or changing data environments.

In terms of B&E, trust and robustness are key consider-
ations when deploying AI systems, because a lot of scenes 
are more sensitive and uncertain, such as banking and in-
surance (Bejger and Elster 2020). For these highly sensitive 
industries of B&E, it is difficult to be convinced that small/

micro changes make big different decisions, which means 
robustness is also very important in XAI (van der Cruijsen 
et al. 2023).

To ensure long- term success, businesses need to continu-
ously improve AI models based on users' feedback, keep-
ing them robust and adaptable in dynamic environments, 
while ensuring they operate in an ethical and transparent 
manner. By aligning trust with robustness, businesses can 
create AI systems that are both effective and ethical, paving 
the way for more responsible AI use in high- risks areas like 
finance, healthcare, and so forth.

• Ethical and Responsible AI: Understanding the ethical im-
plications of data analytics and AI, including issues related 
to bias, fairness, privacy, and accountability, is essential 

FIGURE 4    |    Guidance on how to apply XAI methods by target audience.

FIGURE 5    |    Guidance on how to apply XAI methods by technological perspective.
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for B&E (Dignum 2019). The EU AI Act,1 which is one of 
the most comprehensive legislative frameworks for AI, pro-
posed strict requirements around transparency and risk 
management, which shows clearly why regulatory bodies 
demand XAI, not merely as a best practice, but as a compli-
ance measure for legal accountability.

Explainable AI (XAI) plays a critical role in addressing eth-
ical imperatives, such as fairness, accountability, and trans-
parency, by making AI systems more understandable and 
trustworthy (Kaur et al. 2022).

For example, when AI systems provide medical care, loan 
applications, or employment guidance, they should make the 
same recommendations to everyone with similar symptoms, 
financial circumstances, or professional qualifications.

To ensure trust, businesses must prioritise:
1. Fairness and bias mitigation by regularly auditing AI 

systems with XAI tools.
2. Transparency and accountability, using XAI to trace 

and explain AI decisions.
3. Ethical data practices, ensuring responsible data use 

and compliance with privacy regulations. Ultimately, by 
leveraging XAI to enhance ethical practices, businesses 
can build trust with stakeholders, regulators, and cus-
tomers, ensuring that AI systems are both effective and 
aligned with ethical standards.

Hence, the research of ethical and responsible AI presents 
both challenges and opportunities in the fields of B&E.

• Trade- Off Between Performance and Interpretability: As we 
all know, AI models, such as decision trees, linear regres-
sion, are more explainable/interpretable than deep learning 
models such as convolutional neural networks, recurrent 
neural networks, etc. Deep learning models are good at 
their model performance but poor in interpretability. It can 
be seen as a seesaw effect in multi- task learning problems 
(Zhang and Yang 2022), where original problems and mod-
els' interpretability could be seen as two different tasks.

From Equation  (2), it is obviously that to maximise the 
overall objective of XAI, we need to maximise both orig-
inal prediction performance and interpretable perfor-
mance. There must be a trade- off between these two goals, 
which is a core challenge in applying AI to B&E. Solving 
this trade- off requires innovative approaches, such as the 
use of hybrid models, and human- machine interactive 
systems. Investment in tailored XAI methods and collab-
oration between AI experts and business stakeholders can 
find out a balance between high original performance and 
explainability. This balance is critical to fostering trust in 
AI, ensuring regulatory compliance, and making informed 
decisions in complex B&E problems.

• XAI for Large Language Model: Large language models 
(LLMs), such as BERT, GPT- 3, GPT- 4, and LLaMA- 2, have 
impressive performance across a wide range of natural 
language processing (NLP) tasks, which have been widely 
used into B&E. Leading technology companies, such as 
Microsoft, Google, and Baidu, have deployed LLMs in their 
commercial products and services (Zhao et  al.  2024). For 
instance, Microsoft leverages GPT- 3.5 to improve search 

relevance ranking in new Bing. com. Since LLMs are com-
plex black- box systems, their inner working mechanisms 
are opaque, and the high complexity makes model interpre-
tation much challenging. Therefore, it is critical to develop 
explainability to shed light on how these powerful models 
work. However, due to the complex logistic of LLMs, it is 
quite hard to achieve this goal.

• Foundational Theoretical Work in XAI: As discussed in 
Section 2, Shapley values and (deep) Taylor decomposition 
have been proposed as principled frameworks for formal-
ising the task of explanation (Samek et al. 2021). However, 
many theoretical questions remain. For example, it remains 
unclear how to incorporate the model and data distribution 
into the explanation. Related to this is causality, which as-
sumes that there is a causal relationship between two input 
variables, but has not yet answered whether both variables 
or only the source variable must constitute the explanation. 
A deeper formalisation and theoretical understanding of 
XAI will help to shed light on these vital questions.

• Interaction with users: The effectiveness of explanations de-
pends largely on the user's ability to understand. Designing 
explanation interfaces and interactive methods that are 
easy for users to understand and operate remains a huge 
challenge. Different users have different needs and prefer-
ences for explanations, and there is currently a lack of in- 
depth research on how to customise explanations to meet 
the needs of different users.

Current explanation methods are often unidirectional, that 
is, the explanation is from the model to the user, excluding 
user feedback. However, effectively integrate user feedback 
into the explanation process is also very important and nec-
essary. Mechanisms need to be designed to collect and inte-
grate user feedback to improve the explanation.

• Less of a framework for Integrating XAI technologies: As far 
as we know, there is no existing framework that fully inte-
grates different XAI technologies or behaves like artificial 
general intelligence (AGI) and ChatGPT, which poses an 
obstacle for laypeople. But there are some initiatives and 
frameworks that attempt to move in that direction. While 
there is no single universal framework that integrates all 
XAI methods, there is effort and research that aims to 
integrate multiple XAI tools, such as InterpretML, AI 
Explainability 360, and TensorFlow Model Analysis.

Overall, these challenges correspond to numerous research op-
portunities in the adoption of XAI for B&E, and emphasise the 
relationship between challenges and opportunities, highlight-
ing the necessary in XAI in B&E.

5   |   Conclusions

The rapid development of artificial intelligence (AI) has created 
significant opportunities in various fields, particularly in B&E. 
However, the application of AI in B&E faces numerous challenges, 
as AI models often operate as ‘black boxes’, making their decision- 
making processes difficult to understand. Explainable Artificial 
Intelligence (XAI) aims to provide insights into the rationale be-
hind AI decisions, facilitating its application in these fields.

 14680394, 2025, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/exsy.70017 by T

est, W
iley O

nline L
ibrary on [27/02/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://bing.com


21 of 25

This paper reviewed XAI techniques and their applications 
across different areas of B&E. It proposed a new taxonomy for 
understanding the evolution of XAI techniques. To bridge the 
gap between theoretical taxonomy and practical implementation, 
the paper summarised various applications of XAI in B&E. By 
identifying key challenges and opportunities, we aimed to guide 
future research efforts and promote collaboration in this domain.

In conclusion, realising the potential of XAI in B&E requires a 
concerted effort to address challenges and seize opportunities. 
Ongoing research in XAI for B&E is essential to building a more 
comprehensible, transparent, fair, and intelligent future.

Data Availability Statement

Data sharing not applicable to this article as no datasets were generated 
or analysed during the current study.

Endnotes

 1 EU AI Act: https:// artif icial intel ligen ceact. eu/ wp-  conte nt/ uploa ds/ 
2021/ 08/ The-  AI-  Act. pdf.
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