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Abstract
Modern enterprise systems are likely to have a very long life. Their specifications therefore need to employ mechanisms that
allow them to evolve during their lifetime; where they exploit generic components, these must be adaptable for use in novel
situations. The paper looks at some of the issues that arise from this requirement, and how the exploitation of domain-specific
language technologies in the tool-chain can assist in maintaining consistency of the specification as a whole. First, it reviews
the final state of the family of standards supporting the ODP Enterprise Language, which is intended to handle this kind
of application. In particular, it looks at the way the framework for defining policies can be used to accommodate changing
requirements during the lifetime of an evolving system. It also looks at the way the idea of deontic tokens enables factoring
out of the management of obligations from the basic behaviour of interacting system components. It then proposes a roadmap
for building tools that can be used to unify the constraints from different areas of concern into a single specification. The
approach taken is to exploit the power of domain-specific languages (DSLs) to allow designers in the various areas of concern
to provide their input in terms natural to them. Finally, it looks at the way this approach promotes the establishment of a
robust tool-chain capable of handling the evolution and scalability of enterprise systems. The paper uses a running example
from the e-health domain to show how specific areas identified in the e-health standards can lead to language definitions, and
so to tooling, that can be used to manage unified, system-wide specifications.
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1 Introduction

Many recent cyber-security and system engineering devel-
opments, including real-time analytics and AI system inte-
gration efforts, require the precise expression of enterprise
structure to ensure the development of reliable, safe and
evolvable systems. A robust structure can form the basis for
managing consistency, such as in controlling system evo-
lution and for analysis of obligations to help enforce the
necessary responsibility and trustworthiness principles.

In general, we consider consistency of a specification to
be the absence of logical contradictions deducible from it,
or of any behavioural deadlocks or livelocks within it. It is
important that the supporting tool-chain should alert users to
such inconsistencies as the specification evolves.

This paper builds on the established international stan-
dard for Open Distributed Processing [1–3], using it as a
framework for specifying our target distributed enterprise. It
revisits some of the key features of the ISO ODP enterprise
language standard [4, 5, 23, 24], in the light of recent devel-
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opments in data modelling and science, including machine
learning, behaviour-centric modelling, and real-time analyt-
ics, while considering the latest in contemporary software
engineering and tooling. This includes recent conceptual
modelling approaches and established software engineering
techniques, such as model-driven development and domain-
specific languages (DSLs).

We look, in particular, at two areas within the enter-
prise language: the use of deontic tokens1 to separate basic
behaviour from the obligations that guide it, and the provi-
sion of a clear policy framework to support system evolution,
thereby allowing reconfiguration during the system’s life-
time; dynamic changes in policy provide explicit support for
change to deal with new system requirements.

The ODP Enterprise Language factors out particular non-
functional requirements, such as deontic concerns and policy
structures; this refactoring can lead to situations in which
interpreting the specification involves merging several spec-
ification fragments, often each using representations tailored
to the various areas of concern.

The paper is motivated by the need to provide a solid,
standards-based, framework for the expression of account-
ability requirements, reinforcing the broader system engi-
neering concerns. This requires, for example, more explicit
support for consumer interactions when addressing their per-
sonal privacy preferences, such as in terms of informed
consent [29], while still relying on the established security
standards and practices.

Adopting this new style of working may need an increas-
ing level of automation, enabled by new technologies, such
as AI. At the same time, regulatory and legislative changes
will need to be accommodated to deliver safe, reliable and
trustworthy systems.

The contributions in this paper are organized as follows.
Sections2 and 3 review theODPconcepts of policy and deon-
tic token, and Sect. 4 outlines a roadmap for managing the
dependencies between tool specification elements. Section5
introduces a working example from the healthcare sector.
Section6 then relates the example to the two concepts intro-
duced in Sects. 2 and 3, and Sect. 7 shows how they can be
used to organize specifications in a large system. Section8
introduces the approach taken to provision of a tool-chain,
Sect. 9 gives an introduction to domain specific languages,
and Sect. 10 gives specifics of the tool-chain and examples
of its use. Section11 introduces some related work. Finally,
Sect. 12 gives conclusions and suggests future directions.

1 deontic: pertaining to duties or obligations; deontic token: a package
of information communicated when updating the deontic state of an
object.

2 What is a policy?

Fundamental to the concept of a policy is the recognition,
when a system is being designed, that the requirements
placed on it will change during its lifetime. Changes may be
because of natural evolution of a particular system instance,
or because of different instances being part of a general prod-
uct line. In either case we can distinguish between separate
epochs2 concerned with design, implementation, configura-
tion or adaptation during ongoing use.

In preparation for expected change, the original designer
can declare those parts of the specification that are likely to be
affected by the change as being policies. A policy will have
an initial, or default value, but this can be changed as circum-
stances dictate. It is not, however, reasonable for the policy
to be changed in a completely arbitrary way. In a financial
application, for example, we may want to establish a pol-
icy which governs how interest is calculated, and be able to
use this to take account of changes in tax regulations, but it
would not be reasonable to use this flexibility to install code
that transfers a part of the holding to the administrator’s pen-
sion fund. There needs to be some control over what a policy
can be set to do.

To deal with these considerations, the ODP concept of
policy represents a named point of variation, where required
behaviour can be changed. However, the point of variation
also has associated with it what is known as a policy enve-
lope that sets bounds on what range of behaviour is actually
allowed. Often this will be done by restricting values to be
within an enumerated set, but values may be constrained to
any behaviours subject to given constraints. These different
styles of constraint are both ways of defining the policy enve-
lope.

Other information associated with a policy is its point
of application, limiting when and where it can be invoked,
and the policy setting behaviour, which controls the circum-
stances when the policy value can be changed, and by whom.
The definitions of the architectural elements involved are
in [2–4]. Further discussion of the issues involved here can
be found in [25].

In all cases, however, declaring a policy involves the sepa-
ration of a core design from some specializations of it. These
are likely to cover various possible use cases, appropriate in
different epochs.

2 In RM-ODP, an epoch is defined to be a phase or period of time during
which some set of rules applies; it can be thought of as a generalization
of, for example, a design or implementation phase.
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3 Deontic Tokens

Another structuring tool provided in the enterprise language
is the ability to associate deontic tokens with actions per-
formed. In ODP we identify the set of objects involved in
related interactions as forming a community, and these com-
munities provide an organizational context in which such
tokens are defined.

The focus here is on actions which have some profound
effect on the obligations or permissions associated with par-
ties within the system. Following the usage in linguistics,
these actions are called speech acts. This is because initi-
ating one has potentially far-reaching consequences for the
state of the system that result directly from the fact that the
interaction has happened; they do more than just progress a
chain of sequential dialogue steps. A simple example of this
would be a purchase action which not only places the respon-
der under an obligation to supply goods, but also leaves the
purchaser with an obligation to pay for them (perhaps within
30 days).

We separate the basic behaviour that covers all the things
that might possibly happen from the behaviour aimed at
achieving specific goals, which are made explicit by adding
permissions and obligations. This is modelled by wrapping
such obligations or permissions into tokens which are com-
municated as part of the speech act and thereby change the
obligations or capabilities of the participants. Fig. 1 outlines
the typical steps in the lifecycle of a deontic token.This exam-
ple shows the transfer of an access permission, tracking the
process through the following stages:

1. at some point the business process specifies that a permis-
sion is to be transferred, and an empty token is created.

2. this token is populated by information from the local
access manager.

3. the token is made available to the invocation process,
which initiates the required speech act.

4. the token becomes part of the speech act payload.
5. the recipient of the speech act schedules local actions to

process the token in its local context.
6. this may involve adding the permission to its access man-

agement state.
7. in other circumstances, the recipient may simply act as an

intermediary, passing on the token without interpreting it.

The advantage of making this division is that it simplifies
the business process without needing to be explicit at that
point on how a permission was obtained or an obligation
is to be discharged. On the other hand, generic obligation
handling templates can be set up that can then be applied to
a number of pieces of basic dialogue.

Basic behaviour can be considered as expressing all the
valid sequences of actions that can happen, and is similar to

Fig. 1 Stages in the lifecycle of a deontic token

the definition of a protocol or process state machine. Actions
outside the basic behaviour are violations, but not all actions
within it are equally desirable. Decoration of the behaviour
with deontic tokens allows the expression of preferences and
goals.

Any of the active objects in a design may hold tokens
representing deontic information. Active objects in any role
can create tokens called permits, burdens or embargos, and
these may be subject to constraints or guards. They repre-
sent permissions, obligations and prohibitions, respectively.
These tokens can then be passed to other objects as a result
of performing speech acts with them.

An active objectmay also pass on a token it has received, if
this better expresses the designer’s intent than creating a fresh
one, enabling, for example, a delegation pattern. One object
holding an obligation to see that some action is performed
in the future might arrange that this happens by passing the
token expressing its burden on to an agent object. On receiv-
ing the token, the agent, by holding it, becomes obliged to
see to it that the action is carried out. Thus, holding a deontic
token constrains its holder to perform some behaviour that
discharges an obligation or exploits a permit. However, there
may be many possible behaviours that could do this, and the
obligation does not determine exactly which option should
be taken (or indeed guarantee that it can ever be discharged
satisfactorily).

A token may require more than just that an action be per-
formed eventually. It might, for example, state a time limit
before which the action is required. In such cases, the pas-
sage of time may cause the violation of this guard expression
(as may the results of other behaviours). The definitions of
the architectural elements involved are in [2–4].

4 A tool-building roadmap

A system specification draws on many sources, and one of
the requirements of the tool-chain is that these sources are
merged in a consistent way. By consistency here, we mean
logical consistency, so that the resultant merged specification
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Fig. 2 The role of a language parser. Items above the green horizon-
tal dotted line are involved in the design phase, and those below it are
involved in runtime use. The magenta generalization relationship indi-
cates that the runtime support refines the resource model, and the red
double arrow indicates that the parser generator creates a parser for run-
time use. The blue interactions show how the information needed by
the various components is provided

can be subjected to model checking and any contradictions,
or behaviour livelocks or deadlocks found. It is then up to
the designer to resolve any problems found, since doing so
requires knowledge of the design intent. The sources include,
for example, broadly accepted standardized frameworks,
enterprise structures and session types, policy specifications
and control of non-functional aspects of management, such
as those concerned with responsibility or trustworthiness.
Over a period, any of these may evolve, and the tool support
used needs to be structured so as to facilitate this evolution.
The introduction of a DSL provides a pattern to manage this
structuring.

Any language can be seen as a set of rules for recognizing
and interpreting a sequence of tokens (see Fig. 2) and then
updating the receiver’s state in consequence. Recognition is
based on matching the input to the possibilities allowed by
the language grammar, but interpreting the utterancematched
depends on knowledge of the state of the world. Implement-
ing an interpreter therefore requires knowledge of a model
of the resource being manipulated, which is to be updated
as a consequence of matching the language elements. When

a match is detected, an action must be performed to satisfy
the language semantics, and the nature of this action is deter-
minedby the associationdefined in the language specification
between language elements and local resources.

These resources can take many forms, but in the context
of this paper might, for example, involve a model for a repos-
itory of deontic constraints, such as available permissions.

Linkage to this model can take many forms. The simplest
is by sharing of a namespace, so that names in the utterance
match those in the model, and appropriate actions, such as
reporting or changing the state of the resource, are selected
based on the type of the language element matched. In an
object-oriented model, for example, object accessor or muta-
tor actions might be tied to the position within the utterances,
maybe by treating input parameters as object mutators and
responses as object accessors. In more complex cases, the
grammar can be decorated with instructions for manipulat-
ing the resource model in an application specific way.

However, this is not necessarily a one step process. Con-
sider the transfer of deontic tokens introduced above. There
are some basic pieces of behaviour making up the business
process, themselves defined by a language, in which the
tokens are seen as atomic objects. The semantic action on
receiving a token is to recognize it as needing storage and
eventual further processing of its content. However, this pro-
cessing can treat the token transparently, without interpreting
it.

When the time comes, a further instance of the language
pattern is invoked, the nature of which is determined by
the token type. This parses the stored token, which involves
recognition of the deontic elements and invocation of meth-
ods identified in thedeonticDSLanddefined in the associated
deontic runtime support.

This repeated series of evaluations of language elements
to unwrap successive semantic facets forms the basis of a
roadmap for tool construction proposed here. The separation
of different areas of concern is realized by the introduction of
fragments drawn from different domain-specific languages.
The main steps in the roadmap are then as follows.

1. High-level architectural analysis to identify areas of con-
cern which are largely independent.

2. Creation of corresponding resource models. Where pos-
sible these can be existing reusable standard models.

3. Definition of domain-specific languages for the manage-
ment of each resource model type.

4. Generation of the DSL fragments needed for each aspect
of the design (including the necessary semantic rules).
These will have as terminal actions invocations of the
parts of the runtime system created by refinement of the
resource models.

5. Integrationwith a suitable test harness formodel checking
and validation.
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This paper has first identified two distinct areas of concern
related to the evolution of enterprise, namely policy (Sect. 2)
and deontic tokens (Sect. 3), which are then used as a basis
for the corresponding resource models and related DSLs, the
concepts for which are introduced and then elaborated in the
following sections.

5 An example of system evolution

As explained above, the flexible design of a complex sys-
tem requires support for handling changes, both in terms of
the variability of design choices supporting the selection of
specific design parameters during the system life cycle and
in terms of the re-assignment of responsibilities of parties
involved, such as during delegation.

In terms of supporting variability of design choices, for
example, one of the latest digital health standards, HL7 Fast
Health Interoperability Resources (FHIR) [12], provides a
good example of a specification that takes account of the
need for future tailoring. This standard is part of a family
supporting interoperability between loosely federated health
support systems. The standard defines common information
components (“FHIRResources”) acrossmanydifferent juris-
dictions and clinical domains, such as patient, observation,
medication and consent, for example, while allowing their
tailoring (by constraints or extensions). Tailoring is often
needed to reflect the requirements of specific jurisdictions,
such as Australia, UK or Japan or any other domains of use,
such as supporting the International Patient Summary [13].

How this tailoring is done is set out in an implementa-
tion guide (IG), which provides a set of rules about how
FHIR Resources should be used to solve a particular prob-
lem,with associated documentation to support and clarify the
usage. Another example is where FHIR provides an enumer-
ation type with values that can be used in various common
circumstances. These are referred to as value sets. For exam-
ple, the current FHIR Consent Resource [14] includes a set
of Regulatory consent policy types from the US and other
regions, captured in the Consent.regulatoryBasis attribute of
the Consent Resource.

The approach taken by FHIR is an instance of the more
generic policy structure described above for supporting vari-
ability of design after the specification epoch.

Weuse the FHIRConsentResource Framework to provide
a working example, adopting the roles of grantor, grantee,
consent enforcer and consent manager in defining a com-
munity and the supporting idea of subject to specify who
the consent applies to (in ODP, a community defines how a
group of participants should behave in order to achieve their
objective). We can then go on to position our deontic lan-
guage (see below) in relation to it, providing the content to
be referenced by the Consent.policyBasis attribute.

There are, of course, many kinds of consent, but, for
simplicity, we will concentrate on consent in the service of
privacy management.

6 Factoring out obligations

The FHIR consent support also illustrates how obligations
can be introduced in a controlled way, as explained in [29].
Consent occurs when one person (the grantee, who receives
the consent statement) accepts and voluntarily agrees to the
proposal or desires of another (the grantor, who has issued
the consent statement). This is the same usage as we find in
common speech, and also, in a more restrictive way, in fields
such as the law, medicine and research.

In digital health, consent is a record of a healthcare con-
sumer’s choices (or choices made on their behalf by a third
party); it permits or denies recipients individually, or by
virtue of the roles they might take within a given policy con-
text, to perform one or more actions, for specific purposes
and periods of time; see [14].

The key deontic concepts here are permissions or prohibi-
tions, which are given by the consumers (acting as grantors)
to the recipients (who might be clinicians or researchers).
These control their actions directly, while the policy context
implies a set of background rules to apply to the recipients,
such as medico-legal rules or perhaps business rules, all of
which are defined as part of a broader consent community.
These can not only take the form of obligations or authoriza-
tions, but can also involve broader accountability rules such
as delegation of obligations or permissions, as can be found,
for example, in a principal–agent relationship.

When a patient gives a consent to a clinician to access, for
example, the health information data stored in the patient’s
electronic health repository, this action changes the deontic
states of both parties and is thus regarded as a speech act. So,
the patient can provide access to all their healthcare data, but
restrict access to their mental health data, and this decision
must be respected by the clinicians. This can be modelled as
a permit to access all their health data, while the prohibitions
over access to their mental health data can be modelled as a
separate overriding embargo for the mental health data. This
is a modelling style which can also be reflected in the policy
language syntax adopted. Figure3 illustrates the transfer of
an explicit permission object. These deontic expressions can
form the elements of the external policy language (as in the
HL7 Consent Resource policyBasis attribute) and would be
used to provide the added semantics for this FHIR Resource.
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Fig. 3 How deontic elements are modified by performance of a consent
speech act

7 Software engineering problems

The two specification features addressed in this paper raise
different issues from a software engineering perspective.
Handling a specification using policies is largely an exercise
in unification, while adding deontic constraints is a matter of
coverage and completeness, typically reducing the level of
non-determination in the specification.

At any particular point in time, the specification elements
can, in principle, be parsed and interpreted to build an overall
system model, processing each element in a way consistent
with the language in which it is expressed. Thus, information
may be drawn from integrated specification tools, or from
domain-specific languages matched to different parts of the
problem domain. There is a need to map between the names-
paces of different elements, taking account of variations in
their levels of abstraction, but still producing a unified view.

A major problem arises, however, when policies change,
since inconsistencies arisewhen there are interactions between
different communities following diverging policies. Itmaybe
possible to control the propagation of new policies so as to
avoid short-term inconsistencies, but some form of escala-
tion will be needed when irreconcilable differences come to
light.

Indeed, the potential for inconsistencies is one of the
motivations for the introduction of the concept of a policy
envelope. Knowledge of this envelope can be used to guide
the implementation of dynamic checking and reconciliation
when policies change. Attempting to change a policy to one
which violates the envelope should result in a runtime error.
Some gross errors, such as policy name clashes between
different source components, should be flagged during inte-
gration.

The introduction of deontic tokens, on the other hand, was
motivated by a desire to trade the extent of the system model
against the level of non-determinism in it. Here the impact of

addingmore pieces of behaviourwithout further qualification
is much more significant. Consider a system in which there
are a number of different pieces of behaviour, perhaps order-
ing goods, making deliveries or making payments. These can
all be described in detail, but each is seen as initiated by some
unspecified internal action of one or other of the parties.

Adding deontic constraints impliesmodelling some sort of
preference or goal-seeking behaviour. Thus, making a deliv-
ery places an obligation on the purchaser to make payment.
The implication of this is that we need to introduce state
and behaviour into the system model corresponding to to-
do lists and scheduling functions. The behaviour is extended
not by rigid succession, but by requirements that actions be
performed eventually, although not necessarily immediately.
The amount of detail to be modelled has grown significantly.

It is worth noting that considerable care is needed in val-
idating the design process when obligations are involved.
The transition from an abstract system specification to an
implementation is often described as being represented by a
refinement relationship, so that any solution inwhich the sys-
tem specification is a valid abstraction of the implementation
would be accepted. However, when we consider security, or,
more particularly, privacy, this is not enough.

If we consider a design in which privacy is maintained
by establishing the encapsulation of the information con-
cernedwithin anobject, accessedonly bypoliced interactions
with that object, there is a problem. It should be clear that
a refinement which reveals an additional interface to the
object, but without the necessary policing, will be valid
from a behavioural point of view, but will destroy the pri-
vacy guarantees. This is because hiding the backdoor is a
valid behavioural abstraction. It is therefore necessary to add
constraints that preserve the encapsulation property, going
beyond the requirements for behavioural refinement.

8 Language support

Having identified a number of distinct pieces of specification,
we need to examine how to structure a tool-chain that is able
to relate and unify them. This is already familiar territory,
because the ODP framework is inherently viewpoint based,
and so a specification using it is normally manifest as a set of
viewpoint models linked by a set of pairwise correspondence
models.

Tactically, we can approach the relation of these parts in
twoways. One option is for the unification to be performed at
a language level, deriving a composite grammar and process-
ing all the elements of the specification using it.Alternatively,
each element can be processed independently according to
its own domain-specific language grammar to construct a set
of related metamodels and a set of mapping rules between
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them. In either case we must consider the handling of both
syntax and semantics.

The choice we have taken here is to work with a set of
domain specific languages, yielding a set of metamodels.
This is motivated, in part, by the wish to simplify the orga-
nization of semantic rules and increase modularity. Having
each language associated with a minimum set of resource
models reduces interdependencies. A number of effective
solutions now exist for the support of DSL parsing, but the
metamodels these produce have to be linked with rules for
semantic interpretation. If we can factor semantic aspects
in some way, we can make the additional rules for related
behaviour more modular.

Indeed, this is whywe introduce themanagement of deon-
tic aspects in terms of token passing. Making the tokens
strongly encapsulated allows their interpretation to be local-
ized with the deontic structures and rules, largely decoupled
from the basic behaviour. The fulfilment of obligations is at
a different level of detail behaviourally from the policing of
interaction protocols.

9 Domain Specific Languages

Domain-specific languages (DSLs), in contrast to general-
purpose languages (GPLs), are languages specifically tai-
lored to the particular domain of usage. They incorporate
concepts from the domain at hand, providing better expres-
siveness and the possibility of direct involvement of subject-
matter experts in the specification of the solution. Note that,
in general, suchDSLs can be either textual or graphical based
languages, but, for simplicity, we restrict discussion in this
paper to textual languages.

Domain-specific languages (DSLs) have been success-
fully applied over many years [7] to various domains such
as rehabilitation [21], cognitive sciences [10], ecology [20],
and business contract specification [26].

Domain-specific analysis, verification, optimization, par-
allelization, and transformation (AVOPT) are challenging, if
not impossible, when using general-purpose languages [28].
On the other hand, AVOPT with DSLs is not only possi-
ble but also relatively straightforward to implement. This
brings about a better user experience and consistency in the
specification, which is an important feature for long-term
developments.

Compilers and interpreters utilize concepts from themeta-
model produced to execute system specifications. In the case
of our language, this involves the execution of workflows
to ensure that all actions are executed, deontic tokens and
policies are handled, and condition and guard constraints
are checked and resolved according to the system specifi-
cation and language semantics, for example by updating of
the health record. The workflow is executed by the ODP-EL

interpreter which is configured by the system specification
written in an ODP-EL DSL and is a part of the broader appli-
cation implementation.

Subject-matter experts, in collaboration with system
developers, use the DSL to generate the system specifica-
tion. System developers are also responsible for developing
parts of the system not covered by the DSL, such as updates
of the electronic health record. Such actions are bound via
references to the resource models declared in the DSL, as
discussed in Sect. 4.

10 From specification to implementation

Section 9 highlighted the benefits of using several DSLs to
express different aspects of an enterprise specification and
thus support consistency, particularly when controlling sys-
tem evolution and expressing the dynamics of obligations
among active enterprise objects, such as parties to a contract.

10.1 Available tools

Webelieve the grammar-based tools, built withmodel-driven
support, such as Xtext [35] and textX [11] provide a good
foundation for implementing ODP-EL concepts.

Both of these tools include support for expressing DSL
grammars in terms of a set of syntax rules which describe
valid relationships between the constituent symbols of the
language. These can be applied in a way that can be used by
a parser to analyse the expressions and ensures their validity.
They can also produce metamodels which represent the key
concepts and relationships of the grammar.

Xtext is a language workbench component of the Eclipse-
based EMF/Ecore tooling family and it integrates tightly
with the Java and Ecore typing system. Xtext supports vari-
ous aspects of language development, including defining the
syntax ensuring well-defined structure and enabling efficient
parsing, creation of the metamodel from the grammar and
integration with the existing Eclipse environment. Consider-
ing its grounding as part of Eclipse tooling, Xtext is primarily
aimed at a Java environment.

The textX tool started as an Xtext metalanguage imple-
mentation in Python, but has evolved further (see [34]). textX
is simpler and more lightweight than Xtext, enabling fast
DSLs development in Python that is IDE agnostic, provides
a fast round-trip from grammar modification to testing and,
although made with DSL development in mind, can also
be used in different contexts [11]. This includes language
support inside IDEs, support for human readable configu-
ration languages, support for a Model-Driven Engineering
tool-chain, analysis of legacy source code, and so on.

textX uses a single grammar to construct a parser and
a metamodel at runtime—see Sect. 4. The metamodel con-
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tains all the information about the target language and a set
of supporting Python classes inferred from grammar rules.
The parser will parse programs or models written in the new
language andwill construct a Python object graph; that is, the
model conforming to the metamodel. The model can subse-
quently be used for interpretation or source code generation.

The textX tool has support for error reporting, debugging,
and metamodel and model visualization. The current version
of the metalanguage, although similar to Xtext’s, differs in
various places providing some distinctive features [33].

10.2 Development of a DSL

We have been using these tools to check our intuition about
the tool-chain requirements when supporting applications
with the ODP framework. We began our experiments with
textX, attracted by its lightweight approach to DSL develop-
ment but have later transported the textX created grammar
into the Xtext environment, with added benefits of interop-
erability with the DSL tooling.

We started with the development of deontic concepts,
becauseof theneed to implement several cross-organizational
use cases, such as those presented in [24] and [29]. Our
aim was to develop user-driven syntax to reflect the dynam-
ics of the obligations, permissions and delegations, while
maintaining clarity, simplicity and consistency of the expres-
sions. This is particularly important for domain experts
concerned with the expression of responsibility and account-
ability concepts, which are key for both organizational and
inter-organizational processes. We then went on to incorpo-
rate concepts to support a set of policies.

The textX tooling allowed us rapid prototyping of theDSL
in an iterative and incremental manner, focusing only on the
concepts required by the use cases in question. This included
quick changes in the grammar and syntax as new concepts
were required to express more complex rules, entities or pat-
terns.

For example, the use of the concept of event was initially
introduced to signify occurrences such as activation of some
permits (which were created during instantiation of commu-
nity roles). In the example below, access_trigger (Fig. 4, line
19), which was originally a simple item, was subsequently
replaced with a policy (see Fig. 4, line 49), to support expres-
sion of various event types modelled as policy values for
such access_trigger events, namely observation_performed
and emergency_situation event types. Another example was
the need to express more complex rules associated with the
permit_valid duration parameter, so that it can be changed
from an initial value of 30 days to any value from 1 to 6
months, as stated in its envelope (see Fig. 4, line 56). There
are many such examples where simpler rules are changes
to more complex rules as a result of ongoing requirements
analysis.

Fig. 4 Example of the DSL specification for the consent community
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Fig. 5 Example of part of the DSL consent grammar

10.3 An example of usage

A fragment of our deontic language for the e-consent exam-
ple is shown in Figs. 4 and 5.

Figure 4 shows the consent example as written by a user.
Here the resource model is implicit in the community role
specifications, with linkage based on name equivalence, as
discussed in Sect. 4. It defines a community with roles to be
filled by the grantor and grantee. It also declared the support-
ing management roles for a consent enforcer and manager.
These include standing obligations which are created by
the current role so do not include “on...” and “discharged
by...” parts normally found in common deontic expressions,
because they are never discharged and are implicitly created
in association with the current role.

The grantor role declares (in lines 13–27) the speech act
that gives consent and the permits and burdens it conveys.
The guard declared in line 15 limits applicability based on
the subject’s age.

The final section of the community specification (lines
42–72) illustrates the declaration of policies applicable to
the community. They identify design options related to the
likely changes in permissions and obligations associatedwith
the consent actions.

Note that in the permit valid policy (lines 56-62), the
affected behaviour is implicit in its use in token and action
guards. For example, the policy affects the AccessEHR per-
mit and consequently it affects the action access_EHR as this
action depends on it.

The last two lines indicate that the roles in this community
will each need to be bound to an appropriate party in the
enterprise.

Figure 5 shows an illustrative part of the grammar gen-
erated to support the deontic aspects of the DSL described
above. (The full grammar is too long to include here in its
entirety.)

The result of parsing the consent example, using this
grammar, is a machine processable structure suitable for
interpretation of the design. For example, Fig. 6 shows a visu-
alization of the metamodel it represents.

Comparisonof this figure to themetamodel in theODP-EL
shows that there are significant differences. This is one of the
consequences of the rapid prototyping approach taken, since
there are none of the architectural considerations applied
that contributed to the drafting of the original standard. If
a different set of use cases had been chosen for the DSL
development, a different structure would probably have been
produced.

The example given here has illustrated how different spec-
ification components can be processed during integration.
What we have not shown is the application of consistency
checking to the resultantwhole.When systemevolution takes
place, the individual steps will need to be repeated and the
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Fig. 6 The resulting metamodel

consistency checking redone. This process will need to be
iterated until no problems remain.

11 Related work

We have already summarized the work on ODP that led up
to this work, and the digital health standardization work used

in our case study. The remainder of this section covers other
areas of parallel activity.

11.1 Resource models

There are many individual pieces of resource modelling, but
perhaps the most coherent framework supporting this kind of
activity is that carried out to define the Unified Foundation
Ontology [16]. This has a very broad field of application, but
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its use to represent legal and governance-related concepts is
particularly relevant here. For example, [15] concentrates on
an ontology of legal positions and how they can be described
using the theory of constitutional rights, as proposed by the
philosopher of law Robert Alexy [6]. This in turn extends
the system of legal positions proposed by the jurist Wes-
ley Hohfeld that includes eight fundamental legal concepts
(right, duty, no-right, privilege, power, liability, disability
and immunity) and their correlative positions [19]. These
are positions with a counterpart in the same legal relation,
such as duty in relation to right (for example, “John’s duty
to pay his debt to Mary” is “Mary’s right that John pay his
debt to her”.).

The emphasis of the ODP Enterprise Language is more
on organizational structure, and associated governance and
accountability rules, permitting the tracing of responsibilities
across actors in the system.

11.2 Standardization frameworks

There are also various standardization activities aimed at the
creation of frameworks for expressing and exchanging infor-
mation about legal constraints. Of particular interest are the
Open Digital Rights Language [31] and the Semantics of
Business Vocabulary and Business Rules [32].

11.3 Semantic tokens

We have focused here on deontic tokens, but there are
many other uses of tokens in behavioural specifications. In
particular, we need to distinguish these from security and
authorization tokens. Such tokens may have some deontic
properties, or they may be simple key values that enable
access but do not allow any reasoning about obligations.
A typical example is the OAuth2.0 authorization protocol
[30], which uses uninterpreted access tokens to support client
access to controlled data.

Both the OAuth2.0 authorization protocol and the FHIR
resource models provide mechanisms for controlling the
applicability of tokens based on qualification in terms of
declaration of the scopes in which they can be applied. This
allows access control options to be supported using a user-
friendly interface (rather than a granular scope language),
which is quite empowering for users since it gives them
many options to select in a user interface. However, users
can sometimes find this overwhelming, due to the complex-
ity of available choices and the need for familiarity with the
scope structure.

Another approach to simplifying user navigation is given
in theUS federalTrustedExchangeFramework andCommon
Agreement (TEFCA) [27]. While the expressions of scope
provide lower level constraints on data access rules, the new
requirements developed by the US TEFCA agreements pro-

vide higher-level, organizational constraints in line with the
deontic token semantics. The TEFCA agreements specify
rules for participants in the health information exchange net-
work defining who is allowed to query data for what purpose
and who is required to respond. This model puts signifi-
cant trust in the participants but also requires monitoring of
responses by the TEFCA coordinating authorities to ensure
that responses are in line with privacy obligations and other
regulatory requirements. TEFCA future agreements environ-
ment would significantly benefit from the richness of deontic
and accountability rules available from our policy language.
This will, in particular, be required in order to support the
consumer-oriented principles regarding their data sharing
through the networks. These principles are

1. providing permissions (that is, authorization) to con-
sumers to query health data about themselves that may
be spread across multiple providers,

2. ensuring “rights to know” for consumers when any
provider or other party queries data about themselves;
and

3. giving the ability to consumers to configurewhat is shared
about themselves.

11.4 Policy languages

There have been many proposals for policy definition lan-
guages, dating back to trailblazing definitions, such as Ponder
[9], and a review can be found in [17]. However, themain fea-
tures introduced in the ODP Enterprise Language that these
language definitions lack are the concept of a policy enve-
lope and of the associated need to place constraints that must
be satisfied by the policy in use if the system specified is to
remain well-behaved. Without such constraints, an inappro-
priate policy can undermine the system’s objectives.

11.5 Co-evolution

Whenever two ormore software artefacts are interdependent,
such that changes in one necessitate changes in the others
to maintain global consistency, we refer to this as coupled
software transformation or co-evolution [22]. In the context
of domain-specific languages (DSLs), any changes to the
grammar (or metamodel) require corresponding updates to
all related programs or models to preserve consistency. A
comprehensive overview of various approaches to this issue
can be found in [18]. Our current DSL-based approach does
not support automatic co-evolution, and addressing this lim-
itation is deferred to future work.
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12 Conclusions and future directions

Wehave reviewed two techniques for structuring andmanag-
ing the evolution of enterprise specifications. We have also
shown how the creation of the associated designs can be
simplified by defining domain-specific languages tailored to
their representation. However, this is just the first step in cre-
ating a tool-chain for deploying such designs. The ability to
represent and browse the metamodel in use simplifies the
communication of the design to implementors and maintain-
ers.

Using the same description, we can foresee tooling to
generate representations for deontic tokens and channels for
transferring them. The techniques required are well known,
dating back to the days of remote procedure call and beyond.

More challenging would be the integration of token
passing with components involved in the management and
policing of the deontic constraints themselves. One might
draw parallels here with scheduling functions to be found in
workflow systems. When an obligation is passed to an active
object, it becomes part of the body of information to be used
in selecting the actions to be initiated in order to discharge
the obligation.

The resulting systems are likely to exploit a variety of
technologies in addition to language processing. There will
be a role, for instance, for model checkers and constraint
solvers. Theremay also be a place for generativeAI, although
a critical reviewof its capabilities at present (see, for example,
[8]) shows a gulf between mimicry and conscious design.

Other ODP Enterprise Language concepts can help man-
age change or evolution of the complex enterprise systems,
and we plan to support some of these in the future. For exam-
ple, the concept of a community contract allows for dynamic
changes in configuration, by adding new roles, creating new
communities or establishing community federations. These
would all benefit from the use of deontic tokens, policies and
the associated mechanisms for detecting policy conflicts and
dealing with their resolution.

We are considering applying deontic and accountability
concepts to serve as input to certain guardrails that can apply
to behaviour of AI agents, in the context of their interaction
with humans in complex enterprise systems. This is of partic-
ular value in systemswhich involve both human andAI agent
actors, such as in digital health, which require clear expres-
sion of accountability, even in potentially complex chains of
delegation across different types of actors.

There are many challenges still to be faced in exploring
this vision.

We also believe that there would be value in investigating
whether the ODP deontic and accountability concepts can
be mapped onto various FHIR Resources, possibly as design
patterns over FHIR Resources. This may be of benefit for
simpler use caseswhere the use ofDSLmay not be necessary.
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