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Abstract
Mobile edge computing (MEC) and vehicle-to-everything

(V2X) communications are two promising technics to support
delay-sensitive applications for autonomous driving. In this paper,
road side unit (RSU) and assistant vehicle offloading are jointly
considered to minimize latency for vehicular tasks in an MEC-
V2X network. The impact of Doppler spread caused by high
moving speed is also considered. The offloading decision, transmit
power, bandwidth, and computation resource allocations are
solved by formulating them as a joint optimization problem. The
simulation results show that the proposed scheme significantly
reduced the task latency, compared to three traditional methods,
where task either run locally, or at MEC server, or adaptively
between MEC server and local.

Index Terms—Mobile edge computing, vehicle-to-everything
communication, task offloading, resource allocation

I. INTRODUCTION

The advent of the era of autonomous driving results in
an explosive emergence of computation-intensive and delay-
sensitive vehicular applications in autonomous vehicles (AVs).
These applications require a significant amount of computation
resources for processing a huge volume of raw sensing data
in real time [1], which impose a great challenge for AVs with
limited computation resources. Mobile edge computing (MEC)
[2] has been proposed to offload computation-oriented task to
edge servers such as road side unit (RSU) through vehicle-
to-everything (V2X) communications [3]. With the task being
offloaded from the vehicle to MEC server, low task processing
latency can be achieved [4].

There have been ralated researches focusing on offloading
scheme to balance the allocation of computation and com-
munication resources in MEC system [5]. To further address
the computation resource limitation, additional computation
resources were introduced in [6]. In [7], computation resources
of other users were explored to enhance the offloading perfor-
mance under the support of cooperative computation where
a channel multiplex model was proposed among vehicle-to-
infrastructure (V2I) and vehicle-to-vehicle (V2V) links.

In the preceding MEC and vehicular scenarios, there is
a disregard for the feedback of computation results. Fur-
thermore, the communication model of vehicles has been
oversimplified, as demonstrated by [5], [6], and [7], all of
which assume all users to be stationary during task offloading.

This assumption overlooks the impact of the Doppler spread
caused by high moving speeds, as discussed in [8], which can
lead to a decrease in communication capacity. Considering
the limitation of computation and communication ressources
in MEC, we are inspired to utilize the available computation
resources of vacant vehicles to assist vehicle task offloading, so
that the computation bottleneck is mitigated without deploying
new resource. Meanwhile, the transmission bottleneck between
the RSU and users can be mitigated with the help of V2V
communications in the traditional offloading network.

In this paper, we aim to minimize the latency of vehicular
tasks by introducing assistant vehicle offloading in the MEC
network and addressing the impact of Doppler Spread. In order
to minimize strong interference among V2V communications,
a sub-area division scheme has been devised. The MEC-V2X
network consists of three offloading decisions: local compu-
tation, RSU offloading, and assitant vehicle offloading. We
propose a two-steps solution for the formulated mixed integer
nonlinear programming (MINLP) problem, where a heuristic
algorithm and Lagrange dual method are used. To evaluate
the performance, three benchmark schemes are considered
for comparison. 1) Local computation: All vehicles complete
the overall computing tasks locally. 2) Pure MEC offloading:
All vehicles choose to offload the computing tasks to the
MEC server [9]. 3) Adaptively MEC offloading: Vehicles
addaptively choose to run the task locally or offload to the
MEC server [6]. Simulation results show that the proposed
scheme outperform the comparison schemes in total delay.

II. SYSTEM MODEL

Our MEC-V2X assisted vehicular scenario is shown in Fig.
1. K vehicles, K = {1, 2, · · · ,K} denoting the set of all
vehicles, drop on the road covered by one RSU. At an instant,
each vehicle generates a delay-sensitive task randomly with
a probability denoted as pc. The road is virtually divided
into 4 sub-areas. Km is defined as the set of vehicles within
the sub-area m, m ∈ {1, 2, 3, 4}. Within a sub-area, task
offloading is allowed between two proximate vehicles through
V2V communications when one is vacant. A vehicle receiving
and processing an offloaded task is called an assistant vehicle,
while the vehicle offloading its task is called a requesting
vehicle. Dedicated bandwidth of V2I and V2V transmissions



Fig. 1. MEC-Based V2X network

are denoted as BR and BV , respectively. Considering the
movement of vehicle, delayed channel gain and Doppler
spread should be adopted. Thus, channel gain h can be written
as h = βĥ+ θ, where ĥ and θ represent the delayed channel
gain and the channel discrepancy [10], respectively. Then, the
transmission rate from vehicle k to the RSU is given by

Rk,r = Bk,r · log2

(
1 +

Pk|ĥk,r|2

σ2 + σ2
θ

)
, (1)

where Pk and Bk,r denote the transmit power of vehicle k and
the allocated bandwidth for the V2I trasnmission. ĥk,r is the
delayed channel gain from vehicle k to the RSU. σ2 and σ2

θ

represent the power of Gaussian noise and estimation error.
With the assistant vehicle offloading enabled in sub-areas,

frequency is reused among non-adjacent sub-areas, therefore
the frequency reuse is 1/2. In each sub-area, there is only
one assitant vehicle offloading at one instant. Therefore, the
transmission rate from the requesting vehicle k to the assistant
vehicle i can be obtained as

Rk,i =
BV
2

log2

(
1 +

Pk|ĥk,i|2

σ2 + σ2
θ +

∑
j∈K\Km

ιk,jPj |hj,i|2

)
,

(2)
where ιk,j represents the channel multiplexing factor among
different vehicles. When the frequencies are reused between
any two vehicle k and j, ιk,j = 1, otherwise 0.

The task in vehicle k is modeled as Uk = {Dk, Ck}, k ∈ K,
where Dk denotes the task data size for transmission, and
Ck is the required computation resource. The task offloading
decision of vehicle k is denoted as ak ∈ {alk, ark, avk},
where alk, a

r
k, and avk represent the decisions of either local

computation, RSU offloading, or assistant vehicle offloading.
One task can be only processed at one location. That is,

C1 : alk, a
r
k, a

v
k ∈ {0, 1}, C2 : alk + ark + avk = 1. (3)

Let A = {a1, a2, · · · , aK} represent the offloading decision
of all vehicles. The feedback data size is given by δDk, where
δ is the ratio of feedback data size to the offload data size.
Three desicions to process the task is given as follows

1) Local computation: Task Uk only has computation delay
when it is processed locally. The delay of local computation

can be written as T lk = Ck

f l
k

, where f lk is the on-board
computation resource of vehcicle k.

2) RSU offloading: If task Uk is offloaded to the RSU, the
transmission delay from the requesting vehicle k to the RSU
is written as T ok,r = Dk

Rk,r
, where Rk,r is the offloading data

rate from vehicle k to the RSU. The computation delay at
the RSU is written as T ck,r = Ck

fr
k

, where frk is the allocated
RSU computation resource for vehicle k. The feedback delay
from the RSU back to vehicle k is written as T fk,r = δDk

Rr,k
,

where Rr,k represents the feedback data rate from the RSU
to vehicle k. The total delay of RSU offloading is the sum of
above three delays, given by T rk = T ok,r + T ck,r + T fk,r.

3) Assistant vehicle offloading: Let T ok,i, T
c
k,i, T

f
k,i stand for

the offloading delay, the computing delay and the feedback
delay for assistant offloading, written as T ok,i =

Dk

Rk,i
, T ck,i =

Ck

f l
i

, T fk,i = δDk

Ri,k
. Then, the total delay for assistant vehicle

offloading can be obtained as T vk = T ok,i + T ck,i + T fk,i.
Therefore, the total delay of processing task Uk can be

obtained as
Tk = alkT

l
k + arkT

r
k + avkT

v
k . (4)

III. PROBLEM FORMULATION

Defining FR as the total computation capacity at RSU, the
total allocated computation resource at RSU must be smaller
than the total computation capacity at RSU, given by

C3 :
∑
k∈K

arkf
r
k ≤ FR. (5)

Defining Pmax as the maximum transmit power for all ve-
hicles, the transmit powers of all vehicles are defined as
P = {P1, P2, · · · , PK}, then the transmit power has constrant
as follow

C4 : 0 ≤ Pk ≤ Pmax. (6)

The allocated odffloading and feedback bandwidth of RSU of-
floading should be less than the total V2I bandwidth, therefore

C5 : {
∑
k∈K

arkBk,r,
∑
k∈K

arkBr,k} ≤ BR. (7)

As there is at most one assistant vehicle offloading in one
sub-area, following constraints can be obtained

C6 :
∑
k∈K

avk ≤M, C7 :
∑
k∈Km

avk ≤ 1. (8)

With adjustable variables of offloading decision A, RSU
computation resource {frk |k ∈ K}, bandwidth of offloading
and feedback in RSU offloading {Bk,r, Br,k|k ∈ K} and
transmit power P , the optimization problem can be formulated
as follows

min
{A,fr

k ,Bk,r,Br,k,P}

∑
k∈K

Tk,

s.t. C1− C7.
(9)

It can be seen that this is a non-convex MINLP problem
because of the binary constraint on offloading decision A and
other continuous constraints [11].



IV. SOLUTION ANALYSIS

When K is large, the complexity of optimal solution is
extremely high. Therefore, we solve the problem iteritively
with the first step to allocate the assistant vehicle offloading
and its transmit power in each sub-area. Then, the allocation
of RSU offloading/local computation is less complex.

A. Assistant Vehicle Offloading and Power Allocation

In order to minimize the total delay of assistant vehicle
oflloading, the assistant/requesting vehicle and their transmit
power for each sub-area should be choosen wisely. Problem
(9) can be transformed into

min
{A′ ,P′}

∑
k∈K

T
′

k,

s.t. C4, C6, C7,

(10)

where A′ denotes the offloading decisions of vehicles doing
assistant vehicle offloading with alk = 0, ark = 0. P ′ is the
transmit power of vehicles doing assistant vehicle offloading.
T
′

k = avkT
v
k .

By optimizing the best offloading decision and transmit
power, the total delay T

′

k can be minimized and the optimal
solution of the assistant vehicle offloading can be obtained.

We formulate a low-complexity particle swarm optimization
(PSO) algorithm [12] to approch the near-optimal solution as
follows. In order to reduce the total delay, the fitness function
is given by

F =
∑
k∈K

T
′

k. (11)

By modeling the offloading decision and the allocated
transmit power, we formulate the particles as a 4M
dimension vector x which represents a solution:
x = [r1, · · · , rM , P1, · · · , PM , r

′

1, · · · , r
′

M , P
′

1, · · · , P
′

M ] =
[xr,xP ,x

′

r,x
′

P ]. xr and xP represent the set of potential
requesting vehicles in M sub-area and their respective
transmit power. x

′

r and x
′

P are the set of assistant vehicles
and their transmit power. After each iteration, as xr,x

′

r are
matrix with integer elements inside a sub-area, we round and
transform them to the closest index of potential requesting
vehicle and assistant vehicle. Through the iteration process,
particles which represent different solutions of problem (10)
are generated. In each iteration, the particle with the highest
revenue which represents the best solution so far is preserved.
After the whole iterations, the final solution accepted by all
assistant and requesting vehicles can be obtained.

B. RSU Offloading/Local Computation, Computing and Band-
width Allocation

After getting the assistant vehicle offloading and power
allocation, the second step is to solve the RSU offloading/local
computation. The rest set of vehicles is denoted as K∗. Then,
the original optimization problem can be formulated as

min
{A∗,Bk,r,Br,kP∗}

∑
k∈K∗

T ∗k

s.t. C1, C2, C3, C5

(12)

where A∗ denotes the decisions of vehicles doing local
computation and RSU offloading. P∗ denotes the respective
transmit power with Pk = 0, when alk = 1, and Pk = Pmax,
when ark = 1. T ∗k is the delay of local computation and RSU
offloading, given by

T ∗k = alkT
l
k + arkT

r
k = alk

Ck
f lk

+ ark(
Dk

Rk,r
+
Ck
frk

+
δDk

Rr,k
).

(13)
From [13], if function f(x) = q/x is convex with respect

to x, its perspective function g(t, x) = tf(t/x) is convex too
with respect to (t, x). Therefore, we relax the integer C1 and
adopt the following variable substitutions

εk = alkf
l
k, φk = arkf

r
k , ϕk = arkBk,r, ψk = arkBr,k,

γk = log2(1 +
Pk|ĥk,r|2

σ2 + σ2
θ

), $k = log2(1 +
Pd|ĥr,k|2

σ2 + σ2
θ

).
(14)

Removing the integer constraint C1 and adopting above sub-
stitutions, optimization problem (12) can be transformed to the
following one

min
{A∗,fr

k ,Bk,r,P∗}

∑
k∈K∗

T ∗k =

(alk)
2Ck
εk

+ (ark)
2Ck
φk

+ (ark)
2 Dk

ϕkγk
+ (ark)

2 δDk

ψk$k
(15)

s.t. C1∗ :
∑
k∈K∗

φk ≤ FR, C2∗ :
∑
k∈K∗

ϕk ≤ BR,

C3∗ :
∑
k∈K∗

ψk ≤ BR, C4∗ : εk = f lk.

It can be seen that problem (15) is a convex problem so
Lagrange dual method can be applied. By introducing the
non-negative variables ηk, µk, σk, ξk and taking the first order
derivatives of εk, φk, ϕk, ψk respectively, follows are obtained

∂L
∂εk

= −(alk)2
Ck
εk2

+ ηk,
∂L
∂φk

= −(ark)2
Ck

φk
2 + µk, (16)

∂L
∂ϕk

= −(ark)2(
Dk

ϕk2γk
) + σk,

∂L
∂ψk

= −(ark)2(
δDk

ψk
2$k

) + ξk.

(17)
We can infer that when alk

∗
= 0, εk

∗ = 0, when
ark
∗ = 0, (φk

∗, ϕk
∗, ψk

∗) = 0, and from C1 and C2, when
(alk, a

r
k) 6= 0, the optimal values of (εk, φk, ϕk, ψk) can be

obtained as follows

εk
∗ = alk

∗
√
Ck
ηk
, φk

∗ = ark
∗

√
Ck
µk
,

ϕk
∗ = ark

∗

√
Dk

σkγk
, ψk

∗ = ark
∗

√
δDk

ξk$k
.

(18)

Next, we take the first order derivatives of alk and ark respec-
tively

∂L
∂alk

= 2
Ck
εk/alk

, (19)



∂L
∂ark

= 2
Ck

φk/ark
+ 2

Dk

ϕkγk/ark
+ 2

δDk

ψk$k/ark
. (20)

Following denotions are made for simplicity

%k =
∂L
∂alk

(
εk
∗

alk
∗ ), ζk =

∂L
∂ark

(
φk
∗

ark
∗ ,
ϕk
∗γk
ark
∗ ,

ψk
∗$k

ark
∗ ). (21)

From C2, the optimal offloading decision A∗ can be ob-
tained as alk = 1, ark = 0, when %k < ζk, alk = 0, ark = 1,
when ζk < %k. The values of the variables ηk, µk, σk, ξk can
be obtained by using sub-gradient method [14]. Therefore,
optimal solution of problem (12) can be achieved successfully
with fast convergence.

After getting the results of offloading decisions and resource
allocations from section A and B, we combine A∗,P∗ with
A′ ,P ′ to get A and P , respectively. Then, the variables of the
offloading decision A, RSU computation {frk |k ∈ K}, RSU
offloading bandwidth {Bk,r|k ∈ K}, RSU feedback bandwidth
{Br,k|k ∈ K} and transmist power P of the original problem
(9) can be obtained.

V. SIMULATION RESULTS

In our simulations, the K vehicles are randomly deployed
in the MEC-V2X network with one RSU. The road is divided
into 4 sub-areas by distance. As for the tasks of vehicles,
when a task emerges to a vehicle, the task size and the
required computation frequency are uniformly generated in [5-
20] Mbits, and in [5-20] Mcycles. The number of particles and
iteration of the propsed PSO algorithm are 512 and 128. Other
parameters used in the simulation are summarized as follows,
BV = 2 MHz, BR = 20 MHz, pc = 0.75, FR = 1 × 104,
Pmax = 30 dBm, σ2 = −114 dBm, ι = 0.2, and the
maximum Doppler frequency is 300Hz.

For the sake of comparison, our proposed PSO algorithm
for assistant vehicle offloading is marked as “V2V-PSO”, the
second part of RSU offloading/local computation is marked
as “propose-V2I”, and we use “MEC-V2X” to represent the
whole MEC-V2X offloading scheme after combining these
two parts. The performances of the following typical tradi-
tional methods are also presented for comparison.1) Local
computation scheme (labelled as “Local-fixed”). 2) Pure MEC
offloading scheme (labelled as “Pure-MEC”). 3) Adaptive
MEC offloading scheme (labelled as “MEC-Local”).

Fig. 2 shows the total delay of vehicles doing assistant ve-
hicle offloading between local computation, random selection
of offloading vehicle with maximum transmit power (V2V-
random-fixed), our proposed PSO based offloading decision
and transmit power allocation, optimal offloading decision
with the maximum transmit power (V2V-optimal-fixed) and
optimal offloading decision and transmit power selection
(V2V-optimal-exhuasted) using exhausted searching. With the
average number of vehicles in one sub-area increases, the
total delay of all vehicles doing assistant vehicle offload-
ing decreases except the random offloading scheme. This is
because when there are more vehicles on the road, more
potential vehicles can be selected as the requesting vehicle.
Vehicles which have better channel conditions may be selected
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Fig. 2. Total delay of assistant vehicle offloading versus the number of
vehicles in one sub-area
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Fig. 3. Average transmission power versus the number of vehicles in one
sub-area

and will lead to smaller delay. Regardless of the number
of vehicles, our proposed PSO algorithm can achieve near
optimal performance with low complexity and reduce the total
delay efficiently.

The average transmit power is presented in Fig. 3, con-
sidering our proposed modified PSO algorithm (PSO) with
the maximum transmit power scheme (P-max) and the above
transmit power by using exhausted searching (P-exh). It can
be seen that the proposed algorithm has less average transmit
power than the other two schemes. This is because the transmit
power is a continuous variable and the exhausted searching
can only search a given number of choices. Howerver, our
proposed PSO algorithm can explore more transmit power and
therefore can reduce the energy consumption.

Fig. 4 indicates the delay performance of our proposed
RSU offloading/local computation scheme when the number
of vehicles changes. It can be observed that our proposed
RSU offloading/local computation scheme is better than the
pure MEC offloading scheme. With the increasing number of
vehicles, our scheme can reduce the total delay significantly
when the number of vehicles is relatively large. This is
because the computation resource of MEC will be insufficient
when too many vehicles offload their tasks. By balancing the
whole offloading decision with the bandwidth and the MEC
computation resource allocation, the influence of inadequate
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computational resources of MEC can be reduced, improving
the delay performance.
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The total delay performance of our proposed MEC-V2X
scheme is shown in Fig. 5. It can be seen that our proposed
MEC-V2X offloading scheme performs the best. With the
given conditions, the improvement gap between our scheme
and the traditionnal MEC offloading scheme increases at first
when the average number of vehicles in one sub-area increases
to 6 and shrinks afterwards. The reason comes from both the
assistant vehicle and RSU offloading. When the number of
vehicles in one sub-area is small, the improvement of assistant
vehicle offloading is limited. Meanwhile, when the number of
vehicles is large, the computation resource of MEC for RSU
offloading is limited which will also decrease the improvement
in reducing delay. Therefore, we can infer that the balance
point of assistant vehicle offloading and RSU offloading is
when there is 6 vehicles in one sub-area.

VI. CONCLUSION

In this work, the assistance of MEC and V2X communica-
tion is applied for the task offloading and resource allocation
problem in the autonomous driving scenario . It is showed that
the MEC-V2X scheme can improve the delay performance
without deploying additional computation resources. In addi-
ation, the influence of number of vehicle on the offloading
selection is studied and the balance opint of assistant vehicle
offloading and RSU offloading is inferred.
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