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Abstract
Multiple-input multiple-output (MIMO) technology has been widely adopted in wireless communications, which enables 
the simultaneous transmission of multiple data streams via multiple transmitting and receiving antennas. In a MIMO 
system with non-line-of-sight (NLOS), transmitted signals are reflected by various obstacles along the path, reaching 
the antenna at different angles and times. In 5G networks, the NLOS problem is a major challenge for massive MIMO 
localization, significantly reducing positioning accuracy. In this work, an intelligent localization technique based on 
NLOS identification and mitigation is proposed to address this problem. In this solution, a Convolutional Neural Net-
work (CNN) based hybrid Archimedes-based Salp Swarm Algorithm (HASSA) technique is proposed to detect NLOS or 
the line of sight (LOS) and estimate the location. The accuracy can be analyzed by considering the angle of arrival of 
signals, threshold-based time of arrival, and time difference of arrival from different antennas. A novel reinforcement 
learning-based optimization approach is used for the mitigation of NLOS in the radio wave propagation path, which in 
turn reduces the computational complexity. We use the Ensemble Deep Deterministic Policy Gradient-Based Approach 
(EDDPG)-based Honey Badger algorithm (HBA) for the aforementioned process. The simulation of this approach assesses 
diverse scenarios and considers different parameters, and the approach is compared with various state-of-the-art works. 
From the simulation results, our proposed approach can be used for the identification and detection of LOS and NLOS 
components and can precisely enhance the localization compared with other approaches.

Article Highlights

•	 The study uncovers key channel features essential for effectively managing NLOS conditions.
•	 The proposed CNN-based method improves location accuracy in 5G by effectively distinguishing between LOS and 

NLOS conditions.
•	 The novel algorithm improves 5G localization by reducing NLOS errors, offering high accuracy with minimal compu-

tational overhead.

Keywords  Line of sight (LOS) · Non line of sight (NLOS) · Massive MIMO · CNN · Salp swarm algorithm (SSA) · EDDPG · 
CIR · Identification and mitigation
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1  Introduction

Over the past 20 years, localization strategies have gained significant attention with the rise of personal electronic 
devices and commercial wireless networks. 5G networks offer high accuracy owing to disruptive technologies like 
millimeter-wave communication, and massive multiple-input-multiple-output (MIMO) antennas. Massive MIMO 
enhances channel resolution and reduces interference, enabling fast communications in 5G networks. However, in 
5G massive MIMO networks with a large number of antennas at the transmitter and receiver, the non-line-of-sight 
(NLOS) problem is the main challenge for localization, which seriously reduces the positioning accuracy [1]. Differ-
ent obstacles in the path distract the transmitted signals, causing them to reach the antenna at different angles and 
times and resulting in signal reflections and multipath propagation [2]. Localization techniques frequently utilize 
variables such as time of arrival (TOA), angle of arrival (AOA), angle of departure (AOD), and received signal strength. 
The multipath and scattering environment greatly influence the NLOS error, which in turn affects TOA, AOA, and 
AOD. Appropriately identifying the type of channel environment enables the elimination of errors caused by the 
NLOS environment and increases the precision and accuracy of localization, thereby improving the overall reliablity 
of the  communication system [3, 4].

The channel identification assisted localization-based method involves a two-step procedure: NLOS identification 
followed by position estimation. The characteristics of the received signal are analyzed to identify the line-of-sight 
(LOS) path [5]. The channel is then classified as NLOS or LOS. Numerous proposals have been presented for stud-
ies on identifying the LOS/NLOS channel for localization [6, 7]. For instance, in [8] machine learning techniques are 
adopted to identify LOS and NLOS in vehicle-to-vehicle networks. The power angular spectrum is an estimated high-
resolution parameter for identifying objects from multipath components (MPCs). Measurement data were collected 
from various features to determine their feasibility. The technique incorporated and applied multiple features. It was 
compared with previous methods of training. This technique was robust, accurate, and feasible. However, it was a 
complicated one when the application required considerable signals to be analyzed. Furthermore, the mitigation 
process is also not mentioned. To analyze the Fisher information, Mendrzik et al. [9] presented a 5G millimeter-wave 
MIMO system to position NLOS components. An equivalent Fisher information matrix (EFIM) was derived from a large 
number of antennas to transmit and receive data over a large bandwidth. The direction and location decreased the 
position error bound and orientation error bound for each part of NLOS. The evaluated position and orientation 
were feasible, and the accuracy increased. Nonetheless, the computational complexity was higher than that of other 
approaches. Jian et al. [10] proposed an orbital angular momentum (OAM)-MIMO transmission system. The radius 
was different for multiple uniform circular arrays with the same center. The preprocessing scheme was determined 
by OAM modes for singular value decomposition. The coding operations of various modes were superior to those of 
the conventional MIMO. The demand for transmitting and receiving data in an NLOS situation was met. The proposed 
model was effective, manage the effects of multipath propagation and reducing complexity by solving malalign-
ment challenges. However, computational complexity occurred when the application required numerous signals.

Cui et al. [11] described an NLOS identification method based on Morlet wave transform and convolutional neural 
networks (MWT-CNN). They extracted features to transmit time–frequency spectrums from ultra-wideband signals. 
The online and offline testing processes were divided into two processes. The CNN model was executed to test the 
extracted features. The study involved extracting features for transmitting time-frequency spectrums from ultra-
wideband (UWB) signals. The testing was separated into online and offline processes. The CNN model was utilized 
to evaluate the extracted features. Both frequency-domain and time-domain UWB signals were analyzed within the 
proposed model. The results indicated that the performance and accuracy of the model surpassed those achieved 
by previous methodologies. However, the authors did not consider different scenarios, such as dynamic industrial 
sites and urban outdoor environments. Zeng et al. [12] proposed a LOS/NLOS identification algorithm based on a 
convolutional neural network (CNN). The information was processed by the uplink channel for essential processing. 
Parameters with high precision were identified using the sounding reference signals. The proposed method was 
identified from pilot symbols by analyzing the features from base station (BS) antennas. The taps were increased, the 
error rate was reduced, and the performance and complexity were balanced. However, the processing time is high. 
Hariq et al. [13] demonstrated an NLOS-ultraviolet communication system for spatial diversity techniques. Multiple-
input single-output, single-input multiple-output, and MIMO configurations were obtained from the receive and 
transmit diversity. The different configurations were derived from outage probabilities. The atmospheric turbulence 
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was increased by executing the link and strength distance performance. However, communication over long dis-
tances has to be improved.

To execute green cell-free massive MIMO networks, Femenias et al. [14] described the AP switch ON/OFF algorithm 
as statically turning the network ON/OFF from the mobile station. The data transmission of downlink and uplink by 
the spectral and energy efficiency was acquired from mobile stations and access points. Spatial correlation matrices 
were specified for different antenna arrays to observe the channel model. The different numbers of access points 
and mobile stations contained varying antenna configurations. The energy efficiency was improved, the access point 
was reduced, and the transmission antennas were increased. However, the energy efficiency was relatively low and 
should be improved. To track joint radar communications, Basit et al. [15] used frequency-diverse array MIMO. The 
radar and communication receiver were tracked to detect the closed-loop design. The beam patterns were range 
and angle, which contributed only to the angle beam patterns. The security, performance, and bit error rate were 
improved. The performance in identifying estimation parameters and in tracking was enhanced for radar applica-
tions. However, the performance analysis based on different scenarios was not mentioned. García-Morales et al. [16] 
demonstrated an energy-efficient access point switching to consider nonuniform spatial traffic densities. The spatial 
traffic heterogeneity was detained in a nonuniform distribution in an analysis of mobile stations. The spatial distribu-
tion introduced goodness-of-fit techniques to activate the access points from the network. Large-scale information 
depended on the spatial location and distribution of access points and mobile stations. The energy efficiency was 
increased, the approach was robust, and its complexity was reduced. However, an analytical framework that responds 
to time-varying conditions for the rectification of implementation issues was needed.

Sheikh et al. [17] concentrate on the most productive use of MIMO servo systems. They assume perfect channel state 
information (CSI) and apply linear precoding algorithms to the small-scale fading (SSF) and large-scale fading (LSF) 
scenarios. Their results indicate that using the right algorithm to the right channel condition can and does substantially 
improve system performance. Their findings on user selection in such challenging conditions are particularly relevant 
to NLOS identification, where the choice of users and the nature of the scattering environment can significantly impact 
localization accuracy. However, there is no mention of LOS components or non-stationary scattering characteristics. 
Bakulin et al. [18] propose a method that combines precoding and antenna selection specifically designed for massive 
multi-user MIMO (MU-MIMO) systems. The proposed method significantly improves signal processing accuracy and 
system efficiency, making it highly applicable to the domains of localization and channel identification. Through the 
optimization of antenna selection and precoding techniques, this strategy enhances the system’s capability to properly 
determine channel parameters and improve spatial resolution. These improvements are crucial for achieving precise user 
localization. This research makes a valuable contribution to enhancing the performance of communication systems and 
expanding methodologies in localizing and estimating channels in massive MIMO systems. However, varying channel 
conditions are not explored.

To reduce the effect of NLOS by detecting and identifying whether a corresponding signal is NLOS or LOS in the propa-
gation path, and to accurately position antennas, we propose a novel approach. This solution integrates a CNN-based 
hybrid Archimedes-based salp swarm algorithm (HASSA, CNN-HASSA) for LOS/NLOS detection with an Ensemble Deep 
Deterministic Policy Gradient-Based Approach (EDDPG)-based Honey Badger algorithm (HBA) for NLOS mitigation to 
solve the aforementioned difficulties and improve localization accuracy. The contributions of this work are listed below:

•	 Different characteristics of channel features are investigated in dynamic environments to develop an efficient LOS 
identification method, aimed at improving identification accuracy.

•	 A novel CNN-HASSA method is proposed to enhance localization accuracy in 5G massive MIMO networks by improv-
ing the accuracy of LOS identification. The HASSA technique is adopted to address overfitting issues in CNN-based 
classification.

•	 The performance of the proposed CNN-HASSA method for LOS/NLOS identification is evaluated and compared with 
that of MWT-CNN, EFIM, and CNN techniques. These techniques show varying performance when given diverse 
training elements. The results indicate that the proposed method outperformed other approaches in LOS/NLOS 
identification.

•	 The EDDPG-based HBA technique was proposed to mitigate the classified NLOS path. This method provides a new 
idea for NLOS error mitigation and effectively mitigates the impact of NLOS.
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The rest of this article is organized as follows: In Sect. 2, the system model of the proposed method is introduced. The 
identification method for NLOS and LOS is elucidated in Sect. 3. The NLOS mitigation method is described in Sect. 4. The 
simulation and results are explained in Sect. 5. Section 6 summarizes the paper.

2 � System model and problem formulation

Our main objective is to define the presence of LOS/NLOS in the estimated channel features [19]. After the signal propa-
gation environment is determined, various positioning algorithms can be used for localization on the basis of different 
environments. The LOS/NLOS relies on the location of the transmitter (Tx) and receiver (Rx) and significantly changes 
its value when Tx and Rx change. The NLOS and LOS propagation for localization is delineated in Fig. 1. We consider a 
base station in a massive MIMO system equipped with a multitude of antennas to serve a number of users with multiple 
antennas. We assume the channel is highly scattering and consider it as a Rayleigh fading channel. MIMO systems in 
Rayleigh fading channels handle fluctuating signal strength due to multipath propagation, enhancing communication 
reliability and capacity through spatial diversity and multiplexing.

The user transmits pilot symbols to BS for channel estimation. Subsequently, the channel is determined with the matrix 
transfer function X(f ), which is correlated with the parameters of MPCs and can be expressed as

where M refers to MPCs. The Dirac delta function is indicated byΩ(⋅) . The steering vectors at the transmitter Tx and receiver 
Rx are indicated by bTx

(
ΩTx,m

)
and bRx

(
ΩRx,m

)
 , respectively. The complex path gain and the delay vector of different paths 

(TOA) are represented as �m , and �m , respectively. The transpose operation is denoted as(⋅)T , and

where i = 1,2 denotes the spherical coordinate system’s directions/angles; i.e. indicating Tx and Rx, respectively. The 
azimuth of arrival, elevation of arrival, azimuth of departure, and elevation of departure of the mth path are denoted as(

�i,m,�i,m

)
∈ (−�,�) × (0,�).�2,m,�2,m, �1,m,�1,m . The channel parameters such as delay, power, and the angle of MPCs 

can be extracted from Eq. (1).
The data are collected by setting the MIMO system, and the features are extracted from the channel between the 

transmitter and receiver. The extracted features are fed into the CNN for the precise identification of LOS and NLOS. Here, 
we consider that localization accuracy is the issue. The overfitting issues in the CNN are addressed through the adoption 
of HASSA. To analyze the localization accuracy, we consider certain parameters such as the AOA of signals, threshold-
based TOA, and time difference of arrival, along with the conventional parameters. The mitigation is performed using 
the reinforcement learning approach.

(1)X (f ) =
∑M

m=1
�m ⋅ΩRx

(
�Rx,m

)
⋅ΩTx(�Tx,m)

T e−j2�f �m

Ωi,m =
[
���(�i,m)���(�i,m), ���(�i,m)���(�i,m), ���(�i,m)

]

Fig. 1   General system model
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3 � Proposed NLOS identification based localization method

This section introduces the proposed method designed to detect LOS and NLOS conditions that occur when a signal is 
transmitted from one MIMO system to another, such as in V2V communications, where both vehicles (or devices) can 
act as transmitters and receivers, simultaneously transmitting and receiving signals from each other. Given that a MIMO 
system is composed of multiple antennas for transmitting and receiving data and in consideration of its dynamic nature, 
the signal may encounter disruptions, either due to obstacles or natural interference, leading to signal loss. Before mitiga-
tion techniques are implemented, distinguishing between NLOS and LOS scenarios is imperative. Accordingly, pertinent 
features are carefully selected from the channel. The identification of LOS/NLOS conditions is carried out through the 
utilization of the CNN-HASSA technique. Subsequently, mitigation strategies are applied on the basis of EDDPG-based 
HBA. To provide a visual representation of the proposed approach, Fig. 2 illustrates a schematic overlay, elucidating the 
key components and their interactions in a lucid manner.

3.1 � Data collection

The presence of LOS/NLOS can be identified by the difference in power delay profiles. When Tx and Rx are in a moving 
state, the temporal snapshot sequence of  T (T ≥ 1) is given as 

[
x(1), x(2),… , x(T )

]
 . These values ensure significant details 

about the LOS/NLOS and are used for the identification of them [8].

3.2 � Feature extraction

The features from the propagated channels are estimated to analyse the difference between the NLOS and LOS from 
each snapshot [8]. The selection of channel features for identifying LOS/NLOS status is a tedious task. A framework is 
developed to avoid manual selection of specific features, allowing the model to learn and extract useful features from 
input data without the need to manually select specific channels. Our framework utilizes eight channel features to iden-
tify LOS/NLOS conditions, capturing various variations in channel conditions and improving the performance in various 
scenarios. The LOS path is then determined by choosing the features listed below:

•	 Highest received power among the delay samples (Max(||x(t)||2)) : The power of NLOS MPC is lesser than that of LOS MPC, 
and this condition can be utilized for the identification of LOS.

•	 Kurtosis of the received power (Max(K (t))) : It is used to determine the proportion of fourth- and second-order moments 
of the amplitude of the received signals and thus estimate the peaks of the amplitude probability distribution func-
tion (PDF). It can be formulated as

(2)K (t) =
E
[(||x(t)|| − �||x(t)||

)4]

E
[(||x(t)|| − �||x(t)||

)2]2 =
E
[(||x(t)|| − �||x(t)||

)4]

�4|x(t)|

Fig. 2   Overlay of the proposed model



Vol:.(1234567890)

Research	 Discover Internet of Things            (2024) 4:20  | https://doi.org/10.1007/s43926-024-00070-9

The mean and standard deviation of ||x(t)|| are given as �|x(t)| and �|x(t)| respectively.  x̃(t)   is the average channel 
response. They can be formulated as

The amplitude of LOS is higher than that of NLOS. If a larger kurtosis exists, it refers to LOS; if not, it refers to NLOS.

•	 Received power skewness 
(
�(t)

)
 : The symmetric value of the probability distribution can be evaluated by this parameter. 

The skewness can be expressed as

The skewness of NLOS is higher than that of LOS. That is, the skewness of the Rayleigh distribution is greater than that 
the Rician distribution.

•	 Rising time 
(
Δ�(t)

)
 : It is the estimation of the time period between the first MPC and the strongest MPC. It can be formu-

lated as

The rising time of NLOS components is greater owing to the fact that the first component in NLOS has been attenu-
ated with the strongest diffractions. Moreover. The index of the MPCs is given as m , and the time delay is denoted as ι.

•	 Root mean square (RMS) delay spread �(t)rms : It can be used to estimate the overall RMS delay spread for all the components 
in MPCs in the current snapshots. It can be measured using the following equations:

The excess mean delay is indicated as �(t)
l

 and can be formulated as

The NLOS channel does not carry LOS, and it exhibits greater RMS delay spread than the LOS channel.

•	 Rician K-factor R(t)s  : It can be defined as the proportion of dominant power MPCs and residual power MPCs. If the situ-
ation is NLOS, R(t)s  will become zero; a positive value indicates the LOS situation. It can be expressed as

(3)��x(t)� =
∑M

m=1
����x(tm)�� − ��x̃(t)����

M

(4)��x(t)� =
�∑M

m=1

�����x(tm)�� − ��x̃(t)����
�2

M

(5)�(t) =
E
(||x(t)|| − �||x(t)||

)3
�3|x(t)|

(6)Δ�(t) = ���max
�

|||x
(t)||| − ���

(
�m
)

(7)�(t)
rms

=

�������
∑M

m=1

�
�t
m
− �

(t)

l

�2���x
(t)
m
���
2

∑M

m=1

���x
(t)
m
���
2

(8)�
(t)

l
=

∑M

m=1
�m
���x

(t)
m
���
2

∑M

m=1

���x
(t)
m
���
2

(9)R(t)
s

=

(||x(t)||max

)2
2�2|x(t)|
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The amplitude of the maximized peak snapshot is indicated as ||x(t)||max
 and the variance of the amplitude is denoted 

as �|x(t)|.
These features are utilized by many researchers to identify LOS and NLOS effectively. However, the identification of 

LOS and NLOS still requires some improvement. Hence, we consider temporal and static angular features along with 
those features. These added features are explained below.

•	 Angular spread of departure/arrival 
(
�
(t)

ASD
∕�

(t)

ASA

)
 : The spread of AOA and AOD is estimated for all MPCs with each 

snapshot. This feature can be formulated as

The mean direction of the Power angular spectrum is indicated as �(t)
�1∕2

 and evaluated as

The angle spread of the NLOS condition is higher than that of the LOS condition.

•	 Angular Difference 
(
Δ�

(t)
m

)
 : The variations in AOA 

(
�2
)
 and AOD 

(
�1
)
 are estimated from the strongest MPC. For 

the LOS condition, the strongest MPC must be LOS MPC. Eventually, the signal must be directly propagated from 
Tx to Rx in LOS MPC and thus remains constant. The angular difference in NLOS MPC is dynamic and changes 
with movement. The angular difference can be evaluated as

•	 Angular Variant of departure/arrival 
(
Δ��1,(t)

)
 , 
(
Δ��2,(t)

)
 : This quantifies the variation of the AOD and AOA of the 

strongest path within a specified time interval. The AOD/AOA of the strongest path of a snapshot is denoted as 
θ1/2, and its variant at time interval Δt can be formulated as

Equation (13) can be modified to a matrix to provide a systematic way of extracting specific elements and can 
be rewritten as

Equation (14) implies that the variant of AOD/AOA can be understood as a combination of two vectors, ∂1 and 
∂2. To infer the dispersion of AOA and AOD in the strongest path we consider the eigenvalue of the covariance 
matrix of Γ(t)

�1∕2
 in this condition which can be expressed as

(10)�
(t)

ASD
∕�

(t)

ASA
=

�������
∑M

m=1

�������
�
i�

(t)

1∕2,m

�
− �

(t)

�1∕2

����
2���x

(t)
m
���
2

∑M

m=1

���x
(t)
m
���
2

(11)�
(t)

�1∕2
=

∑M

m=1
���

�
i�

(t)

1∕2,m

����x
(t)
m
���
2

∑M

m=1

���x
(t)
m
���
2

(12)Δ�(t)
m

=
|||e

(i�
(t)

1,m,max
) − e(i�

(t)

2,m,max
)|||

(13)Γ
(t)

�1∕2
=
[
�
(t−Δt)

1∕2
, �

(t−Δt−1)

1∕2
, ...., �

(t)

1∕2

]T

(14)Γ
(t)

�1∕2
=

⎡⎢⎢⎢⎢⎢⎣

r����
(t−Δt)

1∕2

.

.

.

r����
(t−Δt)

1∕2

.

.

.

r����
(t)

1∕2
r����

(t)

1∕2

⎤⎥⎥⎥⎥⎥⎦

= [�1, �2]

(15)��1,∕2(t) =
∑

eigen

([
���(�1, �1) ���(�1, �2)

���(�2, �1) ���(�2, �2)

])
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The total features from the channel are given as

3.3 � Proposed CNN based approach for the localization

CNNs are frequently employed in computer vision applications like segmentation, object detection, and image 
categorization. They can be trained to analyze input data, which could be images or signals. CNNs are utilized for 
the effective classification of features. Here, we adopt a CNN to detect LOS and NLOS conditions with inclusion 
localization as the detection problem. The main aim of our proposed method is explained in two stages: (i) training 
and (ii) localization stages. During the former stage, the features gathered from the previous stages are trained. In 
the latter stage, the features from the MIMO system are forwarded to the trained neural network, and the location 
is evaluated with the weighted output value from the output layer. This article presents the CNN framework, along 
with the loss function and training approach.

3.3.1 � CNN framework

The proposed framework is inspired by LeNet and AlexNet, which can be exploited to detect considerable features. From 
Fig. 3, the proposed CNN contains five layers, including two fully connected layers and three convolutional layers. The 
proposed CNN is different from the traditional one in the usage of channel impulse response features. The features are 
padded before feeding into the convolutional layer to avoid size reduction [20]. The channel impulse response features 
are small in size and must be sustained throughout the process. Pooling layers are not included in this process in con-
sideration of their intricate behavior. The extracted features can be used to provide enhanced location features; hence, 
pooling layers are not needed. Here, we set 10 convolutional kernels and select a 5 × 5 filter size. The padding of input 
features is performed, and the stride of the filter is set to 1 to derive the exact time–frequency information.

Predominantly, we adopt an activation function, rectified linear unit (ReLU), that can be used for the nonlinearity 
function in CNN. It increases the computational speed while conducting the detection process. ReLU can be given as

The number of reference points affects the neurons in the output layer. If the targeted device appears in the reference 
points, then softmax will act as the activation function. The softmax function can be expressed as

V is used to denote the output neurons and is equal to the number of reference points. The jth neuron from the output 
layer is indicated as z(j) here the output neurons index is j. y(i) is the second last layer in the output layer and the weight 

(16)℘
x(t) =

{
���

(|||x
(t)|||

2)
, K (t), �(t),Δ�(t), �(t)

rms
, R(t)

s
,Δ�(t)

m
, �

(t)

ASD
, �

(t)

ASA
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vector used to connect the second last and output layers is indicated as wj . The transformation is indicated as T, and the 
softmax function maps in the range of [0, 1].

The loss function is used to train CNN. We utilize the cross-entropy incorporated with the regularization function, 
which can be expressed as

The weight of the regularizer is indicated as η, and it must be greater than zero. The dimensionality of wj is denoted 
as D, which respects the number of neurons in the second last layer. The indicator function is represented as I{} . The 
training dataset size is indicated as U, and the index of the reference points is  s(i). To overcome the overfitting issues in 
CNN, we utilize HASSA, which will be explained in the next section.

3.3.2 � SSA

The collective behavior of salps while foraging and navigating in oceans inspires a new swarm algorithm called SSA. During 
foraging, salps arrange in chains to attain excellent locomotion [21]. Random positions with multiple salp sets are initialized on 
the basis of other swarm algorithms. SSA is divided into a leader’s and followers’ classes. The leader is represented as the first 
salp that is present in the salp chain, and the remaining are described as followers. The position of salps in the m-dimensional 
search space is determined. The swarm targets are indicated by these salp searches for food source. The equation expresses 
the salp leader’s action and frequently updates the position.

Within the ith dimension, the leader position is Yl
i
 and FSi is the food source. The upper and lower bounds in the ith dimen-

sion are Ui and Li , respectively. The random numbers are D2 and D3 that tend to the interval as [0, 1]. In this SSA, the significant 
coefficient parameter is D1 . The following equation calculates the coefficient parameter D1 that makes a balancing in the 
exploration and exploitation stages.

The current and maximum number of iterations are T  and Tmax , respectively. SSA updates the position of followers after 
updating the position of the leader, as shown below:

Within the ith dimension, the jth follower’s position is Yj

i
 , which is greater than 1. The algorithm is expressed via a pseudocode.

3.3.3 � Archimedes optimization (AO) algorithm

A partially or fully immersed object in a fluid inspires Archimedes’ principle or the AO algorithm [22]. The mathematical model 
of the AO method is explained below.

•	 Initialization:

Equation (23) initialize all objects’ positions. M2 objects population in the ith position is Oi . In the search space, the upper 
and lower bounds are Ui and Li , respectively.

For every ith object, the initial density and volume are Di and Vi , respectively.
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where random is a d-dimensional vector that is randomly generated within the interval [0, 1]. Equation (26) initializes 
the ith object acceleration A.

The best fitness values with the objects are selected, and the initial population is evaluated. Abest , Vbest , Dbest and ybest are 
allocated.

•	 Volume and density updating:

On the basis of the ith object, the volume and density for the iteration T + 1 are updated and expressed as follows:

The volume and density associated with the best object are Vbest and Dbest , respectively. A uniformly distributed random 
number is denoted as random.

•	 Density factor and Transfer operator:

After a time period, collision occurs among the objects. CT is the density decreasing factor. It is aids AO in transitioning 
from global to local search, which is diminishes with time as

CT diminishes over time, facilitating convergence in previously identified favorable areas. The current and maximum num-
bers of iterations are T  and Tmax , respectively. From the exploration to exploitation, the transfer operator ( TRO ) implements 
the AO algorithm and transforms the search.

TRO is gradually increased to reach the maximum time 1.

•	 Exploration and exploitation stage:

Collision among objects occurs if TR0 ≤ 0.5 . For T + 1 iteration, Eq. (31) updates the acceleration that selecting random 
materials (RM).

The random materials with respect to acceleration, density, and volume are ARM, DRM and VRM , respectively.
No other collision exists among the objects if TR0 > 0.5 . For T + 1 iteration, Eq. (32) updates the object’s acceleration.

The best object acceleration is AT+1
i

.
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•	 Acceleration normalization and position updating:

Equation (33) calculates the percentage of acceleration normalization. It determines the percentage of adjustment for 
every agent.

The normalization range are J and �, which are set to 0.1 and 0.9, respectively. For the next iteration T + 1, the ith object 
position if TRO ≤ 0.5, and the following equation updates the object position.

A value of 2 is set for constant E1 . Equation (35) updates the object position if TRO > 0.5.

where f = E3 × TRO. f increases with time, and constant E2 is set to 6. The motion direction change via a flag is given as 
follows:

From the above equation, R = 2 × random − E4 . E4 is a constant value, typically recommended to be set at 0.5. The 
best solution with the objective function of every object is evaluated.

3.3.4 � HASSA

SSA encounters several challenges in determining the best solution because of its complexity, slow convergence, 
slow diversity, premature convergence, and time consumption [23, 27]. Nevertheless, SSA may be able to deal with 
complex functions when the detection and exploitation costs are considerably high. In this study, the follower posi-
tion updating stage of SSA is improved by using the transfer operator of the AO algorithm to solve the complicated 
optimization functions. In the search domain, the optimum solution detection stage is exploited with respect to SSA. 
The best global performance is achieved, and the local optimum is neglected. The novel algorithm called HASSA 
shows a better convergence rate in solving optimization problems. HASSA integrates the idea of buoyant force based 
on Archimedes’ principle to improve the swarm’s ability to search. The model is explained as follows:

•	 Encoding the population: The binary encoding encodes the population of HASSA and represents every vector as 
a string of 0 and 1. The binary values of 0 represent the unselected appropriate solution and 1 means selecting 
the suitable solution.

•	 Initialization: The parameters of SSA and AO algorithm are initialized with a maximum number of iterations.
•	 Population updating: The population updating during the exploration and exploitation stage is performed via SSA 

and AO algorithms. The probability value below indicates the particular algorithm selection.

The transfer operator is updated during the follower position updating phase of SSA. The optimal best solution is 
obtained with a high convergence rate. The conditions and random factors introduced in the position update help 
to guide the search process effectively. Within the ith dimension, the new leader position denotes as 
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3.3.5 � CNN‑HASSA based localization

In consideration of the benefits of both strategies, CNN and the Archimedes-based SSA are coupled. The CNN can 
conduct feature extraction and classification, and the swarm algorithm can improve the CNN’s performance by 
optimizing its hyperparameters. The CIR features extracted from the channel are forwarded to the CNN structure in 
the proposed localization stage [25, 28]. Through a hybrid method, the overarching goal is to increase the reliability 
and effectiveness of NLOS identification. When the targeted MIMO is any location of the interested area, the position 
can be estimated with the weighted centroid approach and can be formulated exactly as

The coordinate of the jth reference point is denoted as Qj . The deemed reference points are represented as Ψ . The 
CNN hypertuning procedure utilizing HASSA is shown in Fig. 4 as a flow chart. After the location-specific NLOS and 
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LOS conditions of signals are determined, the NLOS must be mitigated to efficiently receive signals from Tx. To this 
end, we adopt EDDPG-based HBA. The following section elucidates the mitigation process.

4 � EDDPG‑HBO for the mitigation of NLOS

4.1 � Ensemble deep deterministic policy gradient (EDDPG)

The Deep Deterministic Policy Gradient (DDPG) is an amalgamation of Q learning and policy gradient. There are four 
networks in DDPG: the critic network, actor network, target critic network, and target actor network. The critic net-
work utilizes the loss function to update the Q function, enabling DDPG to effectively handle intricate and continuous 
actions. In this work, the continuous issues describe the parameters and environment involved in localization and 
NLOS mitigation, becoming persistent in the context of addressing these challenges. The state space environment 
involves parameters like distance, angle, and object position, which define the continuous state space. The continu-
ous variables represent object positions such as transmitters, receivers, landmarks, and obstacles, according to the 
continuous coordinate system. The continuous action space included receiver gain, antenna orientation, and transmit 
power parameters related to the localization and NLOS mitigation processes. Such actions do not represent discrete 
decisions; instead, they are modifications on a continuous scale. For this reason, the general reinforcement learning 
model is not directly applicable to continuous action spaces and discrete states. The Ensemble Deep Determinis-
tic Policy Gradient-Based Approach (EDDPG), an extended version of the DDPG algorithm, improves performance 
and convergence to address the challenges of continuous action spaces. It’s a modified version of DDPG. Agents 
in continuous action spaces train using the EDDPG reinforcement learning algorithm. The model-free, off-policy 
reinforcement learning algorithm EDDPG is similar to DDPG in that it learns a deterministic policy function to map 
state-action pairs to Q-values and updates the policy function utilising the policy gradient approach. In a continuous 
and complex environment, EDDPG enhances localization accuracy and adjusts for NLOS effect mitigation. Figure 5 

Fig. 5   The flow chart of the proposed mitigation model
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illustrates the mitigation process of NLOS. The proposed approach is based on a single-actor multi-critic structure 
[24, 27]. The figure illustrates the application of EDDPG to enhance the precision of NLOS mitigation, with N repre-
senting the number of critics.

Although EDDPG was not explicitly developed for NLOS mitigation, it can be successfully modified for this objective. 
The crucial aspect lies in precisely identifying the problem and customizing the strategy to suit your specific applica-
tion. When dealing with NLOS situations, EDDPG takes into account several aspects, such as signal strength, multipath 
attenuation, diffraction, reflections, obstacle roughness, and distance. In order to obtain the best possible performance, 
EDDPG functions inside a state space that encompasses both channel quality and the Received Signal Strength (RSS) 
associated with NLOS features. In NLOS scenarios, the reward function encourages activities that enhance communication 
performance by improving the data transfer rate, limiting the number of lost packets, and maximizing the intensity of 
the signal. EDDPG utilizes the action space to make decisions regarding adjustments to transmission parameters, such 
as modulation schemes, frequency allocation, antenna orientation, and transmit power.

In LOS conditions, the received signal strength is typically stronger because there is a direct path between the transmit-
ter and receiver, whereas in NLOS conditions, obstacles or reflections weaken the received signal strength. The step of loss 
estimation involves estimating the strength of the signal received by the agent. This is important because the strength of 
the signal will affect the agent’s ability to take actions and achieve its goals. RSS can be continuously monitored, allowing 
the EDDPG to adapt its mitigation strategy based on changes in the environment. Fluctuations in RSS might indicate 
moving obstacles or varying channel conditions, prompting the EDDPG to adjust its chosen action accordingly. While 
in the cost function step involves calculating the cost of taking a particular action. The cost function is typically based 
on the difference between the desired outcome and the actual outcome. In this case, the mean squared error (MSE) is 
used to measure the difference between the estimated and actual receiver signal strength. EDDPG can evaluate the 
typical amount of signal loss that occurs in NLOS conditions (average NLOS loss) and use this information to mitigate 
the impact on received signal strength by analyzing the actual received signal strength. By using the average NLOS loss 
as a reference, EDDPG can analyze the current RSS to make informed decisions about mitigating the negative effects of 
NLOS propagation. Enhancement of mitigation accuracy achieves using Honey Badger algorithm, this step involves using 
the Honey Badger algorithm to improve the accuracy of the NLOS mitigation process. The Honey Badger algorithm is a 
swarm intelligence algorithm that can be used to optimize complex systems [26, 28]. In this case, it is used to optimize 
the parameters of the EDDPG algorithm to improve its performance. The stableness of the algorithm is enhanced by the 
estimation of gradient evaluation after the completion of the policy integration network. Let us assume that the quantity 
of evaluation networks utilized is N.

The average value of the NLOS propagation loss related MIMO system can be calculated as

The critical NLOS loss and targeted NLOS loss in the output are indicated as Bi(s, a|�) and BTar
i

(s, a
|||�−

i
), respectively. 

The parameters for the representation of critical and targeted NLOS losses are given as � , and �−
i

 . The state, action, and 
discount factor indicated as s, a, and ε, respectively. Moreover, the average loss and cost function are evaluated as

The average NLOS loss is evaluated and can be mitigated by deeming the received signal strength. The cost function 
of the NLOS loss can be evaluated with the additional term known as the mean square error value. This can be used to 
reduce the loss function in the ith evaluation as
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The weight coefficients are indicated as � and � . The policy and penalty factor are indicated as μ and  � . Htdi
 the cost 

function out of loss. Then the gradient evaluation can be defined as

The mitigation of NLOS can be achieved by the reduction of cost function and loss function and further the mitigation 
accuracy can be increased with the utilization of the HBO algorithm. This is explained in the next section.

4.2 � Honey badger algorithm (HBA)

The white and black fluffy fur of mammals often determined in the rainforests of Africa and semi-deserts are called 
Honey badger. Both exploitation and exploration equip the HBA thereby referring to the global optimization model. The 
mathematical modelling of HBA [26] is delineated as in the following.

The candidate solution population is CSP and Yj is the jth honey badger position.

•	 Population initialization:

The seven variables, r1 to r7, which are identically independent uniformly distributed in the interval [0, 1]. Based on 
the position, the number of population sizes or honey badgers (M) is initialized and explained as follows:

The upper and lower bounds of search space are Uj and Lj . The candidate population size is M and the jth honey badger 
position is Yj.

•	 Intensity definition (ID) and factor updating:

The prey strength concentration correlates to the intensity and the prey smell intensity is IDj . Depending upon the 
Inverse Square Law, the motion will be fast if the smell is high.

The strength of the source is G and the distance between the jth badger and prey is dj . The smooth transition from 
exploration to exploitation is ensured by using a density factor � that manages the time-varying randomization.

The current and maximum iterations are T  and Tmax . The constant is n.
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•	 Agents’ position updating:

Equation (53) expresses the cardioids motion that is performed via honey badger in the digging phase.

The prey position is Yprey and FL is the flag.

Equation (55) indicates that a honey badger conducts searches in proximity to the prey location Yprey identified thus 
far, utilizing distance information dj. Equations (52) and (54) determines the � and FL, respectively. At this juncture, the 
search is affected by time-varying in search behavior ζ. The two random r6 and r7 are values within the range of 0 to 1.

After mitigating the NLOS we have evaluated the Cumulative Distribution function (CDF) [27] for the estimation of 
residual error in the MIMO network.

5 � Simulation and results

This section presents the simulation setup and collected dataset and the performance analyses in a detailed manner.

5.1 � Simulation setup

To analyse the performance, we have used vehicle-to-vehicle communication. We model an urban environment with 
an area of 100 m × 300 m. The distance between the base station (BS) and the user (vehicle) varies from 20 to 150 m. 
This setup is used to evaluate communication performance and localization accuracy across different distances within 
a realistic urban setting. Here the NLOS arises while the vehicle is moving, buildings, infrastructure, and more. The LOS 
occurs naturally. However, the main reasons for the formation of NLOS are the same and the channel features are differ-
ent. Moreover, the inclusion of noises also affects the detection accuracy. The following section will analyze the impact 
of feature selection from the channel. The parameter settings of the proposed CNN is depicted in Table 1.

5.2 � Impact of feature selection

Various positions, along with streets, contribute differently to every channel feature for the identification of LOS and 
NLOS. From the measurement data, the extraction of the probability distribution function (PDF) of various channel 
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(54)FL =

{
1 , if r6 ≤ 0.5
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(55)Ynew = Yprey + FL × r7 × � × dj

Table 1   CNN Parameter 
settings

Type of layer Size of input Parameters Function

Convolutional layer) 30 × 30 × 3
Stride = 1
Pad = 2

Filter kernel = 5 × 5
Features = 10

ReLUs

Convolutional layer 30 × 30 × 10
Stride = 1
Pad = 2

Filter kernel = 5 × 5
Features = 10

ReLUs

Convolutional layer 30 × 30 × 10
Stride = 1
Pad = 2

Filter kernel = 5 × 5
Features = 10

ReLUs

FC layer 9000 Neurons = 900
50% dropout

ReLUs

FC layer 900 Neurons number RP Softmax



Vol.:(0123456789)

Discover Internet of Things            (2024) 4:20  | https://doi.org/10.1007/s43926-024-00070-9	 Research

Fig. 6   PDF of various channel 
features: a Skewness, b RMS 
delay spread, c Kurtosis, d 
Angular variant of depar-
ture, e Rising time, f Angular 
variant of arrival, g Angular 
distance and h Maximum 
power
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features is plotted in Fig. 6. Various PDFs of these features have been shown and the following figures are indeed the 
NLOS and LOS channels. The K-fold validation is widely used to evaluate the performance of identification more correctly.

The K disjoint sets Y =
{
Y1 ∪ Y2 ∪ .... ∪ YK

}
 and Yj ∩ Yi = � divides every dataset into Yl and Yg.

The set Yj is used to evaluate and impose the training depending upon Y∕Yj.
For every i = 1,…. K, the results are revalidated. The trade-off between both accuracy and computational complexity 
is considered.

Fig. 7   Different features with 
their error rate

Table 2   Features types Type Features

Conventional
Max

(||x(t)||2
)
, K (t), �(t),Δ�(t)

Static (Angular) �
(t)
m , �

(t)

ASD
, �

(t)

ASA

Time Varying (Angular) Δ��2,(t)��1,(t)

Table 3   Features Settings Sets Conventional features Static (angular) Time 
varying 
angular

Set 1 ✔
Set 2 ✔ ✔
Set 3 ✔ ✔
Set 4 ✔
Set 5 ✔ ✔ ✔
Set 6 ✔ ✔
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Each feature deterministic threshold evaluates the performance of identification to be fully contrasted to traditional 
solutions.

The probability density functions (PDFs) depicting the statistical distributions of the mentioned channel properties 
are illustrated in Fig. 6. A close examination of the figure reveals a notable disparity in the probability distributions of 
these features in LOS and NLOS situations. These distinct patterns suggest that the analyzed features, while exhibiting 
some areas of overlap, encapsulate valuable information for precise differentiation between LOS and NLOS conditions. 
Let c ∈ C = {0,1}, where c = 0 and c = 1 correspond to the states of NLOS and LOS, respectively. The objective is to accurately 
ascertain a user’s LOS/NLOS state on the basis of the provided channel information. Various identification error rates 
with different features are depicted in Fig. 7. The error rate for identification is 10% with respect to a maximum variant of 
departure, and the maximum power is achieved. The figure displays the maximum error rate for the RMS delay scenario 
and the minimum error rate for the maximum received power scenario. High received power generally indicates a strong 
signal, which can significantly improve the signal-to-noise ratio (SNR). A high SNR makes the signal distinguishable from 
noise, leading to accurate identification of the NLOS condition. Consequently, the high signal strength enhances SNR, 
making NLOS conditions easy to identify and resulting in low error rates. On the contrary, scenarios with a high RMS 
delay spread maximize the error rate. We can use the RMS delay spread to estimate the overall delay dispersion for all 
components in the multipath components (MPCs) of the current snapshots. However, the NLOS channel lacks the direct 
LOS component, resulting in a reduced concentration of power and increased delay dispersion. This complexity poses 
challenges in differentiating between NLOS and LOS scenarios, particularly when the identification technique relies on 
simpler models. Higher error rates are caused by the increased complexity of multipath propagation and timing discrep-
ancies, which make accurate identification more difficult in RMS delay spread scenario. In this work, the channel features 
are categorized into conventional features and angular-based features, with the latter further subdivided into static and 
time-varying angular features, as illustrated in Table 2. 

5.3 � Performance analysis based on localization

The proposed method is assessed using various testing and training methods. We create various training sets made up 
of diverse groupings of features, for instance, to assess the effect of choosing various features on LOS identification. 
Each set, which possesses the features indicated by the checkmarks, is shown in Table 3. Different sets of features 
are used for the training. 

Fig. 8   Identification error rate 
for different sets
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The channel features are separated into conventional features and angular-based features, and the angular-based 
features are further divided into static and temporal features. This work focuses on examining the statistical and 
angular properties of MPCs to identify NLOS scenarios. The analysis is centered on eight crucial characteristics: 
power, skewness, RMS delay spread, kurtosis, rising time, angular departure variation, angular arrival variation, and 
angular distance. We select these features on the basis of their significant effect on NLOS recognition in our particu-
lar circumstance. This selection offers a thorough perspective on channel behavior, prioritizing the most influential 

Fig. 9   The CDF versus the 
average localization error in 
LOS condition

Fig. 10   The effect of data 
selection on localization 
error for different identifica-
tion algorithms with various 
feature sets
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parameters to provide effective simulations. As a result, this technique provides a clear understanding of how these 
features influence the outcomes.

5.4 � Performance analysis localization based on NLOS/LOS Identification

The state-of-the-art analysis of the identification error rate is depicted in Fig. 8. The EFIM [9], MWT-CNN [11], CNN [12], 
and proposed CNN-HASSA methods are considered as the state-of-the-art methods to validate the identification error 
rate. The results confirm that compared with the existing methods, the proposed CNN-HASSA method offers less iden-
tification error rate with respect to all the sets described in Table 2.

The location errors before and after NLOS mitigation can be analyzed by examining the cumulative distribution func-
tion (CDF) alongside the location error measured in meters. The statistical analysis of error probabilities for four position 
estimation approaches is illustrated in Fig. 9. Specifically, CNN-SSA, EFIM, MWT-CNN, and CNN exhibit localization errors 
of 0.8, 1, 1.25, and 1.5 m, respectively, taking into account an estimation error ratio of 0.74. These findings underscore 
the success of the proposed CNN-SSA-based identification technique in significantly enhancing localization accuracy 
within massive MIMO systems.

5.5 � Performance analysis localization based on NLOS Mitigation

EDDPG-HBA approach relies on NLOS mitigation. The most influential factor impacting identification accuracy is the 
choice of training characteristics. Figure 10 illustrates the location error before and after the proposed approach to NLOS 
mitigation. The identification error rate for the various algorithms that were trained using the feature sets is shown in 
Table 2. This study delves into two distinct cases of training and validation data to scrutinize the impact of data selection 
on identification accuracy. Case 1 employs K-fold cross-validation, while case 2 utilizes entirely separate sets of data for 
training and validation. The effect of data selection on identification error rates and localization error has been evalu-
ated for both cases 1 and 2, considering various feature sets in Table 2 as shown in Fig. 10. To provide context, we also 
compare the performance of our proposed methods in both cases against CNN, EFIM, and MWT-CNN. Upon compar-
ing performance across different datasets, it becomes evident that approaches employing case 1 training procedures 
consistently yield the highest performance levels. Conversely, methods using Case 2 exhibit lower performance levels.

Fig. 11   The impact of mitiga-
tion and LOS/NLOS classi-
fication on the accuracy of 
localization in case 1
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Figure 10 also demonstrates that angular-based characteristics can enhance the resilience of LOS/NLOS identification, 
even when validating data varies. Furthermore, the CNN-HSSA-based identification algorithm achieves a commendable 
level of recognition accuracy, showcasing its potential in diverse scenarios. It observed from Fig. 10 that in both cases, 
mitigating the NLOS improves the location error. Notably, the CNN-HASSA-based identification exhibits superior perfor-
mance in both scenarios within Set 5. These findings highlight the CNN-SSA method’s enhanced resilience in addressing 
NLOS identification challenges compared to EFIM, MWT-CNN, and CNN methods utilizing angular features.

Figure 11 illustrates the cumulative distribution functions (CDFs) of NLOS errors both before and after mitigation. In 
case 1, the probability of errors less than 1 m significantly increases from 78 to 98%. Similarly, the figure also demonstrates 
the influence of NLOS classification, revealing a substantial rise in the probability of errors smaller than 1 m, escalat-
ing from 5 to 78%. This reduction in error is particularly evident, decreasing from nearly 6.7 m to 1.5 m following NLOS 
identification. The identification and mitigation of NLOS greatly improves the localization accuracy. The CNN-HASSA-
based identification method significantly enhances localization processing, outperforming the blind approach, and the 
application of the EDDPG-HBA technique significantly improves NLOS mitigation.

6 � Conclusion

The primary objective of our work was to distinguish between NLOS and LOS conditions within a MIMO system. We 
achieved this objective by utilizing features extracted from a channel, which were classified as high- and low-resolution 
parameters derived from the channel impulse response. Using these extracted features, we successfully identified LOS 
and NLOS scenarios by employing the proposed CNN-HASSA. This approach significantly enhanced the localization 
accuracy in the MIMO system. As a result, we addressed the identified NLOS conditions by implementing EDDPG-HBA. 
This method effectively mitigates NLOS scenarios. Our experimental analyses demonstrated a notable reduction in 
identification error and location error when our proposed approach was employed, which was achieved with minimal 
computational overhead. Furthermore, the computational complexity of our approach was negligible compared with 
its substantial performance improvements.
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